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Chapter 1

Introductory remarks

The spatial coherence of optical fields with a narrow spectral bandwidth such as a laser is ordinarily represented by the mutual coherence function in the space-time domain.[1] However, the spectral coherence function is indispensable when we discuss the spatial correlation of the fields with the wide spectral bandwidth. The correlation function of the Fourier spectra of the wavefields is called the cross-spectral density, and the spectral degree of coherence is defined as the normalized formula of the cross-spectral density. It was 1976 that E. Wolf and L. Mandel first proposed the concept of the spectral degree of coherence.[2]

One of the most interesting studies in which the spectral coherence plays a central role may be the correlation-induced spectral changes that are also known as the Wolf effect.[3] In 1986, E. Wolf pointed out that the spectrum of the light, which is propagating from the spatially, partially coherent source with the wide spectral bandwidth, can change depending upon the source correlation. Wolf also suggested that the spectrum is invariant through the propagation in the case where the spectral degree of coherence across the source obeys the Wolf’s scaling law. It has long been known that the spectrum of the light changes because of the dispersive diffraction
and the Doppler effect. However, the physics of the spectral changes which take place even if the light propagates through free space is indeed different from the dispersive diffraction or the Doppler effect. The age of the universe is estimated at twelve to fifteen billion years according to the latest study, and this value was mainly calculated from observed redshifts of the spectra of stellar objects. Therefore, much attention has been paid from an astrophysical point of view to the correlation-induced spectral changes, which imply the possibility of spectral change through the free propagation. However, it should be noted that the frequency does not shift in the Wolf effect unlike the frequency shift of a line spectrum seen in the Doppler effect.

Although many studies have been published since Wolf first pointed out this phenomenon,[4–9] most of the investigations are theoretical [3, 10–48] and the reports with the experimental verifications or the demonstrations are minor.[49–65] The main reason that makes laboratory experiments difficult may be hardness to separate two causes of the spectral changes, namely, the dispersive diffraction and the correlation-induced spectral changes. Nevertheless, experimental verification for the theoretical properties and establishing reliable techniques for these experiments are strongly required. Such experimental results and the reliable techniques will greatly help not only to justify the existing theoretical analyses but also to prompt the novel discoveries.

In contrast to the correlation-induced spectral changes that come from the problem of the forward propagation of the spatial coherence,[66–69] the interferometric imaging technique is based on the inverse propagation of the spatial coherence. The interferometric imaging techniques have long been used in practical measurements such as radio astronomy.[70] Although the resolving power of an ideal optical image-forming system is determined by ratio of a wavelength to an aperture size, inhomo-
geneities of the earth’s atmosphere reduce the real resolving power. To overcome the
effect of the earth’s atmosphere, Fizeau first suggested in 1868 that Young’s two-beam
interference principle enabled one to measure the angular size of the stellar objects.
The experiment for this idea was first conducted by Stephan. With the 1 m telescope
of the Marseille Observatory, he succeeded in measuring the visibility of the interfer-
ence fringes though the fringes were fluctuated owing to the turbulent atmosphere.
Michelson also tried and succeeded in determining the angular diameter of a Jupiter’s
satellite.

One of the recent developments in the interferometric imaging technique was made
by James.[71] James’ technique is based on the new principle that is called the “space-
frequency equivalence theorem” which was proposed by himself. The measurement
system that uses this theorem enables us to determine the angular size of the source
without changing the separation of the double aperture. The experimental demon-
strations conducted by using the white light were reported by Kandpal.[72] The exper-
imental results well agreed with the theory, and usefulness of this technique was con-
firmed. In the late 1990’s, a principle of interferometric imaging for three-dimensional
(3-D) source distribution was proposed by Rosen.[73 – 75] Their technique is based on
the modified van Cittert-Zernike theorem. The experimental demonstration was also
reported by themselves. Marks also presented their own principle for 3-D imaging in
the latest publication.[76]

As stated above, there are increasing demands for 3-D imaging techniques. How-
ever, 3-D imaging techniques are still immature although 2-D imaging techniques
have been sophisticated in both the theoretical analyses and the practical measure-
ment systems. In other words, interferometric 3-D imaging is at the dawn. The
methods recently proposed for 3-D imaging are based on the complex principles, and
they need some fundamental restrictions for the state of the source correlation or locations of the sources because the basis of these new principles is originated from the van Cittert-Zernike theorem which holds for the spatial incoherent planer sources in the paraxial far field. As a result, new principles of interferometric 3-D imaging that can be applied under more general conditions are desired.

The fundamental concept through this work is the propagation of the spatial coherence. Although statistical optics which deals with the nature of the wave propagation in free space or scattering media has been considerably completed, there are much potentialities in the phenomena and the applications originated from or resting on these basic principles. From this background, the correlation-induced spectral changes and the interferometric imaging technique as the phenomenon and the application that are derived from the forward and the inverse propagation of the spatial coherence are studied theoretically and experimentally in this work. Studies on the correlation-induced spectral changes are devoted mainly on the experimental verification and the establishment of the reliable measurement method. Studies on the interferometric imaging techniques are, on the other hand, mainly on the proposal of new principles and concepts such as the 3-D imaging or the detection of the incoherent sources.

Contents of chapters are listed with brief summaries in the followings.

In Chapter 2, the fundamental concepts of the second-order spatial coherence are reviewed. Definitions of the spatial coherence functions that are described in the space-time domain and the space-frequency domain, and their propagation law are introduced. The phenomenon of the correlation-induced spectral changes is also brought up.

In Chapter 3, the correlation-induced spectral changes are studied theoretically and experimentally. First, an experimental analysis of the spectral changes caused by
the source correlation and the dispersive diffraction is presented. The spectral changes in a Gaussian-like spectrum that depend on ratio of the coherence area to the source area are investigated. Next, the spectral changes which are caused by only the source correlation are investigated. It is proven that the wavefront folding image-forming system is considerably reliable for observing the spectral changes released from the dispersive diffraction. Redshifts and blueshifts of the spectrum are experimentally observed depending on the source correlation and the observing location.

In Chapter 4, new principles for determining the two-dimensional source image are presented. One is a technique to determine not only the angular separation of two point sources but also their spectral profiles. The principle is based on measuring both the spectral degree of coherence and the uniform spectra across an observation area. The theoretical predictions are proven by an experimental demonstration with uncorrelated two point sources. The other one is for retrieving the cross-spectral density propagating in free space. The principle of the technique is based on the propagation law of the angular spectrum. Since this law holds without the paraxial approximation, the cross-spectral density across the off-axis reference plane can be retrieved. Results of an experiment demonstrating the retrieval of the cross-spectral density across any reference plane are also presented.

In Chapter 5, a novel interferometric 3-D imaging technique based on retrieving the sequential cross-spectral densities is presented. It is shown that the cross-spectral density propagating from the source enables us to retrieve the information of the second-order spatial coherence conveyed through the 3-D space. In addition to the 3-D imaging principle, a new concept to detect the spatially incoherent sources is presented. These principles make it possible to know the state of the spatial coherence across an arbitrary transverse plane and to find the incoherent sources even in the
high background intensity. Full mathematical description and the analysis of the point spread function are also given.

In Chapter 6, an interferometric 3-D imaging technique that is based on retrieving the spatial distribution of the generalized radiance function is proposed. Although the technique that is presented in Chapter 5 requires the four-dimensional Fourier transform in the 3-D image retrieval, this imaging principle with the generalized radiance function enables us to retrieve the 3-D information by the two-dimensional Fourier transform. Consequently, the data processing time is much reduced. The point spread function of the system is derived and the spatial resolution is discussed.

In Chapter 7, noise-limitations of the interferometric imaging system described in Chapter 4 are studied in two limiting cases, namely the photon-noise-limit and the detector-noise-limit cases. The signal-to-noise ratio is theoretically derived and experiments are conducted. The noise statistics obtained from the experimental results agree with the theoretical expectations.

In Chapter 8, concluding remarks about the entire dissertation are given.
Chapter 2

Introduction to second-order spatial coherence in scalar wavefields

2.1 Introduction

In this chapter, the definitions of the spatial coherence functions described in the space-time domain and the space-frequency domain are reviewed. The correlation of optical wavefields is closely related to the interference effects. The visibility of the interference fringe is determined by the modulus of the complex degree of coherence. When we discuss the correlation in the wavefields with the wide spectral bandwidth, the concept of the spectral coherence plays an important role. The efficiency of the spectral interference is determined by the spectral degree of coherence in a similar way as the spatial interference fringes.

The phenomenon of the spectral change owing to the source correlation, that is so called the correlation-induced spectral changes, has been actively studied since the 1980’s. Studies on the correlation-induced spectral changes from both the theoretical and experimental points of view were reported. The basic concept of the correlation-induced spectral changes and the condition for the spectral invariance that was derived
by Wolf[3] is briefly reviewed in the followings.

### 2.2 Second-order spatial coherence

First, let us consider the analytic signal \( V(r_1; t) \) and \( V(r_2; t) \) that fluctuate with time \( t \) at different two points \( r_1 \) and \( r_2 \), and the field is assumed to be stationary. Their cross-correlation function is defined by

\[
\Gamma(r_1, r_2; \tau) = \langle V^*(r_1; t)V(r_2; t + \tau) \rangle, \quad (2.1)
\]

where the angular bracket denotes the ensemble average, the asterisk denotes the complex conjugate, and \( \tau \) is the time difference. This cross-correlation function is called the mutual coherence function in statistical optics. The mutual coherence function with \( \tau = 0 \) is named as the mutual intensity, and the definition is

\[
J(r_1, r_2) = \Gamma(r_1, r_2, 0). \quad (2.2)
\]

The complex degree of coherence is defined as the normalized mutual coherence:

\[
\gamma(r_1, r_2, \tau) = \frac{\Gamma(r_1, r_2; \tau)}{\sqrt{I(r_1)I(r_2)}}, \quad (2.3)
\]

where

\[
I(r_j) = \Gamma(r_j, r_j; 0), \quad (j = 1 \text{ or } 2). \quad (2.4)
\]

The complex degree of coherence, which is defined by Eq. (2.3), is related to the visibility of the spatial interference fringes that appear in the two-beam interference of the light from \( r_1 \) and \( r_2 \). The relationship between the complex degree of coherence and the visibility \( V \) is represented by

\[
V = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}} = |\gamma(r_1, r_2; \tau)|, \quad (2.5)
\]
where $I_{\text{max}}(\rho)$ and $I_{\text{min}}(\rho)$ are the maximum and the minimum intensities that are seen around $\rho$. While the modulus of the complex degree of coherence represents the visibility of the interference fringes, the argument of the complex degree of coherence is related to the location of the interference fringes. The complex degree of coherence describes the spatial correlation of the quasi-monochromatic wavefields in the space-time domain. On the other hand, the dependence of the correlation property on the optical frequency is essential in the case where the spectral bandwidth of the wavefields is broad. The cross-spectral density and the spectral degree of coherence play a critical role in this case.

The analytic signal $V(r; t)$ at $r$ is a scalar variable if we consider one of the orthogonal components, and the analytic signal and the Fourier spectrum $U(r; \nu)$ that represents a particular frequency component are related by the Fourier transform pair:

$$V(r; t) = \int_0^\infty U(r; \nu) \exp(-2\pi i \nu t) d\nu , \quad (2.6)$$

and

$$U(r; \nu) = \int_{-\infty}^\infty V(r; t) \exp(2\pi i \nu t) dt . \quad (2.7)$$

Let us consider the ensemble average of the product of two Fourier spectra with different frequencies at two points $r_1$ and $r_2$:

$$\langle U^*(r_1; \nu) U(r_2; \nu') \rangle$$

$$= \int_{-\infty}^\infty \langle V^*(r_1; t) V(r_2; t') \rangle \exp[2\pi i (\nu' t' - \nu t)] dt dt'$$

$$= \int_{-\infty}^\infty \langle V^*(r_1; t) V(r_2; t + \tau) \rangle \exp[2\pi i (\nu' - \nu) t] \exp(2\pi i \nu' \tau) dtd\tau , \quad (2.8)$$

where $\tau = t' - t$. Substitution of Eq. (2.1) into Eq. (2.8) gives

$$\langle U^*(r_1; \nu) U(r_2; \nu') \rangle = W(r_1, r_2; \nu) \delta(\nu - \nu') , \quad (2.9)$$
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where $W(r_1, r_2; \nu)$ is the cross-spectral density. The mutual coherence function and the cross-spectral density are also related by the Fourier transform pair:

$$W(r_1, r_2; \nu) = \int_{-\infty}^{\infty} \Gamma(r_1, r_2; \tau) \exp(2\pi i \nu \tau) d\tau , \quad (2.10)$$

and

$$\Gamma(r_1, r_2; \tau) = \int_{0}^{\infty} W(r_1, r_2; \nu) \exp(-2\pi i \nu \tau) d\nu . \quad (2.11)$$

Note that Eq. (2.9) implies that the Fourier spectra at different frequencies $\nu$ and $\nu'$ are uncorrelated. Therefore, the cross-spectral density represents the spatial correlation of the wavefields at a particular frequency.

As stated above, the complex degree of coherence is defined as the normalized mutual coherence function. The normalization of the cross-spectral density defines the spectral degree of coherence in a similar way:

$$\mu(r_1, r_2; \nu) = \frac{W(r_1, r_2; \nu)}{\sqrt{W(r_1, r_1; \nu)W(r_2, r_2; \nu)}} . \quad (2.12)$$

The modulus of the spectral degree of coherence is limited to the range $[0, 1]$, namely

$$0 \leq |\mu(r_1, r_2; \nu)| \leq 1 . \quad (2.13)$$

The modulus of the complex degree of coherence represents the visibility of the spatial interference fringes, and on the other hand the modulus of the spectral degree of coherence represents the interference efficiency of the spectral interference.

As described in Eqs. (2.10) and (2.11), the mutual coherence function and the cross-spectral density are related by the Fourier transform relationship. However, the relationship between their normalization forms, namely the complex degree of coherence and the spectral degree of coherence, is more complicated. Now, let us define the Fourier transform of the complex degree of coherence by

$$\beta(r_1, r_2; \nu) = \int_{-\infty}^{\infty} \gamma(r_1, r_2; \tau) \exp(2\pi i \nu \tau) d\tau . \quad (2.14)$$
As is obvious from Eq. (2.3), the representation of $\beta(r_1, r_2; \nu)$ with the cross-spectral density is

$$
\beta(r_1, r_2; \nu) = \frac{W(r_1, r_2; \nu)}{\sqrt{I_1(r_1)I_2(r_2)}}.
$$

(2.15)

Equation (2.15) can be rewritten when $r_1 = r_2$ as

$$
\beta(r_1, r_1; \nu) = \frac{W(r_1, r_1; \nu)}{I(r)},
$$

(2.16)

and $I(r)$ can be also expressed by

$$
I(r) = \Gamma(r, r; 0) = \int_0^\infty W(r, r, \nu)d\nu.
$$

(2.17)

Then the following equation holds:

$$
\int_0^\infty \beta(r_1, r_2; \nu)d\nu = 1.
$$

(2.18)

Equations (2.12), (2.15), and (2.16) gives the representation of the spectral degree of coherence with $\beta(r, r; \nu)$ as

$$
\mu(r_1, r_2; \nu) = \frac{\beta(r_1, r_2; \nu)}{\sqrt{\beta(r_1, r_1; \nu)\beta(r_2, r_2; \nu)}}.
$$

(2.19)

Equation (2.19) means that the complex degree of coherence and the spectral degree of coherence are not related by the Fourier transform pair unlike the relationship between the mutual coherence function and the cross-spectral density.

### 2.3 Propagation of spectral coherence function

#### 2.3.1 Van Cittert-Zernike theorem in space-frequency domain

The van Cittert-Zernike theorem describes the spatial coherence function that propagates from the spatially incoherent planer source. The optical system is shown in
Fig. 2.1. The mutual coherence function at the two points \( Q_1 \) and \( Q_2 \) on the observation plane is given by

\[
J(Q_1, Q_2) = \left( \frac{\nu_c}{cz} \right)^2 \exp(-i\psi) \int \int \int I_P(r) \exp \left[ \frac{2\pi i}{cz} (\rho_1 - \rho_2) \cdot r \right] dr , \quad (2.20)
\]

where \( \nu_c \) is the central frequency of the quasi-monochromatic source, \( \psi = \pi \nu_c (\rho_1^2 - \rho_2^2) \),

and \( I_P(r) \) is the intensity at \( P(r) \) on the source plane. In this subsection, let us consider the relationship between the spectral density distribution and the spectral coherence in the paraxial far field. The paraxial far field implies the approximation

\[
s_l \simeq z + |r \cdot \rho_l|/z \quad (l = 1, 2). \quad [77]
\]

With reference to Fig. 2.1, we assume that the spectrum of the source is broad, the spectral profile \( S_P(r; \nu) \) depends on the position of the source plane, and the observation plane is located in the far field. The analytic signals \( V_P(r; t) \) and \( V_Q(\rho; t) \) at the source plane and the observation plane are expressed by the Fourier integral

\[
V_P(r; t) = \int_0^\infty U_P(r; \nu) \exp(-2\pi i\nu t)d\nu , \quad (2.21)
\]
\[ V_Q(\rho; t) = \int_0^\infty U_Q(\rho; \nu) \exp(-2\pi i\nu t) d\nu . \] (2.22)

By using the impulse response \( h(r; \rho; t) \) from \( P(r) \) to \( Q(\rho) \), the analytic signal at \( Q(\rho) \) is represented by the convolution integral

\[ V_Q(\rho; t) = \int_{-\infty}^{\infty} d^2r \int_{-\infty}^{\infty} h(r; \rho; t-t') V_P(\rho; t') dt' . \] (2.23)

By introducing the transmission function \( H(r, \rho; \nu) \) in the space-frequency domain, \( h(r, \rho; t) \) and \( H(r, \rho; \nu) \) are related by the Fourier transform relationship:

\[ h(r, \rho; t) = \int_0^\infty H(r, \rho; \nu) \exp(-2\pi i\nu t) d\nu . \] (2.24)

Under the paraxial approximation, \( H(r, \rho; \nu) \) can be represented by

\[ H(r, \rho; \nu) = -\frac{i\nu}{cs} \exp\left(\frac{2\pi i\nu s_1}{c}\right) \quad (l = 1, 2) . \] (2.25)

Substituting Eqs. (2.21) and (2.24) into Eq. (2.23) gives

\[ V_Q(\rho; t) = \int_{-\infty}^{\infty} d^2r \int_0^\infty H(r, \rho; \nu) U_P(r'; \nu) \exp(-2\pi i\nu t) d\nu . \] (2.26)

Next, let us consider the mutual coherence function defined by

\[ \Gamma_Q(\rho_1, \rho_2; \tau) = \langle V_Q^*(\rho; t) V_Q(\rho_2; t + \tau) \rangle . \] (2.27)

By using Eq. (2.26) and the cross-spectral density across the source plane

\[ W_P(r', r; \nu) = \langle U_P^*(r', \nu) U_P(r; \nu) \rangle , \] (2.28)

we obtain

\[ \Gamma_Q(\rho_1, \rho_2; \tau) = \int \int \int_{-\infty}^{\infty} d^2r d^2r' \int_0^\infty W_P(r', r; \nu) H^*(r', \rho_1; \nu) H(r, \rho_2; \nu) \exp(-2\pi i\nu \tau) d\nu . \] (2.29)
Note that Eq. (2.29) holds without any restriction on the source correlation. Let us then consider the spatially incoherent source in the following. The cross-spectral density is thus represented by using the spectral density of the source:

\[ W_P(r', r; \nu) = S_P(r; \nu) \delta(r - r'). \]  

(2.30)

Substituting Eq. (2.30) into Eq. (2.29) gives

\[ \Gamma_Q(\rho_1, \rho_2; \tau) = \int\int_{\infty}^{-\infty} d^2r \int_0^\infty S_P(r; \nu) H^*(r, \rho_1; \nu) H(r', \rho_2; \nu) \exp(-2\pi i \nu \tau) d\nu. \]  

(2.31)

Then we obtain the mutual intensity across the observation plane by substituting \( \tau = 0 \) into Eq. (2.31) as

\[ J_Q(\rho_1, \rho_2) = \int\int_{\infty}^{-\infty} d^2r \int_0^\infty S_P(r; \nu) H^*(r, \rho_1; \nu) H(r', \rho_2; \nu) d\nu. \]  

(2.32)

Under the paraxial approximation with respect to the propagation distances \( s_1 \) and \( s_2 \) (see Fig. 2.1), namely,

\[ s_1 - s_2 = \frac{\rho_1^2 - \rho_2^2}{2z} - \frac{(\rho_1 - \rho_2) \cdot r}{z}, \]  

(2.33)

substituting Eq. (2.25) into Eq. (2.32) gives

\[ J_Q(Q_1, Q_2) = \left( \frac{1}{cz} \right)^2 \int\int_{\infty}^{-\infty} d^2r \int_0^\infty \nu^2 S_P(r; \nu) \times \exp \left[ \frac{-i\pi \nu (\rho_1^2 - \rho_2^2)}{cz} \right] \exp \left[ \frac{2\pi i \nu (\rho_1 - \rho_2) \cdot r}{cz} \right] d\nu. \]  

(2.34)

Equation (2.34) holds for the mutual intensity of the wavefields that propagates from the source with an arbitrary spectral profile.

Next, let us consider the propagation of the cross-spectral density. The Fourier transform of Eq. (2.29) with respect to \( \tau \) and Eq. (2.25) give the following equation:

\[ W_Q(\rho_1, \rho_2; \nu) = \left( \frac{\nu}{cz} \right)^2 \int\int\int_{\infty} W_P(r', r; \nu) \exp \left[ \frac{2\pi i \nu (s_1 - s_2)}{c} \right] d^2r d^2r'. \]  

(2.35)
Since we assume that the source is spatially incoherent, substituting Eq. (2.30) into Eq. (2.35) gives

\[ W_Q(p_1, p_2; \nu) = \left( \frac{\nu}{cz} \right)^2 \exp(-i\phi) \int_{-\infty}^{\infty} S_P(r; \nu) \exp \left[ \frac{2\pi i \nu (p_1 - p_2) \cdot r}{cz} \right] d^2r . \]  

Equation (2.36) implies that the cross-spectral density at the far field is given by the two-dimensional Fourier transform of the spectral density across the spatially incoherent source. It should be noted that this relationship corresponds to the van Cittert-Zernike theorem described by Eq. (2.20).

2.3.2 Propagation of cross-spectral density

In this subsection, let us review the propagation law of the angular spectrum and the four-dimensional Fourier transform of the cross-spectral density. With reference to Fig. 2.2, we assume a planar, quasi-monochromatic light source on a source plane \( \Sigma_s \) at \( z = 0 \) and a wavefield propagating toward the right of the figure in free space. A reference plane \( \Sigma_r \) is located at \( z = z_r \) parallel to \( \Sigma_s \). Let a particular point \( P \) at a reference plane be specified by a three-dimensional position vector \( r = (x, y, z) \). The origin of the coordinate system is set on \( \Sigma_s \).

For the wavefield propagation, the spectral amplitude \( U(r; \nu) \) at a particular point on \( \Sigma_r \) satisfies the Helmholtz equation

\[ (\nabla^2 + k^2)U(r; \nu) = 0 , \]  

where \( k = 2\pi\nu/c \) and \( c \) is the speed of light in free space. Since the \( z \) coordinate can be regarded as a parameter that expresses the location of each plane, we rewrite \( r = (r_\perp, z) \). Thus the wavefield at \( \Sigma_r \) is also rewritten as \( U(r_\perp, z_r; \nu) \). At any location,
the field $U(r_\perp, z_r; \nu)$ may be represented by a Fourier integral:

$$U(r_\perp, z_r; \nu) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{U}(k_\perp, z_r; \nu) \exp(i k_\perp \cdot r_\perp) d^2 k_\perp,$$

and obviously the correspondence is

$$\hat{U}(k_\perp, z_r; \nu) = \frac{1}{2\pi} \int_{-\infty}^{\infty} U(r_\perp, z_r; \nu) \exp(-i k_\perp \cdot r_\perp) d^2 r_\perp,$$

where $k = (k_\perp, k_z) = (k_x, k_y, k_z)$. Substitution of Eq. (2.38) into Eq. (2.37) gives a differential equation in $\hat{U}(k_\perp, z_r; \nu)$:

$$\left( \frac{\partial^2}{\partial z_r^2} + k_z^2 \right) \hat{U}(k_\perp, z_r; \nu) = 0,$$

where

$$k_z = \begin{cases} [k^2 - k_\perp^2]^{1/2} & (k_\perp \leq k) \\ i[k_\perp^2 - k^2]^{1/2} & (k_\perp \geq k) \end{cases}.$$
Although it is seen from Eq. (2.41) that the optical waves with $k_\perp \geq k$ are evanescent, we will take only the propagating wave into account. A propagation law of the field traveling from $\Sigma_s$ to $\Sigma_r$ in the positive direction of $z$ is obtained as a solution of Eq. (2.40)[78, 79]:

$$\tilde{U}(k_\perp, z_r; \nu) = \exp(ik_z z_r)\tilde{U}(k_\perp, 0; \nu).$$  \hspace{1cm} (2.42)

The cross-spectral density across $\Sigma_r$ is represented by a cross correlation of wave-fields at two points $P(r_\perp, z_r)$ and $P'(r'_\perp, z_r)$[1]:

$$W(z_r)(r'_\perp, r_\perp; \nu) = \langle \tilde{U}^*(r'_\perp, z_r; \nu)\tilde{U}(r_\perp, z_r; \nu) \rangle.  \hspace{1cm} (2.43)$$

The $z$ coordinate in parentheses will be attached to $W$ and $\tilde{W}$ to specify the plane considered in the following formulas. The four-dimensional Fourier transform of Eq. (2.43) gives a definition of the cross-spectral density in the $k_\perp$ domain[79]:

$$\tilde{W}(z_r)(k'_\perp, k_\perp; \nu) = \left( \frac{1}{2\pi} \right)^2 \iiint_{-\infty}^{\infty} W(z_r)(r'_\perp, r_\perp; \nu) \exp[-i(k_\perp \cdot r_\perp - k'_\perp \cdot r'_\perp)] d^2r_\perp d^2r'_\perp. \hspace{1cm} (2.44)$$

Substitution of Eq. (2.42) into Eq. (2.45) leads to the propagation law of the cross-spectral density in the Fourier domain from $\Sigma_s$ to $\Sigma_r$[78, 79]:

$$\tilde{W}(z_r)(k'_\perp, k_\perp; \nu) = \exp[i(k_z - k'_z)z_r]W(0)(k'_\perp, k_\perp; \nu). \hspace{1cm} (2.46)$$

This expression for the propagation law of the cross-spectral density is simple and enables us to treat the propagation of the spatial coherence easily. In addition, it should be mentioned that the derivation of Eq. (2.46) does not require any paraxial approximations nor any assumptions on the state of coherence.
2.4 Correlation-induced spectral changes

In 1996, E. Wolf pointed out that the spectrum propagates from the spatially, partially coherent source is not invariant even though the light propagates through free space. In this section, let us briefly review the fundamental concept of the correlation-induced spectral changes.

First, we assume the following conditions:

1. Sources are planar and quasi-homogeneous.
2. Spectral profile is uniform across the source.

The quasi-homogeneous sources are characterized by the following conditions:

1. Source is large enough compared with the effective correlation length,
2. Intensity is almost uniform within the effective correlation length,
3. Spatial coherence function is space invariant.

![Fig. 2.3. Optical system considered.](image)

With reference to Fig. 2.3, we consider a spatially, partially coherent source, two particular points $P_1(r_1)$ and $P_2(r_2)$ on the source plane, and the unit vector $u$. If the source is quasi-homogeneous, the spectral degree of coherence across the source plane
is represented by

\[ \mu(r_1, r_2; \nu) = \mu(r_1 - r_2; \nu). \] (2.47)

In addition, if the spectral profile is uniform over the source area, the cross-spectral density across the source plane is represented by

\[ W(r_1, r_1; \nu) = W(r_2, r_2; \nu) = S_p(\nu), \] (2.48)

and

\[ W(r_1, r_2; \nu) = \epsilon(r_1)\epsilon(r_2)S_p(\nu)\mu(r_1 - r_2; \nu), \] (2.49)

where \( \epsilon(r_1) \) and \( \epsilon(r_2) \) are 1 within the source area and 0 outside the source area.

The radiant intensity \( J_\nu(u) \) is proportional to the Fourier transform of the spectral degree of coherence across the source plane and \( \cos^2 \theta \), namely,

\[ J_\nu(r) = k^2AS_p(\nu)\tilde{\mu}(ku_\perp; \nu)\cos^2 \theta, \] (2.50)

where \( A \) is the area of the source and \( u_\perp = (u_x, u_y) \). By using the equation

\[ \tilde{\mu}(f; \nu) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \mu(r'; \nu) \exp(-if \cdot r') d^2r' \quad (r' = r_2 - r_1), \] (2.51)

the normalized spectra in the far field is represented by

\[ S_o(u; \nu) = \frac{J_\nu(u)}{\int_0^\infty J_\nu(u)d\nu} = \frac{k^2S_p(\nu)\tilde{\mu}(ku_\perp; \nu)}{\int_0^\infty k^2S_p(\nu)\tilde{\mu}(k(u_\perp, \nu)d\nu} \] (2.52)

Equation (2.52) implies that the normalized spectrum depends on \( u \), namely, the spectral profile depends on the location of the observation point. When the Fourier transform of the spectral degree of coherence is represented by a function of the product of the spatial-frequency and \( u_\perp \):

\[ \tilde{\mu}(ku_\perp; \nu) = F(\nu)\tilde{H}(u_\perp), \] (2.53)
then Eq. (2.52) can be rewritten to the form
\[
S_o(u; \nu) = \frac{k^2 S_P(\nu) F(\nu) \tilde{H}(u_\perp)}{\int_0^\infty k^2 S_P(\nu) \tilde{H}(u_\perp) d\nu} = \frac{k^2 S_P(\nu) F(\nu)}{\int_0^\infty k^2 S_P(\nu) F(\nu) d\nu}.
\] (2.54)

In contrast to Eq. (2.52), Eq. (2.54) implies that the spectrum is independent of \( u_\perp \).

Taking the Fourier transform of Eq. (2.53) gives
\[
\mu(r'; \nu) = F(\nu) \int_{-\infty}^{\infty} \tilde{H}(u_\perp) \exp(ik u_\perp \cdot r') d^2(k u_\perp)
= k^2 F(\nu) H(k r').
\] (2.55)

If \( \mu(r'; \nu) \) is 0 only when \( r' = r_1 - r_2 \), \( \mu(0; \nu) = 1 \) for all frequencies, and the following equations hold with the help of Eq. (2.55)
\[
\begin{aligned}
\mu(0; \nu) &= k^2 F(\nu) H(0) = 1 \\
k^2 F(\nu) &= \{H(0)\}^{-1}
\end{aligned}
\] (2.56)

Since both sides of Eq. (2.56) must be a constant, let the constant be \( \alpha \), and
\[
F(\nu) = \frac{\alpha}{k^2}.
\] (2.57)

We obtain the following equation by substituting Eq. (2.57) into Eq. (2.54):
\[
S_o(u; \nu) = S_o(\nu) = \frac{S_P(\nu)}{\int_0^\infty S_P(\nu) d\nu}.
\] (2.58)

Equation (2.58) means that the observed spectral profile is

1. independent of the observation location

and

2. same as that of the source spectrum.

Moreover, substituting Eq. (2.57) into Eq. (2.55), and rewriting \( r' = r_1 - r_2 \) and \( \alpha H = h \) gives
\[
\mu(r_2 - r_1; \nu) = h[k(r_2 - r_1)] = h \left[ \frac{2\pi \nu}{c} (r_2 - r_1) \right].
\] (2.59)
Equation (2.59) is called the scaling law and this means that the propagated spectrum is invariant if the spectral degree of coherence across the source takes the form of Eq. (2.59). In other words, the propagated spectrum changes if the spectral degree of coherence across the source does not obey the scaling law.

2.5 Conclusion

We reviewed the basic concepts of the second-order spatial coherence functions described in the space-time domain and the space-frequency domain. While the spatial coherence function in the space-time domain such as the mutual coherence function describes the spatial correlation of the quasi-monochromatic wavefields, the coherence function in the space-frequency domain such as the cross-spectral density plays an important role in describing the spatial correlation of the wavefields with the wide spectral bandwidth. The introduction of the correlation-induced spectral changes was also reviewed. The condition for the spectral invariance was derived.
Chapter 3

Observations of correlation-induced spectral changes

3.1 Introduction

It is difficult to distinguish the correlation induced spectral changes from the spectral changes due to dispersive diffraction. Young’s interference experiments with double pinholes are frequently referred to explain the correlation-induced spectral changes.[80] However, the dispersive diffraction caused by the definite size of the double pinholes is inevitable when one measures the spectral changes and the spectral coherence function. Most of the papers that reported the experiments to measure the correlation-induced spectral changes neglected the effect of the dispersive diffraction. To investigate more quantitatively the relationship between the spatial coherence across the source and the correlation-induced spectral changes, it is important to know how both the dispersive diffraction and the spatial coherence property across the source effect on the spectral profile that is observed at the far field. In addition, it is also essential to establish reliable techniques to measure the correlation-induced spectral changes released from the dispersive diffraction.
From this background, two types of measurements of the spectral changes are presented in this chapter, namely the measurement of the spectral change that is caused by both the dispersive diffraction and the spatial coherence property, and the measurement of the spectral change that is caused by only the source correlation. The former one is conducted by using the aperture that is regarded as a secondary source. The spatial coherence property across the secondary source depends on the linear dimension and the intensity distribution of the primary source. The coherence area characterizes the spatial coherence across the secondary source plane, and the peak shift of the observed spectrum is evaluated by the ratio of the coherence area to the secondary source area. On the other hand, the latter one is conducted with the wavefront folding interferometer[81] that enables us to measure the spectral changes that depend on only the source correlation. We introduce the spectral modulation factor for discussing the relationship between the change in observed spectra and the source correlation.

### 3.2 Correlation-induced spectral changes and dispersive diffraction

#### 3.2.1 Formulation of problem

Wolf showed[3] (refer to Fig. 3.1) that the spectral density $S_Q(lu; ν)$ observed at $Q$ in the far field is associated with the uniform source spectral density $S(ν)$ as follows:

$$S_Q(lu; ν) \propto S(ν)\tilde{μ}(ku; ν), \quad (3.1)$$

where

$$\tilde{μ}(ku; ν) = \frac{1}{(2π)^2} \iint μ_G(r_1 - r_2; ν) \exp[-ku \cdot (r_1 - r_2)]d^2(r_1 - r_2). \quad (3.2)$$
Here, \( \mathbf{u} \) is the unit vector directed from a source point to an observer separated by a distance \( l \), and \( \tilde{\mu}(k\mathbf{u};\nu) \) represents the two-dimensional Fourier transform of the spectral degree of coherence \( \mu_G(\mathbf{r}_1 - \mathbf{r}_2; \nu) \) with respect to the difference vector \( (\mathbf{r}_1 - \mathbf{r}_2) \). As readily understood from Eqs.(3.1) and (3.2), the spectrum of the light emanating from the source changes on propagation in free space, depending upon the source correlation that is characterized by the spectral degree of coherence.

\[ \overline{GQ} = l \]

Source plane

Fig. 3.1. Coordinate system explaining Eqs.(3.1) and (3.2).

Let us now introduce a spatially, partially coherent secondary source that is produced by a spatially incoherent source in the Fresnel region. This secondary source is conveniently characterized in terms of the coherence area \( A_c \); any paired beams of the light emitted from inside the area can interfere with each other, but from outside the area interference is almost impossible. Let a circular aperture be put in the secondary source plane, and introduce the ratio of \( A_c \) to the area of aperture \( A_a \) for quantitative discussion. We assume two limiting cases, namely the aperture is regarded as a spatially coherent or incoherent source according to whether the area of the aperture is much larger or smaller than \( A_c \). It will be demonstrated in the following how the ratio of \( A_c \) to \( A_a \) determines the spectral changes.

We consider a change in optical spectrum that is observed in the far field from
the secondary source, referring to Fig. 3.2. Here, $\Sigma_a$ denotes a planar primary source plane specified by two-dimensional vector $\mathbf{r}$ over which the primary source is spatially incoherent, and $\Sigma_u$ a plane of the secondary source that is specified by two-dimensional vector $\mathbf{\rho}$ over which the secondary source is spatially, partially coherent. As stated in the van Cittert-Zernike theorem[82], the optical wavefields propagated from the primary incoherent source become spatially, partially coherent in the Fresnel region. Note that $\Sigma_u$ consists of the input and output planes $\Sigma_u^-$ and $\Sigma_u^+$, just before and behind $\Sigma_u$. The optical wavefields propagates from the secondary source to an observation plane $\Sigma_v$ that is located in the far field, which is specified by two-dimensional vector $\mathbf{v}$. The objective of this subsection is to derive the expressions for the normalized spectra, $S_u^-(z; \nu)$ and $S_v(z; \nu)$ at $\Sigma_u^-$ and $\Sigma_v$, and to examine how the two spectra differ from each other. Let $t(\mathbf{\rho}, \nu)$ be the complex amplitude transmittance from $\Sigma_u^-$ to $\Sigma_u^+$, and the expression for the propagation law of the cross-spectral density[83]
Hence Eq. (3.3) readily leads to the optical spectrum at a point from \( \Sigma \) inside or outside the aperture. This equation implies that the spectrum propagating to the far field depends on \( \mu(\rho_1, \rho_2, z_2; \nu) \) with

\[
S(\nu, z_2; \nu) = W(\nu, \nu, z_2; \nu) = S_u(\nu, z_2; \nu) \left\{ \int\int_{\Sigma_u} \mu^-(\rho_1, \rho_2, z_1; \nu) \langle t^*(\rho_1; \nu) t(\rho_2; \nu) \rangle \right. \times K^*(\rho_1, v_1, z'; \nu) K(\rho_2, v_2, z'; \nu) d^2 \rho_1 d^2 \rho_2. \tag{3.6}
\]

In the framework of the paraxial approximation to the impulse response, Eq. (3.6) reduces to

\[
S(\nu, z_2; \nu) = \left( \frac{\nu}{cz} \right)^2 S_u(\nu, z_2; \nu) \left\{ \int\int_{\Sigma_u} \left| \mu^-(\rho_1, \rho_2, z_1; \nu) \langle t^*(\rho_1; \nu) t(\rho_2; \nu) \rangle \right| d^2 \rho_1 d^2 \rho_2. \right. \tag{3.7}
\]

It should be noted that \( t(\rho; \nu) = 1 \) or 0 according to whether the point \( \rho \) is located inside or outside the aperture. This equation implies that the spectrum propagating from \( \Sigma_u^- \) to the far field depends on \( \mu(\rho_1, \rho_2, z_2; \nu) \).
We intend to characterize the secondary source at $\Sigma_u^-$ in terms of the coherence area produced by the primary source. The coherence area is defined as,

$$A_c = \iint_{\Sigma_u^-} |\mu^-(\rho', z_1; \nu)|^2 d^2\rho' , \quad (\rho' = \rho_1 - \rho_2) .$$ (3.8)

The ratio of $A_c$ to the aperture is readily given by

$$A_c/\pi\rho^2 = \frac{\iint_{\Sigma_u^-} |\mu^-(\rho_1, \rho_2, z_1; \nu)|^2 d^2\rho'}{\pi\rho^2} .$$ (3.9)

As can be seen from Eqs. (3.7) and (3.9), which are commonly associated with each other through $|\mu^-|$, $S(v, z_2; \nu)$ and $A_c/\pi\rho^2$ are uniquely determined if $\mu^-$ is given in advance. As a result, spectrum $S(v, z_2; \nu)$ to be observed at a point $P(v)$ in $\Sigma_v$ changes as a function of $A_c/\pi\rho^2$. Remember that the aperture located in $\Sigma_u$ is almost spatially coherent or incoherent according to whether it is much smaller or larger than $A_c$. With reference to the van Cittert-Zernike theorem, the spectral degree of coherence in $\Sigma_u$ is given by normalizing the two-dimensional Fourier transform of the intensity distribution of the primary source,

$$\mu^-(\rho_1, \rho_2, z_1; \nu) = \frac{\exp(-i\psi) \iint_{\Sigma_a} I(r) \exp \left[ \frac{2\pi i \nu}{cz'} (\rho_1 - \rho_2) \cdot r \right] d^2r}{\iint_{\Sigma_a} I(r) d^2r} ,$$ (3.10)

where

$$\psi = \frac{\pi \nu}{cz_1} (|\rho_1|^2 - |\rho_2|^2) .$$ (3.11)

On substitution from Eq. (3.10) into Eq. (3.9), we can obtain the ratio,

$$A_c/\pi\rho^2 = \pi \left( \frac{cz'}{\pi\nu\rho} \right)^2 \frac{\iint_{\Sigma_a} [I(r)]^2 d^2r}{\left[ \iint_{\Sigma_a} I(r) d^2r \right]^2} .$$ (3.12)
3.2.2 Coherence area

We consider the coherence area $A_c$ associated with the intensity distribution of a primary circular source that is spatially incoherent. Let it have the center symmetric intensity and the spatially uniform spectrum $S(\nu)$. This expression takes the form,

$$I(r, \alpha, \nu) = \left(1 - \frac{r}{R}\right)^\alpha S(\nu),$$

(3.13)

where $r$ denotes the radial coordinate from the center of the circular source with radius $R$, and $\alpha$ is a variable parameter. For the limiting case $\alpha = 0$, the primary source is flat in intensity, while the source reduces to a point source for $\alpha \to \infty$. On substitution of Eq. (3.13) into Eq. (3.12), we have

$$A_c/\pi \rho^2 = \frac{c^2}{4\nu^2 \rho^2} \frac{(\alpha + 2)^2(\alpha + 1)}{\Delta \Omega(2\alpha + 1)},$$

(3.14)

where

$$\Delta \Omega = \pi \left(\frac{R}{\lambda}\right)^2$$

(3.15)

is the solid angle seen from $\Sigma_u$ to $\Sigma_a$. It should be noted that $A_c/\pi \rho^2$ significantly varies depending upon the two parameters $\alpha$ and $\Delta \Omega$. For convenience sake in the experiment, however, let us confine ourselves to the case where the secondary source is formed in the far field from the primary source, which can be simply achieved by inserting a Fourier transforming lens with focal length $f$ between $\Sigma_a$ and $\Sigma_u$.

The solid angle is thereby rewritten as,

$$\Delta \Omega = \pi \left(\frac{R}{f}\right)^2.$$ 

(3.16)

It is readily understood that variations of spatial coherence over the aperture is realized by controlling $A_c/\pi \rho^2$. Since $A_c$ varies as a function of $\alpha$ and $\Delta \Omega$, the following two cases are considered: one is that where the primary source is flat ($\alpha = 0$) in
intensity distribution but the solid angle $\Delta \Omega$ is made variable, and the other is where the intensity distribution is made variable for constant $\Delta \Omega$. The numerical calculation for $A_c/\pi \rho^2$ was made as shown in Fig. 3.3. The larger $\alpha$ is and the smaller $\Delta \Omega$ is, the more $A_c/\pi \rho^2$ approaches the spatially coherent state. In contrast, the smaller $\alpha$ is and the larger $\Delta \Omega$ is, the more $A_c/\pi \rho^2$ approaches the spatially incoherent state. Evidently $A_c/\pi \rho^2$ can be uniquely determined if the values of $\Delta \Omega$ and $\alpha$ are given. The value of $A_c/\pi \rho^2$ is indicated, for example, at the transection of the two curves plotted using the typical values of $\Delta \Omega = 0.001$ Sr and $\alpha = 50$. Since the secondary source truncated by the circular aperture is almost coherent for $A_c/\pi \rho^2 \gg 1$, the cause of the peak shift of the observed spectrum would be dispersive diffraction alone by the aperture itself. In contrast, for the case $A_c/\pi \rho^2 \ll 1$, no peak shift would take place because the secondary source is almost spatially incoherent. In general, however, the secondary source is spatially, partially coherent for $A_c/\pi \rho^2 \sim 1$, and

Fig. 3.3. Theoretically calculated coherence area divided by circular area as a function of two parameters, $\Delta \Omega$ and $\alpha$. 

![Diagram of $A_c/\pi \rho^2$ vs $\Delta \Omega \times 10^{-3}$ [Sr] and $\alpha$]
thus the cause of the peak shift would be due to both factors, source correlation and
dispersive diffraction. We confine ourselves to the peak shift of the Gaussian-like
spectrum which will be observed at a particular point in $\Sigma_a$.

3.2.3 Experiments and numerical calculation

The experiment was conducted by scanning optical frequency by a spectrum analyzer
with spectral resolution of 0.1 nm. The aperture put on $\Sigma_u$ was 200 $\mu$m in diameter.
The optical setup is shown in Fig. 3.4. The primary source was the superluminescent
diode (SLD), and its spectral profile measured at a point in $\Sigma_u$ is shown in Fig. 3.5.
The peak frequency and the full width at half maximum are $\nu_c = 3.56 \times 10^{14}$ Hz
and $\Delta \nu = 8.74 \times 10^{12}$ Hz, respectively. The spectrum $S^{-}(u, z_1; \nu)$ at $\Sigma_u$ had a
Gaussian-like spectral profile similar to the primary source and was confirmed to be
the same everywhere in $\Sigma_u$. The tip of SLD used worked as a point source emitting
a spherical wave. This was confirmed by scanning an Airy pattern in the far field at
the central frequency of the spectrum; this means that the secondary source plane $\Sigma_u$
was illuminated spatially coherently.

It is essential for the present experiment that the coherence area $A_c$ can be con-
trolled in $\Sigma_u$. This requirement is fulfilled equivalently by moving the tip of SLD
stepwise over $\Sigma_u$ by means of computer-aided processing. The sum of all the luminous
obtained by stepwise moving points gives rise equivalently to an extended spatially
incoherent source. In other words, superposition of all the spectra that is produced
by every stepwise moving point source over $\Sigma_u$, results in the spectrum $S(v, z_2; \nu)$.

A series of optical spectra were measured at four locations $v = 0, \nu = 0.5, 1.0,$
and 2.0 mm from the origin $v = 0$ by use of a 150 $\mu$m diameter fiber-probe linked
to a spectrum analyzer. Peak shifts in the spectrum are shown in Fig. 3.6. Figure
(a) denotes the case where the solid angle $\Delta \Omega$ is made variable for the flat intensity ($\alpha = 0$) of the primary source, and (b) the case where the intensity distribution is made variable ($\alpha \neq 0$) for a constant of $\Delta \Omega$. The peak shifts were determined by the Gaussian fitting of the measured spectral profiles.

The measured and numerically computational results are represented by three
Fig. 3.6. Experimental and theoretical results of the spectral peak shift as a function of $A_c/\pi \rho^2$.

kinds of plotted and smooth curves, respectively. Fairly good agreement can be seen between the two results. The four locations denoted by $\nu$’s are indicated in the figure. As can be seen, the peak shift in the spectrum does not occur at the incoherent limit ($A_c/\pi \rho^2 \to 0$), whereas the redshift or blueshift takes place as $A_c/\pi \rho^2$ increases in value depending upon the observed locations in $\Sigma_\nu$, and is expected to reach the maximum at the coherent limit ($A_c/\pi \rho^2 \to \infty$). Each peak shift in (a) almost resembles each in (b), but the red shift in (a) at $A_c/\pi \rho^2 \sim 0.5$ for $\nu = 2.0$ mm is apparently larger than that in (b). In this experiment, the spatial coherence over the secondary source plane was characterized simply by the coherence area. However, more complex structure of the coherence function effects on the spectral changes, and the difference between Figs. 3.6 (a) and (b) comes from this fact.
3.3 Observations of spectral changes with wavefront folding interferometer

3.3.1 Spectral coherence formed by uncorrelated two point sources

In this section, we study the spectral changes caused by only the source correlation from both the theoretical and experimental points of view. With reference to Fig. 3.7 (a), let us examine the spectral degree of coherence formulated across the secondary source plane in the Fresnel diffraction region from an opaque primary source plane with two point sources. As will be described below, a change in spectrum is observed by use of a wavefront folding image-forming system arranged just after the secondary source plane. The primary and secondary source planes are specified, respectively, by one dimensional axes $\zeta$ and $\xi$. The two point sources, which do not have the same spectrum and whose wavefields are spatially, mutually uncorrelated, are located at $\zeta_1$ and $\zeta_2$ on the $\zeta$ axis. The optical wavefields of the primary source is represented by an analytic signal $V(\zeta; t)$ varying with time $t$. Since the analytic signal $V(\zeta; t)$ is composed of all the realizable frequency components $U(\zeta; \nu)$, $V(\zeta; t)$ and $U(\zeta; \nu)$ are related to each other by the Fourier transform pair:

$$V(\zeta; t) = \frac{1}{2\pi} \int_0^\infty U(\zeta; \nu) \exp(-2\pi i \nu t) d\nu,$$ (3.17)

and

$$U(\zeta; \nu) = \int_{-\infty}^\infty V(\zeta; t) \exp(2\pi i \nu t) dt.$$ (3.18)

Similarly, the analytic signal and its Fourier spectrum in the secondary source plane can be expressed in the paired form

$$V(\xi; t) = \frac{1}{2\pi} \int_0^\infty U(\xi; \nu) \exp(-2\pi i \nu t) d\nu,$$ (3.19)
Fig. 3.7. (a) Optical system for illustration. (b) Two Gaussian-like spectra $S(\zeta_1; \nu)$ and $S(\zeta_2; \nu)$.

$$U(\zeta; \nu) = \int_{-\infty}^{\infty} V(\zeta; t) \exp(2\pi i\nu t) dt .$$

(3.20)

In the present situation, when we consider that the primary two point sources are located at $\zeta_1$ and $\zeta_2$ on the $\zeta$ axis, the analytic signal in the $\zeta$ axis can be expressed in the form,

$$V(\zeta; t) = V'(\zeta; t)[\delta(\zeta - \zeta_1) + \delta(\zeta - \zeta_2)] ,$$

(3.21)

where $V'(\zeta; t)$ is the analytic signal existing on the left plane of the opaque screen in the primary source plane, and $\delta(\zeta - \zeta_1)$ and $\delta(\zeta - \zeta_2)$ are the Dirac delta functions that represent the two points at $\zeta_1$ and $\zeta_2$. On substitution from Eq. (3.21) into Eq. (3.18), we readily obtain

$$U(\zeta; \nu) = U'(\zeta; \nu)\delta(\zeta - \zeta_1) + U'(\zeta; \nu)\delta(\zeta - \zeta_2) ,$$

(3.22)

with

$$U'(\zeta; \nu) = \int_{-\infty}^{\infty} V'(\zeta; t) \exp(2\pi i\nu t) dt .$$

(3.23)
Taking into account all the contributions of the wavefields of the primary source, we now consider the propagation of the wavefields from the primary source to the secondary source plane. As long as the linear relationship is between the primary source plane and the secondary source plane in the framework of the paraxial approximation, \( V(\xi; t) \) is simply associated with \( V(\zeta; t) \) by the convolution integral with respect to time \( t \):

\[
V(\xi; t) = \int_{-\infty}^{\infty} h(\zeta, \xi; t - t') V(\zeta; t') d\zeta dt', \tag{3.24}
\]

where \( h(\zeta, \xi; t) \) is the impulse in the time domain from a point \( P(\zeta) \) on the primary source to a point \( Q(\xi) \) on the secondary source plane. The corresponding transmission function in the frequency domain is represented\[84] by

\[
H(\zeta, \xi; \nu) = \frac{i \nu \exp(-2\pi i \nu r/c)}{cr}, \tag{3.25}
\]

since \( r = [z^2 + (\zeta - \xi)^2]^{1/2} \simeq z - \zeta \xi/z \) is the far-field distance from \( P(\zeta) \) to \( Q(\xi) \), with \( z \) being the distance between the primary and the secondary source planes. Also, it is evident from the definition

\[
H(\zeta, \xi; \nu) = \int_{-\infty}^{\infty} h(\zeta, \xi; t) \exp(-i\nu t) dt. \tag{3.26}
\]

Substitution of Eq. (3.24) into Eq. (3.20) leads us to take a Fourier transform of the convolution integral, which reduces Eq. (3.20) with the help of Eqs. (3.25) and (3.26) to

\[
U(\xi; \nu) = \int_{-\infty}^{\infty} H(\zeta, \xi; \nu) U(\zeta; \nu) d\zeta
= \frac{i \nu}{cz} \int_{-\infty}^{\infty} U(\zeta; \nu) \exp \left[ -\frac{2\pi i \nu}{c} \left( z - \frac{\zeta \xi}{z} \right) \right] d\zeta, \tag{3.27}
\]

under the paraxial approximation \( r \simeq z \). We are now in a position to formulate the cross-spectral density across the \( \xi \) axis defined by

\[
W(\xi_1, \xi_2; \nu) = \langle U^*(\xi_1; \nu) U(\xi_2; \nu) \rangle. \tag{3.28}
\]
On substituting of Eq. (3.27) into Eq. (3.28), the cross-spectral density is given by
\[ W(\xi_1, \xi_2; \nu) = \left( \frac{\nu}{cz} \right)^2 \exp \left[ \frac{2\pi i \nu \zeta}{cz} (\xi_1 - \xi_2) \right] \int_{-\infty}^{\infty} \langle U^*(\zeta; \nu) U(\zeta'; \nu) \rangle d\zeta d\zeta'. \] (3.29)

Remember that not only are the optical wavefields from the two point sources uncorrelated with each other, but the two optical wavefields with different frequency components are also uncorrelated with each other, as illuminated, respectively, by
\[
\langle U^*(\zeta_2; \nu) U'(\zeta_1; \nu) \rangle = \langle U^*(\zeta_1; \nu) U'(\zeta_2; \nu) \rangle = 0 \quad (\zeta_1 \neq \zeta_2) \\
\langle U^*(\zeta_1; \nu') U'(\zeta_1; \nu) \rangle = \langle U^*(\zeta_2; \nu') U'(\zeta_2; \nu) \rangle = 0 \quad (\nu \neq \nu')
\] (3.30)

With reference to relations (3.22) and (3.30), the integral part of Eq. (3.29) is rearranged into
\[
\int_{-\infty}^{\infty} \langle U^*(\zeta'; \nu) U(\zeta; \nu) \rangle d\zeta d\zeta' = \int_{-\infty}^{\infty} d\zeta_1 \int_{0}^{\infty} \langle U^*(\zeta'_1; \nu') U'(\zeta_1; \nu) \rangle \delta(\nu - \nu') \delta(\zeta_1 - \zeta'_1) d\nu' \\
+ \int_{-\infty}^{\infty} d\zeta_2 \int_{0}^{\infty} \langle U^*(\zeta'_2; \nu') U'(\zeta_2; \nu) \rangle \delta(\nu - \nu') \delta(\zeta_2 - \zeta'_2) d\nu' = S(\zeta_1; \nu) + S(\zeta_2; \nu),
\] (3.31)

where
\[
S(\zeta_1; \nu) = \langle |U'(\zeta_1; \nu)|^2 \rangle \\
S(\zeta_2; \nu) = \langle |U'(\zeta_2; \nu)|^2 \rangle
\] (3.32)

stand for the respective spectra of the two primary sources.

Hence, we obtain
\[
W(\xi_1, \xi_2; \nu) = \left( \frac{\nu}{cz} \right)^2 \left[ S(\zeta_1; \nu) \exp \left( \frac{2\pi i \nu \zeta_1}{cz} \Delta \xi \right) + S(\zeta_2; \nu) \exp \left( \frac{2\pi i \nu \zeta_2}{cz} \Delta \xi \right) \right],
\] (3.33)

where \( \Delta \xi = \xi_1 - \xi_2 \). This cross-spectral density gives the spectral degree of coherence defined by
\[
\mu(\xi_1, \xi_2; \nu) = \mu(\Delta \xi; \nu)
\]
\[
W(\xi_1, \xi_2; \nu) = \frac{W(\xi_1, \xi_1; \nu)W(\xi_2, \xi_2; \nu)}{[W(\xi_1, \xi_1; \nu)W(\xi_2, \xi_2; \nu)]^{1/2}} = \frac{S_1(\nu)}{S_1(\nu) + S_2(\nu)} \exp\left(\frac{i\nu}{cz} \xi_1 \Delta \xi\right) + \frac{S_2(\nu)}{S_1(\nu) + S_2(\nu)} \exp\left(\frac{i\nu}{cz} \xi_2 \Delta \xi\right), \quad (3.34)
\]

where the two spectra are expressed as \(S_1(\nu) = S(\zeta_1; \nu)\) and \(S_2(\nu) = S(\zeta_2; \nu)\) for brevity.

We proceed to the next stage to investigate how \(\mu(\Delta \xi; \nu)\) depends on the two uncorrelated spectra as well as on the two point source locations. For this purpose, it is convenient to write for \(\mu\) by the polar coordinate system,

\[
\mu(\Delta \xi; \nu) = |\mu| \exp(i \arg \mu), \quad (3.35)
\]

where

\[
|\mu(\Delta \xi; \nu)| = \frac{1}{S_1(\nu) + S_2(\nu)} \times \left\{ S_1(\nu)^2 + S_2(\nu)^2 + 2S_1(\nu)S_2(\nu) \cos\left[\frac{2\pi\nu \Delta \xi}{cz} (\zeta_1 - \zeta_2)\right]\right\}^{1/2}, \quad (3.36)
\]

\[
\arg \mu(\Delta \xi; \nu) = \tan^{-1}\left[ \frac{S_1(\nu) \sin\left(\frac{2\pi\nu \Delta \xi \zeta_1}{cz}\right) + S_2(\nu) \sin\left(\frac{2\pi\nu \Delta \xi \zeta_2}{cz}\right)}{S_1(\nu) \cos\left(\frac{2\pi\nu \Delta \xi \zeta_1}{cz}\right) + S_2(\nu) \cos\left(\frac{2\pi\nu \Delta \xi \zeta_2}{cz}\right)} \right]. \quad (3.37)
\]

It is recognized that \(|\mu(\Delta \xi; \nu)|\) is space invariant with respect to the two point source locations, but \(\arg \mu(\Delta \xi; \nu)\) is not, as is evident from Eqs. (3.36) and (3.37). The space variant nature of \(\arg \mu(\Delta \xi; \nu)\) with respect to \(\zeta\) arises from the asymmetric arrangement of the two point sources across the \(\zeta\) axis.

To explore \(\mu\) more quantitatively, the following parameters are introduced under the assumption that the spectrum is Gaussian at each point source:

\[
\zeta_o \equiv \frac{\zeta_1 + \zeta_2}{2}, \quad (3.38)
\]
\[
\Delta \zeta \equiv \zeta_1 - \zeta_2 ,
\]
\[
\Delta \nu \equiv \nu_1 - \nu_2 ,
\]
\[
R(\nu_1, \nu_2) = \frac{S_1(\nu_1)}{S_2(\nu_2)} ,
\]

where \( \nu_1 \) and \( \nu_2 \) are, respectively, the central frequencies giving the peaks of the respective Gaussian spectra (see Fig. 3.7 (b)). It should be kept in mind that \( \zeta_o \) and \( \Delta \zeta \) represent, respectively, the central location and the separation of the two point sources. Note that the two point source arrangement asymmetric to the optical axis is simply implemented by making \( \zeta_o \neq 0 \). The results of \( |\mu(\Delta \xi; \nu)| \) and \( \arg \mu(\Delta \xi; \nu) \), computed with Eqs. (3.36) and (3.37) are shown in Fig. 3.8: Figs. 3.8(a)-3.8(g) and 3.8(b)-3.8(h) represent \(|\mu|\) and \( \arg \mu \). Each horizontal pair of the figures, for example 3.8(a) and 3.8(b), is depicted with the same parameters. The central frequencies \( \nu_1 \) and \( \nu_2 \) for Figs. 3.8(a)-(d) are 355.5 and 352.5 THz, but \( S_1(\nu) \) and \( S_2(\nu) \) have a common spectral width given by the full width 8.6 THz at half-maximum. Figures 3.8(a) and 3.8(b) are plotted for three different \( \zeta_o \) under the condition that \( \Delta \zeta = 0.04 \) mm, \( \Delta \nu = 3.0 \) THz and \( R(\nu_1, \nu_2) = 0.5 \). Since the distance between the two point sources \( \Delta \zeta \) is fixed, no change in \( |\mu| \) results, as mentioned above, whereas \( \arg \mu \) shifts upward, as a whole, along the vertical axis as \( \zeta_o \) takes larger values, thus keeping the two point sources at a constant separation distance. Figures 3.8(c) and 3.8(d) are plotted for the situation in which the two point source separation \( \Delta \zeta \) takes three values for the fixed parameters \( \zeta_o = 0 \) mm, \( \Delta \nu = 3.0 \) THz, and \( R(\nu_1, \nu_2) = 0.5 \). An appreciable change in \( |\mu| \) appears, and the three curves of \( \arg \mu \) cross at \( \nu_o = 352 \) THz, which gives us \( S_1(\nu_o) = S_2(\nu_o) \). As can be seen from Figs. 3.8(c) and 3.8(d), \( \nu_o = 352 \) THz also always gives the minimum of \( |\mu| \). Apart from Fig. 3.8(c), it can be recognized that the minimum of \( |\mu| \) at 352 THz varies periodically between 0 and
Fig. 3.8. Numerically computed results of $|\mu(\Delta \xi; \nu)|$ and $\arg \mu(\Delta \xi; \nu)$. The numerical values for the parameters $\zeta_0$, $\Delta \zeta$, $\Delta \nu$ and $R(\nu_1, \nu_2)$ are denoted in each figure. A set of three parameters fixed for computing is given in each of the left-hand figures.
1 as $\Delta \zeta$ increases in separation. In Figs. 3.8(e)-(h), the location of the two point sources is fixed symmetrically by setting $\zeta_o = 0$ mm and $\Delta \zeta = 0.04$ mm, but their spectral peaks are situated at different frequencies, characterized by the two factors $\Delta \nu = \nu_1 - \nu_2$ and $R(\nu_1, \nu_2) = S_1(\nu_1)/S_2(\nu_2)$. Figures 3.8(e) and 3.8(f) show the case in which $\Delta \nu$ takes three different values at the fixed parameters $\zeta_o = 0$ mm, $\Delta \zeta = 0.04$ mm and $R(\nu_1, \nu_2) = 0.5$. The minimum of $|\mu|$ still remains unchanged for the three different values of $\Delta \nu$, but a particular frequency $\nu_o$ that results in the minimum of $|\mu|$ decreases as $\Delta \nu$ becomes larger. Note that each of the frequencies $\nu_o = 352, 349$ and 346 THz in Fig. 3.8(e), which gives the minima of $|\mu|$ satisfies $S_1(\nu_o) = S_2(\nu_o)$. Also, each $\nu_o$ has a different value in Fig. 3.8(e), corresponding to the three values of $\Delta \nu$. Alternatively, all the curves of $\arg \mu$ approach the definite value $-0.9$ around the midfrequency $(\nu_1 + \nu_2)/2 = 354$ THz. For three different ratios $R(\nu_1, \nu_2) = 0.5$, 0.75 and 1.0, $|\mu|$ and $\arg \mu$ are shown in Figs. 3.8(g) and 3.8(h). As in Fig. 3.8(e), the minimum of $|\mu|$ in 3.8(g) remains unchanged for three values of $R(\nu_1, \nu_2)$ but increases as $R(\nu_1, \nu_2)$ takes larger values; however, $|\mu|$ itself is apparently different from what is was in Fig. 3.8(e). The three curves of $\arg \mu$ in Fig. 3.8(h) changes from 1.3 to $-1.3$ symmetrically to the line of $\arg \mu = 0$ as $\nu$ increases in the frequency range used.

The numerical results shown in Fig. 3.8 tell us that $\mu$ across the secondary source plane depends strongly not only on the location but also on the spectral difference of the two point primary sources. Accordingly, it may be that any state of $\mu$ across the secondary source plane is created in the framework of adjusting the location of the primary two point sources with variant spectra. Such $\mu$ thereby enables us to investigate experimentally and theoretically the correlation-induced spectral changes that are due to two-beam interference in the space-frequency domain.
3.3.2 Measurements of spectral coherence

First, the method to measure the spectral degree of coherence \( \mu(\Delta \xi; \nu) \) is presented. The experimental setup for the measurement is shown in Fig. 3.9. The straight line \( \overline{OO' A} \) denotes the optical axis. The tip of the SLD used as a primary source was so small that it could be regarded as a point source. Two SLDs are located as uncorrelated sources at \( \zeta_1 \) and \( \zeta_2 \), which were generally asymmetric to the optical axis. The wavefields from \( \xi_1 \) and \( \xi_2 \), \( (\xi_2 = -\xi_1) \), propagated through a Kösters prism, are folded to form a superposed image at \( P(x) \) in the image plane by use of an image-forming lens with a magnification factor of 1. A thin uniform phase plate inserted in the front of half the base of the Kösters prism supplies the carrier frequency to the interference term of the observed spectrum. This carrier frequency, yielding a channeled spectrum, greatly helps us to obtain \( \arg \mu(\Delta \xi; \nu) \). The channeled spectrum is received by an optical fiber probe linked to a spectrum analyzer. The two point separation \( \Delta \xi = \xi_1 - \xi_2 \) across the secondary source is simply varied by setting the fiber probe at a required location along the \( x \) axis. The emitted spectra of the two SLDs are shown in Fig. 3.10: \( S_1(\nu) \) and \( S_2(\nu) \) differ from each other but have almost the same Gaussian spectrum, and their peak frequencies are \( \nu_1 = 355.5 \) THz for \( S_1(\nu) \) and \( \nu_2 = 352.5 \) THz for \( S_2(\nu) \). That is, \( \Delta \nu = 3.0 \) THz.

The spectrum taken at \( P(x) \) can be written in the form[81]

\[
S(x; \nu) = S^+(x; \nu) + S^-(x; \nu) + 2|\mu(\Delta \xi; \nu)||\mu_T(\Delta \xi; \nu)|\left[|S^+(x; \nu)S^-(x; \nu)|^{1/2}\right. \\
\times \cos[\nu \tau + \arg \mu(\Delta \xi; \nu) + \arg \mu_T(\Delta \xi; \nu)], \tag{3.42}
\]

where \( S^+(x; \nu) \) and \( S^-(x; \nu) \) are the spectra obtained from the location \( \xi_1 \) and \( \xi_2 \); \( \mu_T(\Delta \xi; \nu) \) represents a normalized cross-spectral transmittance caused by all effects in the interferometer; and \( \tau \) is a time delay introduced by the thin phase plate between
Fig. 3.9. Schematic of the measurement system of $\mu$.

the two interfering beams. Once $|\mu_T(\Delta \xi; \nu)|$ and $\arg \mu_T(\Delta \xi; \nu)$ are determined from an a priori calibration made by setting only one SLD at the origin $\zeta = 0$, $\mu$ can be obtained from the following equations:

$$|\mu(\Delta \xi; \nu)| = \text{env}[V(x; \nu)],$$  \hspace{1cm} (3.43)

$$\arg \mu(\Delta \xi; \nu) = \cos^{-1}\left[\frac{V(x; \nu)}{|\mu|}\right] - \cos^{-1}\left[\frac{V_T(x; \nu)}{|\mu_T|}\right],$$  \hspace{1cm} (3.44)

where env means the envelope of the function and

$$V(x; \nu) = \frac{S(x; \nu) - [S^+(x; \nu) + S^-(x; \nu)]}{2|\mu_T(\Delta \xi; \nu)|[S^+(x; \nu)S^-(x; \nu)]^{1/2}},$$  \hspace{1cm} (3.45)

$$V_T(x; \nu) = \frac{S(x; \nu) - [S^+(x; \nu) + S^-(x; \nu)]}{2[S^+(x; \nu)S^-(x; \nu)]^{1/2}}.$$  \hspace{1cm} (3.46)

The spectra $S(x; \nu)$, $S^+(x; \nu)$ and $S^-(x; \nu)$ taken at $P(x)$ are shown together in Fig. 3.11.
Fig. 3.10. Two SLDs spectra show $S_1(\nu)$ and $S_2(\nu)$ used in the primary source. Their profiles are almost Gaussian.

Fig. 3.11. Three spectra $S(x;\nu)$, $S^+(x;\nu)$ and $S^-(x;\nu)$ measured at $P(x)$.

With reference to Eq. (3.45), three measured spectra $S(x;\nu)$, $S^+(x;\nu)$ and $S^-(x;\nu)$ allow us to obtain $V(x;\nu)$ after the calibration. For example, $V(x;\nu)$ at $x = \Delta \xi = 0.4$ mm is shown in Fig. 3.12. With the help of Eqs. (3.43) and (3.44), the curves of $|\mu(\Delta \xi;\nu)|$ and $\arg \mu(\Delta \xi;\nu)$ computed with three values of $\zeta_o$ are shown, respectively, in Figs. 3.13(a) and 3.13(b). The values of the parameters used, except for $\Delta \xi$, were $\zeta_o = 0$ mm, $\Delta \nu = 3.0$ THz and $R(\nu_1,\nu_2) = 0.5$. As mentioned in Figs. 3.8(c)
and 3.8(d), the minima of three $|\mu|$'s are almost the same at $\nu_o = 352$ THz, and three $\arg \mu$'s cross also at 352 THz. It should be kept in mind that this 352 THz is in agreement with the frequency $\nu_o$ at which the profile of $S_1(\nu)$ crosses that of $S_2(\nu)$, as shown in Fig. 3.10. In general, $\nu_o$ does not coincide with the mid-frequency $(\nu_1 + \nu_2)/2$ because the peak values of $S_1(\nu_1)$ and $S_2(\nu_2)$ are different from each other, but $\nu_o$ becomes equal to $(\nu_1 + \nu_2)/2$ only when $S_1(\nu_1) = S_2(\nu_2)$.

Let the spectrum in the secondary source plane be expressed as $S_S(\nu)$, that is, spatially uniform across the $\xi$ axis because the illumination by the two SLDs are spatially uniform. As a result, putting $\Delta \xi = 0$ in Eq. (3.33) readily leads us to

$$W(\Delta \xi = 0; \nu) = S_S(\nu) = \left( \frac{\nu}{c z} \right)^2 [S_1(\nu) + S_2(\nu)].$$

(3.47)

With reference to Eq. (3.36), we restrict ourselves to a situation in which $|\mu(\Delta \xi; \nu')|$ changes periodically as a function of $\Delta \xi$ at a particular frequency $\nu'$, depending on the respective spectral densities of the two point sources at the frequency $\nu'$. In Figs. 3.14(a) and 3.14(b) $|\mu(\Delta \xi; \nu')|$ and $\arg \mu(\Delta \xi; \nu')$ are shown with $\Delta \xi = 0.04$ mm at two frequencies $\nu' = 352$ and 356 THz. Remember that the profile of $S_1(\nu)$ crosses

Fig. 3.12. $V(x;\nu)$ obtained from three measured $S(x;\nu)$, $S^+(x;\nu)$ and $S^-(x;\nu)$. 
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Fig. 3.13. (a) Measured and computed $|\mu(\Delta \xi; \nu)|$ for three values of $\Delta \zeta$. (b) Measured and computed $\arg \mu(\Delta \xi; \nu)$ for the same values of $\Delta \zeta$'s as in (a).

Fig. 3.14. Dependence of $\mu$ on $\Delta \xi$. $|\mu|$ and $\arg \mu$ are plotted in (a) and (b), respectively, for $\nu = 352$ and $356$ THz with fixed parameters $\zeta_0 = 0$ mm, $\Delta \zeta = 0.04$ mm, $\Delta \nu = 3.0$ THz and $R(\nu_1, \nu_2) = 0.5$.

That of $S_2(\nu)$ at $352$ THz in Fig. 3.10. If $\Delta \xi$ is extended beyond $\Delta \xi = 1$ mm in Fig.3.10(a), the curves of $|\mu|$ will change periodically as pointed out above. It should be noted that the minimum values of two $|\mu|$'s are 0 and 0.4 for $\nu' = 352$ and 356 THz, respectively, and the minimum value of $|\mu|$ can be determined uniquely by the ratio $S_1(\nu')/S_2(\nu')$ as understood from Eq. (3.36).
As pointed out theoretically in Subsection 3.3.1, it has been proven experimentally that a wide variety of $\mu$ can be created across the secondary source plane as a function of frequency by adjusting the location and separation of the primary two point sources with variant Gaussian-like spectra.

3.3.3 Observations of correlation-induced spectral changes

We showed in Subsection 3.3.2 that $\mu$ can be successfully measured by introducing the carrier frequency into the interference term. The measured $\mu$ enables us to explore the correlation-induced spectral changes that are due to two-beam interference in the space-frequency domain by removing the phase plate from the interferometer. After making an *a priori* calibration to determine $|\mu_T|$ and $\text{arg} \, \mu_T$, we can write the spectrum measured at $P(x)$ on the imaging axis, referring to Eq. (3.42), in the form,

\[
S(x; \nu) = S^+(x; \nu) + S^-(x; \nu) + 2|\mu(\Delta \xi; \nu)|[S^+(x; \nu)S^-(x; \nu)]^{1/2} \cos[\text{arg} \, \mu(\Delta \xi; \nu)].
\]  

(3.48)

As mentioned above, the spatial uniformity of the spectrum must be guaranteed across the secondary source plane, and the wavefront folding imaging system is, in addition, assumed to be so lossless that the uniform spectrum across the secondary source plane, given by $S_S(\nu) = S^+(x; \nu) + S^-(x; \nu)$, is independent of $x$. Note that $S_S(\nu)$ is experimentally obtainable because $S^+(x; \nu)$ and $S^-(x; \nu)$ can be separately measured by closing in turn each of the two beams arriving at $P(x)$.

The experiments to observe the spectral changes were done with reference to the parameters used to represent Figs. 3.8(a)-(h). The measured results are given in Fig. 3.15. Figure 3.15(a) shows $S_S(\nu)$ and $S(x; \nu)$; the spectral profiles of $S(x; \nu)$ are traced in such a way that $\mu(\Delta \xi; \nu)$ depends only on the parameter $\zeta_0$, correspond-
Fig. 3.15. Observed spectra $S_S(\nu)$ and $S(x;\nu)$. The solid curves represents $S_S(\nu)$, and the three kinds of dotted curves represent $S(x;\nu)$. The fixed parameters for the measurements are (a) $\Delta\zeta = 0.04$ mm, $\Delta\nu = 3.0$ THz and $R(\nu_1,\nu_2) = 0.5$ (b) $\zeta_0 = 0$ mm, $\Delta\nu = 3.0$ THz and $R(\nu_1,\nu_2) = 0.5$ (c) $\zeta_0 = 0$ mm, $\Delta\zeta = 0.04$ mm and $R(\nu_1,\nu_2) = 0.5$ (d) $\zeta_0 = 0$ mm, $\Delta\zeta = 0.04$ mm and $\Delta\nu = 3.0$ THz.

According to Figs. 3.8(a) and 3.8(b). Remember that $\zeta_0$ is the midpoint of the two point sources in the primary source plane. As can be seen from Fig. 3.15(a), the profiles of observed spectra shift toward the higher frequency (blueshift). The spectral profiles of Figs. 3.15(b)-(d) are traced, respectively, by use of the parameters $\Delta\zeta$, $\Delta\nu$ and $R(\nu_1,\nu_2)$, and are compared with $S_S(\nu)$. Every parameter takes three different values
against the other fixed parameters. Evidently, the spectral changes in Figs. 3.15(b)-(d) are appreciably less than in Fig. 3.15(a).

3.3.4 discussion

In order to discuss more quantitatively how the spectrum \( S(x; \nu) \) observed at the image plane differs from the spectrum \( S_s(\nu) \) in the secondary source plane, we introduce the spectral modulation factor \( M \), and rewrite Eq. (3.48) into the form

\[
S(x; \nu) = S_s(\nu) \left[ 1 + M(x, \Delta \xi; \nu) \right],
\]

(3.49)

where

\[
M(x, \Delta \xi; \nu) = 2 \left[ \frac{S^+(x; \nu)S^-(x; \nu)}{S_s(\nu)} \right]^{1/2} |\mu(\Delta \xi; \nu)| \cos[\arg \mu(\Delta \xi; \nu)].
\]

(3.50)

It is understood from Eq. (3.49) that the spectral change that is due to two-beam interference always occurs as long as \( M \) has an appreciable frequency dependence over the frequency range of concern. In other words, the correlation-induced spectral changes are dependent primarily of \( M(x, \Delta \xi; \nu) \), which is represented by the product of \(|\mu|, \cos(\arg \mu) \) and \([S^+(x; \nu)S^-(x; \nu)]^{1/2}/S_s(\nu)\).

Figure 3.16 shows the curves of \( M \) computed with the same values of the parameters as used in Fig. 3.15; The three curves in Fig. 3.16(a) correspond to those in Fig. 3.15(a). The curve for \( \zeta_o = 0 \) is almost flat in the frequency range used, but the other two curves for \( \zeta_o = 0.01 \) and 0.02 mm increase as a function of frequency. This variation induces the asymmetric spectral changes in Fig. 3.15(a). These curves for \( M \) at three different \( \Delta \zeta \)'s at \( \zeta_o = 0 \) mm are shown in Fig. 3.16(b). Three curves are almost flat but quite separated from one another. As may be seen from Fig. 3.16(b), the fact that \( M \) is almost independent of frequency in this case does not cause any
asymmetric spectral change, as is evident from Eq. (3.49). Unlike Figs. 3.16(a) and 3.16(b), an appreciable small change occurs in Figs. 3.16(c) and 3.16(d). This means that the spectral change does not depend appreciably on $M$. In fact, no spectral change appears in the case in that $\Delta \nu$, and $R(\nu_1, \nu_2)$ take different values, as shown in Figs. 3.15(c) and 3.15(d). As mentioned in Subsection 3.3.2, the asymmetric spectral changes are fairly dependent on the frequency-dependent behavior of $\text{arg} \, \mu$. Still more generally, however, the frequency dependence of $M$ plays a critical role in inducing the spectral change, as represented in Figs. 3.16(a)-(d) in association with the
corresponding parts Fig. 3.15. In particular, the asymmetric change in $M$ versus the central frequency of $S_s(\nu)$ is the major cause of the spectral change. Note carefully that since all the computed and measured values of $\arg \mu$ in Figs. 3.8 and 3.13(b) are considerably smaller than $\pm \pi$, the interference term $\cos(\arg \mu)$ does not exhibit a periodic variation as a function of $\nu$. That is why any sinusoidal variation has not appeared on $S(x; \nu)$.

3.4 Conclusion

The correlation-induced spectral changes were studied theoretically and experimentally in this chapter. In Section 3.2, the effects of both the source correlation and the dispersive diffraction on the spectral changes were investigated. The peak shifts in the Gaussian spectrum were observed dependent on the ratio of the coherence area to the source area. In the coherent limiting case, the spectral change was caused by the dispersive diffraction, whereas no spectral change was observed in the incoherent limiting case. When the source fields were spatially partially coherent, both the source correlation and the dispersive diffraction affected the change in spectrum. For measuring the spectral change that is caused by only the source correlation, the experiment with the wavefront folding interferometer was conducted, and the results and discussions were presented in Section 3.3. The location and the spectra of the uncorrelated two point sources realized the various spatial coherence properties over the secondary source plane. The relationship between the spectral changes and the source correlation was thus quantitatively investigated. The experimental results well agreed with the theoretical expectations.
Chapter 4

Retrieval of 2-D image and spectrum distribution

4.1 Introduction

While the nature of the correlation-induced spectral changes that was studied in Chapter 3 comes from the problem of the forward propagation of the spatial coherence, the interferometric imaging technique is closely related to the inverse propagation of the spatial coherence function. The interferometric imaging techniques have long been used in practical observations such as radio astronomy.[70]

In this chapter, new two-dimensional interferometric imaging techniques are presented. First, a new principle for determining an angular separation and spectra of uncorrelated two point sources is given. The principle is based on the van Cittert-Zernike theorem. Since the two-dimensional intensity distribution is retrieved from the measured mutual intensity of the quasi-monochromatic wavefields, source spectra can be determined from the spectral coherence function of the wavefields with the wide spectral bandwidth. The experimental demonstration is conducted using the wavefront folding image-forming system which was presented in Chapter 3. The second principle is based on the propagation law of the angular spectrum of the wavefield in free space. It is well known that the propagation law of the angular spectrum is
represented by means of the simple transmission function as represented in Eq. (2.42). This implies that the plane wave propagates with varying only its phase but conserving the amplitude. This description of the wave propagation is obviously derived without the paraxial approximation. The propagation law of the cross-spectral density described in the spatial-frequency domain was also established a long time ago. However, no attempt was ever made to apply the propagation law to the interferometric imaging techniques. This may be because of the difficulty of measuring the field correlation for all pairs of points within an observation area, and the troublesome repetition of Fourier procedures. However, recent publications dealing with measuring and displaying the mutual intensity[67, 68] and developments in computing systems will facilitate employing the propagation law in the spatial-frequency domain. Full theoretical description and results of the experimental demonstration for this interferometric imaging technique are also presented.

4.2 Determination of angular separation and spectra of two point sources

4.2.1 Formulation of principle

We assume uncorrelated point sources that are not known in location and spectral profile, but are assumed to lie far enough from an observer. Under these circumstances, the objective of this section is to give a principle that enables us to determine not only the angular separation but also spectral profiles of the two point sources. The first step is to derive an expression for the cross-spectral density propagating from the sources to an area around the observer. The second step is taking the Fourier inversion of the spectral degree of coherence \( \mu \), which provides the theoretical foundation for
the experiments.

We now begin with the illustration of the geometrical system involving the two point sources and the observer. With reference to Fig. 4.1, the location where the observer looks at the two point sources is designated to be the origin \( O \) of the Cartesian coordinates \((x, y, z)\). On the assumption that the two point sources lie at \( P_1(x_1, 0, z_1) \) and \( P_2(x_2, 0, z_2) \), their separation angle of concern is \( \theta = \angle P_1OP_2 \). Here it should be noted that the line pointing from \( P_1 \) to \( P_2 \) cannot be determined uniquely in advance, since the source locations \( P_1 \) and \( P_2 \) are unknown in generall. Therefore, the \( x \) axis through \( O \) cannot also be readily determined but must be searched for.

Here let us consider how to determine the direction of the \( x \) axis. According to Section 3.3, the wavefront folding interferometer with a Kösters prism is useful for measuring \( \mu \), as shown in Fig. 4.2. Go back to Fig. 4.1, and the base of the Kösters prism is put along the \( \xi \) axis passing through the common origin \( O \), which forms the different Cartesian coordinates \((\xi, \eta, z)\). The separation angle \( \theta \) which will be determined from the measured \( \mu \) takes a maximum when the \( \xi \) axis coincides with the \( x \) axis, as will be mentioned below. Thus some trials for arranging the Kösters prism make it possible to find the \( x \) axis correctly.

We proceed to formulate the cross-spectral density \( W(\xi, -\xi; \nu) \) with respect to symmetric points \((\xi, -\xi)\) on the \( \xi \) axis. Let us assume that the \( x \) axis is turned by an angle \( \phi \) from the \( \xi \) axis around the \( z \) axis, and the locations of the two point sources designated by the \((\xi, \eta)\) coordinate system are denoted, respectively, by \( P_1(\xi_1, \eta_1, z_1) \) and \( P_2(\xi_2, \eta_2, z_2) \), where

\[
\begin{align*}
\xi_1 &= x_1 \cos \phi, & \eta_1 &= -x_1 \sin \phi \\
\xi_2 &= x_2 \cos \phi, & \eta_2 &= -x_2 \sin \phi
\end{align*}
\]  

(4.1)
Consider a point \( Q(\xi) \) on the \( \xi \) axis, and the transmission functions at a particular frequency \( \nu \) from \( P_1 \) and \( P_2 \) to \( Q \) in the framework of paraxial approximation may be written, respectively, by

\[
H(P_1, Q; \nu) = \frac{i\nu \exp(-2\pi i \nu s_1/c)}{cs_1}, \tag{4.2}
\]

\[
H(P_2, Q; \nu) = \frac{i\nu \exp(-2\pi i \nu s_2/c)}{cs_2}, \tag{4.3}
\]

where \( s_1, s_2 \) are the distances from \( P_1 \) and \( P_2 \) to \( Q \). The optical frequency components of the analytic signals at \( P_1 \) and \( P_2 \) are written, respectively, by \( U_s(\xi_1, \eta_1, z_1; \nu) \) and \( U_s(\xi_2, \eta_2, z_2; \nu) \) in terms of the \((\xi, \eta, z)\) coordinate system.

Since there exist only the two point sources, the optical frequency component at \( Q(\xi) \) may be written as

\[
U_Q(\xi; \nu) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} U_s(\xi, \eta, z; \nu) \delta(\xi - \xi_1, \eta - \eta_1) H(P_1, Q; \nu) d\xi d\eta
\]
Fig. 4.2. Optical system for measuring $\mu$.

\[
\mathcal{P}(P_2, Q; \nu) = U_s(\xi_1, \eta_1, z_1; \nu) H(P_1, Q; \nu) + U_s(\xi_2, \eta_2, z_2; \nu) H(P_2, Q; \nu).
\]

Hence use of Eqs. (4.2)-(4.4) gives directly the cross-spectral density,

\[
W(\xi, -\xi; \nu) = \langle U_Q^*(\xi; \nu) U_Q(-\xi; \nu) \rangle = \left( \frac{\nu}{cz_1} \right)^2 S_{P1}(\nu) \exp \left( \frac{2\pi i \nu \xi_1 \Delta \xi}{cz_1} \right) + \left( \frac{\nu}{cz_2} \right)^2 S_{P2}(\nu) \exp \left( \frac{2\pi i \nu \xi_2 \Delta \xi}{cz_2} \right),
\]

where $\Delta \xi = \xi - (-\xi) = 2\xi$ is the distance between $Q(\xi)$ and $Q(-\xi)$ on the $\xi$ axis.

Here $S_{P1}(\nu)$, $S_{P2}(\nu)$ are the respective spectra of the two point sources defined by

\[
\begin{align*}
S_{P1}(\nu) &= \langle |U(\xi_1, \eta_1; \nu)|^2 \rangle \\
S_{P2}(\nu) &= \langle |U(\xi_2, \eta_2; \nu)|^2 \rangle.
\end{align*}
\]

The spectral degree of coherence is defined as

\[
\mu(\xi, -\xi; \nu) = \frac{W(\xi, -\xi; \nu)}{[W(\xi, \xi; \nu) W(-\xi, -\xi; \nu)]^{1/2}}
\]
\[
\frac{(\nu/c)^2}{S_o(\nu)} \left[ \frac{S_{P1}(\nu)}{z_1^2} \exp \left( \frac{2\pi i \nu \xi_1 \Delta \xi}{cz_1} \right) + \frac{S_{P2}(\nu)}{z_2^2} \exp \left( \frac{2\pi i \nu \xi_2 \Delta \xi}{cz_2} \right) \right], \quad (4.7)
\]

where

\[
S_o(\nu) = W(\xi, \xi; \nu) = \left( \frac{\nu}{cz_1} \right)^2 S_{P1}(\nu) + \left( \frac{\nu}{cz_2} \right)^2 S_{P2}(\nu), \quad (4.8)
\]
is a uniform spectrum measurable on the \( \xi \) axis.

We now look for the direction of the \( x \) axis by turning the \( \xi \) axis around the \( z \) axis, which is implemented by making a stepwise rotation of the base of the Kösters prism around the \( z \) axis. The measurement of \( \mu \) is made at every stepwise rotation. It is understood that we can obtain \( \xi_1 = \xi_2 = 0 \) if the \( \xi \) coordinates of the two point sources are located at \( \phi = 90^\circ \), as can be understood from Eq. (4.1). This situation implies that the \( x \) and \( \xi \) axes are arranged to be perpendicular with each other. In other words, the base of the Kösters prism crosses the \( x \) axis at right angles. This condition that \( \xi_1 = \xi_2 = 0 \) at \( \phi = 90^\circ \) always enables us to have \( \mu = 1 \) for any distance \( \Delta \xi \), as understood from Eq. (4.7). Such a completely coherent condition results in the maximum visibility over the channeled spectrum measured by scanning optical frequency in a spectrometer. It follows that the rotation of the \( \xi \) axis by \( 90^\circ \) from that situation gives rise to the exact \( x \) axis.

Finally, we obtain at two points \( Q(x) \) and \( Q(-x) \) by making the \( \xi \) axis align with the \( x \) axis,

\[
\mu(x, -x; \nu) = \frac{(\nu/c)^2}{S_o(\nu)} \left[ \frac{S_{P1}(\nu)}{z_1^2} \exp \left( \frac{2\pi i \nu x_1 \Delta x}{cz_1} \right) + \frac{S_{P2}(\nu)}{z_2^2} \exp \left( \frac{2\pi i \nu x_2 \Delta x}{cz_2} \right) \right], \quad (4.9)
\]

This is the theoretical foundation for measuring \( \mu \). Now we are in a position to derive the principle to determine not only the angular separation of the two point sources but also each spectral profile from both measured \( \mu \) and \( S_o(\nu) \). The inverse Fourier
transform of Eq. (4.9) with respect to $\Delta x$ at a particular frequency $\nu_p$ is

$$
\int_{-\infty}^{\infty} \mu(x, -x; \nu) \exp(2\pi i \nu x \Delta x/cz) d(\Delta x)
= \left( \frac{\nu_p/cz_1}{S_o(\nu_p)} \right) \int_{-\infty}^{\infty} \exp \left( \frac{2\pi i \nu_p x_1 \Delta x}{cz_1} \right) \exp \left( \frac{2\pi i \nu_p \Delta x}{cz_1} \right) d(\Delta x)
+ \left( \frac{\nu_p/cz_2}{S_o(\nu_p)} \right) \int_{-\infty}^{\infty} \exp \left( \frac{2\pi i \nu_p x_2 \Delta x}{cz_2} \right) \exp \left( \frac{2\pi i \nu_p \Delta x}{cz_2} \right) d(\Delta x)
= R_1(\nu_p) \delta \left( \frac{x - x_1}{z_1} \right) + R_2(\nu_p) \delta \left( \frac{x - x_2}{z_2} \right),
$$

(4.10)

where

$$
R_1(\nu_p) = \left( \frac{\nu_p/cz_1}{S_o(\nu_p)} \right)^2 S_{P1}(\nu_p) \right) \\
R_2(\nu_p) = \left( \frac{\nu_p/cz_2}{S_o(\nu_p)} \right)^2 S_{P2}(\nu_p) \right).
$$

(4.11)

Note that $x_1/z_1$ and $x_2/z_2$ are, respectively, the angles between the $z$ axis and lines from $P_1$ and $P_2$ to $O$, and the angular separation of $P_1$ and $P_2$ seen from the observer is thereby given by $\theta_p = |x_1/z_1 - x_2/z_2|$ at $\nu_p$. The statistical processing of all the measured values of $\theta_p$ ($p = 1, 2, 3, ...$) will result in more reliable $\theta$. Use of the separation angle obtained allows us to determine each of spectral densities $S_{P1}(\nu_p)$ and $S_{P2}(\nu_p)$ with the help of the following modified expressions of Eq. (4.11):

$$
S_{P1}(\nu_p) = \left( \frac{cz_1}{\nu_p} \right)^2 S_o(\nu_p) R_1(\nu_p) \right)
$$

(4.12)

$$
S_{P2}(\nu_p) = \left( \frac{cz_2}{\nu_p} \right)^2 S_o(\nu_p) R_2(\nu_p) \right).
$$

Since the distances $z_1$ and $z_2$ are unknown in general, the ratio of $S_{P1}(\nu_p)$ with $S_{P2}(\nu_p)$ remains undetermined as long as $z_1 \neq z_2$, whereas if $z_1 = z_2$ is satisfied, the ratio takes a constant at every frequency. The successive Fourier inversions with respect to $\Delta x$ at $\nu_p$ ($p = 1, 2, 3, ...$) give a series of $R_1(\nu_p)$ and $R_2(\nu_p)$, and plotting of them at every $\nu_p$ ($p = 1, 2, 3, ...$) finally allows us to obtain each spectral profile of $S_{P1}(\nu)$ and $S_{P2}(\nu)$.
4.2.2 Experiment and discussion

Here a simple geometrical arrangement is assumed for simplicity; the base of the Kösters prism coincide with the $x$ axis under the condition that $z_1 = z_2 = z$. This assumption leads us to the simplified expression derived from Eqs. (4.8) and (4.9) by putting $z_1 = z_2 = z$. The two point sources are spatially incoherent, i.e., the two point sources located, respectively, at $(x_1, z)$ and $(x_2, z)$ illuminate independently the base of the Kösters prism. The experimental arrangement shown in Fig. 4.2 is aimed at measuring $\mu(x, -x; \nu)$ just in front of the Kösters prism. The measurement of $\mu$ is conducted based on the principle and the procedure that were described in Section 3.3.

The two point sources were simulated by incorporating two SLDs. These possessed Gaussian-like spectra with full width at half maximum of 3.0 THz, and their central frequencies were at 355.5 and 352.5 THz, respectively. The intensity ratio at the maxima was 1:2. The two SLDs were located at $x_1 = 30 \, \mu m$ and $x_2 = -20 \, \mu m$ at a distance $z = 50 \, mm$ in front of the Kösters prism. The measured $|\mu(\Delta x; \nu)|$ and $\arg \mu(\Delta x; \nu)$ are shown at two particular frequencies in Figs. 4.3 (a) and (b). As mentioned above, the Fourier inversion of $\mu$ with respect to $\Delta x$ at $\nu_p$ gives the angular separation $\theta = |x_1 - x_2|/z$. With reference to Eq. (4.11), $R_1$ and $R_2$ are plotted in Figs. 4.4(a) and 4.4(b). As has been expected, the same angular separation $\theta = 1.0 \times 10^{-3}$ rad is obtained from both Figs. 4.4(a) and 4.4(b). Going back to Fig. 4.3(a), it is simply understood that $\theta$ is inversely proportional to the period of $|\mu|$ when varied in $\Delta x$. This means that the minimum $\theta$ is limited to a length of the base of the Kösters prism.

A base length of 3 cm was used for the measurements, which produces approxi-
Fig. 4.3. Measured $\mu$ at two frequencies as a function of $\Delta x$. Their absolute values and arguments are plotted in (a) and (b), respectively.

Fig. 4.4. Fourier inversions of $\mu$ at two different frequencies.

approximately the minimum $\theta = 2.86 \times 10^{-5}$ rad. The Fourier inversion of $\mu$ measured at every frequency $\nu_p$ ($p = 1, 2, 3, \cdots$) was successively made with respect to $\Delta x$, and the summation of all the Fourier inversions finally represent $R_1(\nu) = \sum_p R_1(\nu_p)$ and $R_2(\nu) = \sum_p R_2(\nu_p)$. Use of $R_1(\nu)$, $R_2(\nu)$ and $S_0(\nu)$ measured across the observation plane readily recovers each spectral profile of the two point sources (see Eq. (4.12)) as shown in Fig. 4.5. It is recognized that both smoothed profiles obtained from the
Fig. 4.5. Comparison of the recovered spectral profiles with the original ones. The plotted crosses show the spectra recovered from the measured $\mu$, and the dotted curves represent the original spectra.

measured $\mu$ reflects well the original profiles of the two SLD spectra. Note that the ratio of the two spectral profiles takes a constant value over the frequency axis, since the distances of the two point sources from the observer were identical for the present measurements, as mentioned in Subsection 4.2.1.

4.3 Retrieval of cross-spectral density propagating in free space

4.3.1 Propagation and retrieval of cross-spectral density

In this section, a new principle of interferometric imaging based on the propagation of the angular spectra is presented. With reference to Fig. 4.6, we assume a planar,
quasi-monochromatic light source on a source plane $\Sigma_s$ at $z = z_s > 0$ and a wavefield propagating toward the right of the figure in free space. An observation plane $\Sigma_o$ is located at $z = 0$ parallel to $\Sigma_s$. Let a particular point $P$ at a reference plane $\Sigma_r$, which is located at $z = z_r$ in a slab geometry parallel to $\Sigma_s$ and $\Sigma_o$, be specified by a three-dimensional position vector $\mathbf{r} = (x, y, z)$. The origin of the coordinate system is set on $\Sigma_o$. In the present case the positive direction of the $z$ axis is opposite to the direction of the propagating light because our interest is in the inverse propagation of the cross-spectral density, and the distance from an observer to the source is, in general, assumed to be unknown.

![Fig. 4.6. Geometry of the optical system for the general theorem.](image)

According to Eq. (2.46), the propagation law of the four-dimensional Fourier transform of the cross-spectral density is represented by

$$\tilde{W}(0)(k'_\perp, k_\perp; \nu) = \exp\left[i(k'_z - k_z)z_r\right]\tilde{W}(z_r)(k'_\perp, k_\perp; \nu).$$

(4.13)

For the sake of convenience, we call the Fourier transform of the cross-spectral density the *angular cross-spectral density*. From Eq. (4.13) we can readily retrieve the angular
cross-spectral density across $\Sigma_r$ from that across $\Sigma_o$ by

$$\tilde{W}^{(\Sigma_r)}(k'_\perp, k_\perp; \nu) = \exp[-i(k_z - k'_z)z_r]\tilde{W}^{(0)}(k'_\perp, k_\perp; \nu). \quad (4.14)$$

This means that the angular cross-spectral density $\tilde{W}^{(\Sigma_r)}(k'_\perp, k_\perp; \nu)$ across $\Sigma_r$ can be reconstructed if $\tilde{W}^{(0)}(k'_\perp, k_\perp; \nu)$ is known or measurable across $\Sigma_o$. By using the transmission term $\exp[-i(k_z - k'_z)z_r]$ and the four-dimensional inverse Fourier transform, we can obtain the cross-spectral density across the reference plane

$$W^{(\Sigma_r)}(r'_\perp, r_\perp; \nu) = \int\int\int\int_{-\infty}^{\infty} \exp[-i(k_z - k'_z)z_r + i(k_\perp \cdot r_\perp - k'_\perp \cdot r'_\perp)]$$

$$\times \tilde{W}^{(0)}(k'_\perp, k_\perp; \nu)d^2 k_\perp d^2 k'_\perp. \quad (4.15)$$

Once $W^{(\Sigma_r)}(r'_\perp, r_\perp; \nu)$ across $\Sigma_r$ is determined with Eq. (4.15), we can retrieve the spatial distribution of the spectral density, namely, an image at a particular frequency within the spectral range of the field, by simply setting $r_\perp = r'_\perp$:

$$S(r_\perp, z_r; \nu) = W^{(\Sigma_r)}(r_\perp, r_\perp; \nu). \quad (4.16)$$

The principle to retrieve the cross-spectral density and the spatial distribution of the spectral density across an arbitrary reference plane was presented above. Obviously, it is possible to retrieve them across the source plane by giving the distance $z_s$ instead of $z_r$. The principle for retrieving the cross-spectral density described in this subsection is based on the simple, already established theorem. However, it was pointed out that using the principle inversely enables us to obtain, by measuring the cross-spectral density across the observation area, the cross-spectral density and the image without requirements for the paraxial approximation and the state of the spatial incoherence over the source.
4.3.2 Numerical calculation

Based on the theory stated in Subsection 4.3.1, the numerical calculation of the cross-spectral density across planes in the diffraction field is demonstrated in this section. For simplicity of calculation, let the source be one dimensional. It is also assumed that the field of the source is spatially incoherent and that the spectral density $S^{(z_s)}(x; \nu)$ is uniform within the source area; i.e.,

$$S^{(z_s)}(x; \nu) = s^{(z_s)}(\nu) \text{rect} \left( \frac{x}{D} \right), \quad (4.17)$$

where $z_s$ is the distance between the source plane and the observation planes, $s^{(z_s)}(\nu)$ is a space-independent constant, and $D$ is the width of the source. The geometry of the optical system assumed for the calculation is shown in Fig. 4.7. The optical axis is in the center of the source, and the origin of the coordinate system is on the observation plane $\Sigma_o$. Under these circumstances, the cross-spectral density $W^{(z_s)}(x', x; \nu)$ across the source plane is represented by means of $S^{(z_s)}(x; \nu)$:

$$W^{(z_s)}(x', x; \nu) = [S^{(z_s)}(x; \nu)S^{(z_s)}(x'; \nu)]^{1/2} \delta(x - x'). \quad (4.18)$$

The forward propagation of the cross-spectral density from the source to a particular plane $\Sigma_r$ at $z_r$ is represented by

$$W^{(z_r)}(x', x; \nu) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp[i(k_x - k'_x)(z_s - z_r) + i(k_x x - k'_x x')] \times \tilde{W}^{(z_s)}(k'_x, k_x; \nu) dk_x dk'_x, \quad (4.19)$$

where $\tilde{W}^{(z_s)}(k'_x, k_x; \nu)$ is the two-dimensional Fourier transform of $W^{(z_s)}(x', x; \nu)$ with respect to $x$ and $x'$, and Eq. (4.19) is derived in a similar manner for Eq.(4.15). The cross-spectral densities across $\Sigma_r$ and $\Sigma_o$ are calculated with this Fourier-transform-based algorithm. Parameters used in the calculation are $z_r = 40 \text{ mm}$, $z_s = 75 \text{ mm}$,
Fig. 4.7. Geometry of the optical system assumed for the numerical simulations.

\( s^{(z)}(\nu) = 1 \), and \( D = 100 \mu m \). Obtained real and imaginary parts of the cross-spectral densities across \( \Sigma_r \) and \( \Sigma_o \) are shown in Fig. 4.8(a)-4.8(d) as gray-level images. Since gray levels are normalized by maxima and minima of each cross-spectral density, zero levels are different in each figure as shown in linear scales inserted in figures. Starting from the assumption of \( W^{(z)}(x', x; \nu) \) across the source, \( W(x', x; \nu)'s \) at \( \Sigma_r \) and \( \Sigma_o \) that are equivalent to the exact solution of the Fresnel-Kirchhoff diffraction formula are obtained with the propagation law of the angular cross-spectral density stated in Subsection 4.3.2

Turning now to the procedure for retrieving the cross-spectral density, results shown above tell us that the cross-spectral densities at the reference plane and the source plane can be retrieved with Eq. (4.19) inversely, namely, Eq. (4.15), if the cross-spectral density at the observation plane is measured. With this method, the exact distance from the observation plane to the source plane must be given to retrieve the cross-spectral density or the spatial distribution of the spectral density across the
source plane, although, in general, the distance may be unknown. However, as long as the field of the source is spatially incoherent, we can detect the existence of the source by giving appropriate values of distance stepwise into Eq. (4.15), since the effective correlation length of the field is known from the retrieved cross-spectral density. The cross sections along diagonal lines from the top right to the bottom left of Figs. 4.8(a)
and 4.8(c) are plotted in Figs. 4.9(a) and 4.8(b). These are the real parts of cross-spectral densities at the reference plane $\Sigma_r$ and the observation plane $\Sigma_o$ as functions of $\Delta x = x - x'$ for the fixed average coordinate $\hat{x} = (x + x')/2 = 0$. Slowly varying curves in Figs. 4.9(a) and 4.9(b) imply that the field is spatially, partially coherent and that no incoherent source is on the plane. In contrast, it is easily understood from Eq. (4.18) that the profile of the cross-spectral density across the source plane as a function of $\Delta x$ has a sharp peak at $\Delta x = 0$, since the field of the source is spatially incoherent. This results from the fact that the propagating wavefields from the incoherent source are spatially partially coherent.

### 4.3.3 Experimental demonstration

In this subsection we show results of the experiment for measuring and retrieving the cross-spectral density by using a wavefront folding interferometer. For simplicity, a two-dimensional cross-spectral density across the observation area was formed by
placing at an appropriate distance a primary one-dimensional source such as a slit. The optical system used is shown in Fig. 4.10. The light emitted from a He-Ne laser with optical frequency $\nu = 473.8$ THz (wavelength 632.8 nm) is scattered by a rotating diffuser inserted just in front of the slit. The scattered light that simulates a spatially incoherent source is masked by a single slit. The width of the aperture is 100 $\mu$m. The beam splitter divides the propagating light. One beam reflects on a mirror; the other reflects and folds its wavefront on a right-angle glass prism. In this system, the cross-spectral density across the mirror surface (the observation plane) is measured, so that the superposed light is focused on the CCD camera by a lens with the magnification factor of 1. The distance between the source plane and the observation plane is $z_r = 75$ mm. The mirror is slightly tilted to introduce a vertical carrier frequency into the interference fringe formed on the CCD camera. The horizontal axis of the
Fig. 4.11. (a) Real and (b) imaginary parts of the measured cross-spectral density. (c), (e), and (g) are the real parts and (d), (f), and (h) are the imaginary parts of retrieved $W^{(z_r)}(x', x; \nu)$ for each $z_r$. 
image obtained on the CCD camera represents the two-point separation $\Delta x = x - x'$ at a particular value of the average coordinate $\hat{x} = (x + x')/2$. To measure the cross-spectral density with respect to all pairs of points, it is necessary to move the entire interferometer stepwise parallel to the $x$ axis. In the present experiment the light emitted from the laser is expanded quite uniformly, and the slit is moved instead of the interferometer. Thus $\hat{x}$ is determined by the location of the slit. Both real and imaginary parts of $W^{(0)}(\Delta x; \nu)$ for fixed $\hat{x}$ can be obtained by Fourier analysis of the carrier frequency component (see Chapter 7 in detail). Because of the dullness near the rectangular edge of the prism, the obtained interference fringes suddenly change phase around the point $\Delta x = 0$. Thus the phase is calibrated by measuring the interference fringes by illuminating the system coherently from a point source on the optical axis at the location of the slit and the rotating diffuser.

The measured real and imaginary parts of $W^{(z_r)}(x', x; \nu)$ are shown by gray scales in Figs. 4.11(a) and 4.11(b). The diagonal line from the top right to the bottom left of the real part represents the intensity distribution, i.e., $W^{(0)}(x, x; \nu) = S^{(0)}(x; \nu) \propto I^{(0)}(x)$ where $S^{(0)}(x; \nu)$ and $I^{(0)}(x)$ denote, respectively, the spectral density and the intensity of the actual quasi-monochromatic field at $x$ on the observation plane. It can be seen from these figures that the wavefield over the observation plane is partially spatially correlated. The angular cross-spectral density $\hat{W}^{(0)}(k_x', k_x; \nu)$ is calculated by the two-dimensional FFT program, and $W^{(z_r)}(x', x; \nu)$ at $z_r = 25, 50,$ and $75$ mm are retrieved with Eq. (4.15) and the inverse FFT. The results are shown in Figs. 4.11(c)-4.11(h). As the reference plane approaches the source plane, the profiles of both the real and the imaginary parts of $W^{(z_r)}(x', x; \nu)$ shrink. This implies that the effective correlation distance along $\Delta x$ decreases as the reference plane approaches the source plane. Finally, when the reference plane coincides with the source plane, both the real
and the imaginary parts of $W^{(z_r)}(x', x; \nu)$ become almost zero except for the narrow and short area on the diagonal line of the real part. The imaginary part that appears on the diagonal line may be due to some errors in the experiment. The cross sections of the absolute value of $W^{(z_r)}(x', x; \nu)$ that is obtained from Figs. 4.11(g) and 4.11(h) are plotted in Figs. 4.12(a) and 4.12(b) ((a) represents $W^{(z_r)}(x, x; \nu) \propto I^{(z_r)}(x)$, and (b) represents $W^{(z_r)}(\Delta x; \nu)$ for $x_o = 0$). It is seen clearly from Fig. 4.12(a) that the intensity distribution across the source plane is almost rectangular, and a reasonable resolution is obtained. In contrast, Fig. 4.12(b) means that the wavefield across the source is almost spatially uncorrelated, since $W^{(z_r)}(\Delta x; \nu)$ is nearly zero unless $x$ and $x'$ coincide with each other. It is noteworthy that we can confirm the existence of the incoherent source across the plane by the sharp profile around $\Delta x = 0$ in Fig. 4.12(b), as pointed out in Subsection 4.3.2.

In the present demonstration, only a one-dimensional source was used, and the
two-dimensional cross-spectral density was measured and retrieved to achieve the experiment simply. Measuring the four-dimensional cross-spectral density will, however, enable us to apply this method to the three-dimensional imaging. Further investigations of the relationship between the range of the coherence measurements and the resolution of the cross-spectral densities are also necessary for more quantitative discussions.

4.4 Conclusion

New methods to obtain the two-dimensional image were presented. One is based on the van Cittert-Zernike theorem for the wide spectral bandwidth. The procedure based on the Fourier transform algorithm reconstructs the spectral density distribution of the uncorrelated two point sources at a particular frequency, and the successive procedures give not only the angular separation but also the spectral profiles of the sources. The experimental results well agreed with the theoretical expectations. The other technique is based on the propagation law of the angular spectrum of the wavefield. The propagation of the cross-spectral density can be represented in a similar manner in the spatial-frequency domain, and the source image is retrieved using this propagation law inversely. The experimental demonstration was conducted by incorporating a single slit as a light source, and the intensity distribution of this source was retrieved by the inverse propagation of the cross-spectral density.
Chapter 5

Passive interferometric 3-D imaging and
incoherence gating

5.1 Introduction

The two-dimensional interferometric imaging techniques have been considerably so-
phisticated owing to the long study and the practical applications. The recent demand
for the interferometric imaging is retrieving the 3-D information. Concerned with the
forward propagation of the spatial coherence, LaHaie presented the modified van
Cittert-Zernike theorem that is extended to the 3-D space in 1985.[85] More recently,
Rosen proposed a new principle for retrieving the 3-D image from the measured spa-
tial coherence function across an observation area.[73–75] However, there still are
some problems such as restrictions to the state of the coherence over the source.

From this background, a new interferometric 3-D imaging technique is presented
in this chapter based on the propagation law of the angular cross-spectral density
that was stated in Chapter 4. In contrast with the conventional technique in which
the image is retrieved directly from the measured spatial coherence function, the
present method is based on retrieving the sequential cross-spectral densities that are
perpendicular to the optical axis. Since the cross-spectral density with respect to the same point represents the spectral density, a 3-D image can be obtained from a sequence of retrieved cross-spectral densities. The cross-spectral density and the intensity distribution are reconstructed from the observation plane to the arbitrary required distance.

By using the sequence of retrieved cross-spectral densities, spatially incoherent sources can be detected. Since the state of the spatial coherence around a specific point is evaluated from the retrieved cross-spectral density, we can distinguish spatially incoherent primary sources from the radiant intensity distribution based on the fact that propagating wavefields are partially correlated as described by the van Cittert-Zernike theorem. As a measure of the spatial incoherence, we use a sharpness or a narrowness of the cross-spectral density as a function of the two-point separation. Spatially incoherent sources can be clearly separated by gating the second-order differential of the sequence of retrieved cross-spectral densities with a moderate threshold. A simple experiment demonstrating the incoherence gating method is presented.

In this chapter, the general principle of retrieving the 3-D image is first given. We also estimate the point spread function in the present interferometric imaging system dependent upon the baseline length for the cross-spectral density measurements. Next, the concept of the incoherence gating technique is explained. In Section 5.3, the results of the experiment for verifying the theory is presented. Although we assume a 3-D optical system in the general theory, we retrieve the intensity distribution over the longitudinal axis and one transverse axis for simplicity. Results of an experimental demonstration for the incoherent gating is also shown.
5.2 Formulation of principle

5.2.1 Principle of 3-D imaging

Fig. 5.1. Schematic of optical system.

In this subsection, the mathematical formulation for retrieving the 3-D intensity distribution by measuring the propagated cross-spectral density is described. With reference to Fig. 5.1, we assume quasi-monochromatic two-dimensional sources distributed longitudinally. A typical source distribution with two elements is drawn in the figure. Let a particular point on a reference plane which is perpendicular to the optical axis be specified by a three-dimensional position vector \( \mathbf{r} = (r_\perp, z) = (x, y, z) \). The origin of the coordinate system is on the observation plane.

The forward and the inverse propagation laws of the angular cross-spectral density are represented by

\[
\tilde{W}^{(0)}(k'_\perp, k_\perp; \nu) = \exp \left[ i(k_z - k'_z)z \right] \tilde{W}^{(z)}(k'_\perp, k_\perp; \nu),
\]

(5.1)
and
\[
\tilde{W}^{(z)}(k'_\perp, k_\perp; \nu) = \exp[-i(k_z - k'_z)z] \tilde{W}^{(0)}(k'_\perp, k_\perp; \nu),
\]
(5.2)
as described in Chapter 4. To distinguish clearly from the cross-spectral density of the primary source from that of the radiated field, let us represent the cross-spectral density of the primary source by \( \Omega(r'_\perp, r_\perp; \nu) \). The relationship between the cross-spectral density of the secondary source and that of the primary source, which is derived from the relationship between the field variable and the source variable, is represented\[86\] by
\[
\tilde{W}(k'_\perp, k_\perp; \nu) = \frac{4\pi^2}{k_zk'_z} \tilde{\Omega}(k'_\perp, k_\perp; \nu).
\]
(5.3)
As long as sources are uncorrelated with each other and disturbances of free propagation such as diffractions or obstructions can be ignored, the angular cross-spectral density across the observation plane is represented as the summation of all contributions from each primary source:
\[
\tilde{W}^{(0)}(k'_\perp, k_\perp; \nu) = \sum_{z_n} \exp[i(k_z - k'_z)z_n] \tilde{\Omega}(z_n)(k'_\perp, k_\perp; \nu),
\]
(5.4)
where \( z_n \) is the distance from the observation plane to the \( n \)th source. Based on Eqs. (5.1) and (5.4), the angular cross-spectral density across a particular plane at \( z = z_o \) is retrieved as
\[
\tilde{W}^{(z_o)}(k'_\perp, k_\perp; \nu) = \exp[-i(k_z - k'_z)z_o] \tilde{W}^{(0)}(k'_\perp, k_\perp; \nu)
= \frac{4\pi^2 \tilde{\Omega}(z_o)(k'_\perp, k_\perp; \nu)}{k_zk'_z}
+ \sum_{z \neq z_o} \exp[i(k_z - k'_z)(z_n - z_o)] \frac{4\pi^2 \tilde{\Omega}(z_n)(k'_\perp, k_\perp; \nu)}{k_zk'_z}.
\]
(5.5)
The second line of Eq. (5.5) implies that the retrieved angular cross-spectral density across the specific source plane consists of its own contribution and propagated angular
cross-spectral densities from other sources. After the angular cross-spectral density across a desired plane is obtained, the four-dimensional inverse Fourier transform gives the cross-spectral density across the target plane as

$$W(z_0)(r'_\perp, r_\perp; \nu) = \int\int\int_{-\infty}^{\infty} \exp[-i(k_z - k'_z)z_0 + i(k_\perp \cdot r_\perp - k'_\perp \cdot r'_\perp)]$$

$$\times \tilde{W}(0)(k'_\perp, k_\perp; \nu) d^2k_\perp d^2k'_\perp$$

$$= \frac{4\pi^2\Omega(z_0)(r'_\perp, r_\perp; \nu)}{k_z k'_z}$$

$$+ \sum_{z_n \neq z_0} \int\int\int_{-\infty}^{\infty} \exp[-i(k_z - k'_z) + i(k_\perp \cdot r_\perp - k'_\perp \cdot r'_\perp)]$$

$$\times \frac{4\pi^2\tilde{\Omega}(z_n)(k'_\perp, k_\perp; \nu)}{k_z k'_z} d^2k_\perp d^2k'_\perp.$$  \hspace{1cm} (5.6)

In lines 3 and 4 of Eq. (5.6), $\Omega(z_0)(r'_\perp, r_\perp; \nu)$ represents the cross-spectral density with respect to the focused source, and the summation part represents contributions from defocused sources. Once the cross-spectral density is retrieved, the spectral density distribution $S(z_0)(r_\perp; \nu)$ of the plane concern is readily extracted by

$$S(z_0)(r_\perp; \nu) = W(z_0)(r_\perp, r_\perp; \nu).$$  \hspace{1cm} (5.7)

Since we assume that the source spectrum is quasi-monochromatic, the spectral density distribution is proportional to the intensity distribution. It may be easily understood that continuous procedures described above with a moderate interval of $z$ give the 3-D intensity distribution in a slab geometry.

Next, let us confine ourselves to the influence of the limitation of the baseline length for measuring the cross-spectral density on the retrieved intensity distribution in a practical observation. As is well known, the point spread function in an ordinary imaging system is given as the Fourier transform of the complex amplitude transmittance of the pupil, and the intensity distribution across an out-of-focus plane is given
by the diffraction formula. In the following, we derive formulas which correspond to
the point spread function in an ordinary imaging system.

We assume a point source on the optical axis separated by distance $z_s$ from the
observation plane. For simplicity, the cross-spectral density and the intensity distri-
bution on the $x$-$z$ plane are considered. The cross-spectral density across the primary
source plane is then represented by

$$\Omega^{(z_s)}(x', x; \nu) = s_o \delta(x) \delta(x'),$$  \hspace{1cm} (5.8)

where $s_o$ is a constant and $\delta(x)$ is the Dirac delta function. Substituting Eq. (5.8)
into Eqs. (2.44) and (5.1) and taking the inverse Fourier transform with respect to $k_x$
and $k'_x$ gives the cross-spectral density across the observation plane:

$$W^{(0)}(x', x; \nu) = 2\pi s_o \int_{-\infty}^{\infty} \frac{\exp[i(k_z z_s - k_x x)]}{k_z} dk_x \times \int_{-\infty}^{\infty} \frac{\exp[-i(k'_z z_s - k'_x x')]}{k'_z} dk'_x.$$  \hspace{1cm} (5.9)

In a practical experiment, the baseline length for the cross-spectral density measure-
ments is limited by such as a linear dimension of a CCD tip or a stroke length of
a positioning system. The measured cross-spectral density is thus represented as a
product of two rectangular functions and Eq. (5.9):

$$W^{(0)}_{m}(x', x; \nu) = 2\pi s_o \text{rect} \left( \frac{x}{D} \right) \int_{-\infty}^{\infty} \frac{\exp[i(k_z z_s - k_x x)]}{k_z} dk_x \times \text{rect} \left( \frac{x'}{D} \right) \int_{-\infty}^{\infty} \frac{\exp[-i(k'_z z_s - k'_x x')]}{k'_z} dk'_x,$$  \hspace{1cm} (5.10)

where $D$ is the baseline length, and $\text{rect}(x) = 1$ for $-1/2 \leq x \leq 1/2$ and 0 oth-
erwise. Let us consider the inverse propagation of the measured cross-spectral den-
sity $W^{(0)}_{m}(x', x; \nu)$ to a specific reference plane separated by $z$ from the observation
plane. By substituting the angular cross-spectral density, which is given by the two-dimensional Fourier transform of Eq. (5.10), into Eq. (5.6), we can obtain the cross-spectral density across the reference plane as

\[
W_m(z') (x', x; \nu) = 2\pi s_o \int_{-\infty}^{\infty} \exp[-i(k_z z_s + k_x x)] \, \text{rect} \left( \frac{x}{D} \right) \int_{-\infty}^{\infty} \frac{\exp[i(z_s x - z_s x')]}{k_z} \, dk_x
\times \int_{-\infty}^{\infty} \exp[i(k' z_s + k' x')] \, \text{rect} \left( \frac{x'}{D} \right) \int_{-\infty}^{\infty} \frac{\exp[-i(z_s x' - z_s x'')]}{k' z_s} \, dk'_x ,
\]

where \( \otimes \) denotes the convolution integral. Equation (5.11) is an exact formula which represents the cross-spectral density retrieved from the measurements within the area of \( D \) on the observation plane. To calculate the cross-spectral density analytically, we adopt the paraxial approximation:

\[
k_z = \sqrt{k^2 - k_x^2} \approx k - \frac{k_x^2}{2k} .
\]

Equation (5.11) then reduces to

\[
W_m(z) (x', x; \nu) = \frac{8\pi^3 s_o D^2}{z_s^2} \int_{-\infty}^{\infty} \exp \left[ \frac{i k}{2z_s} (x - \xi)^2 \right] \exp \left( -\frac{ik}{2z_s} \xi^2 \right) \, d\xi
\times \int_{-\infty}^{\infty} \text{rect} \left( \frac{\xi}{D} \right) \exp \left[ -\frac{ik}{2z_s} (x' - \xi)^2 \right] \exp \left( \frac{ik}{2z_s} \xi^2 \right) \, d\xi .
\]

Substituting \( z = z_s \) gives the retrieved cross-spectral density across the source plane:

\[
W_m(z_s) (x', x; \nu) = \frac{8\pi^3 s_o D^2}{z_s^2} \exp \left[ \frac{i k z_s}{2z_s} (x^2 - x'^2) \right] \left[ \text{sinc} \left( \frac{Dkx}{z_s} \right) \text{sinc} \left( \frac{Dkx'}{z_s} \right) \right] ,
\]

and obviously the spectral density distribution is

\[
S(z_s) (x; \nu) = W_m(z_s) (x', x; \nu) = \frac{8\pi^3 s_o D^2}{z_s^2} \left[ \text{sinc} \left( \frac{Dkx}{z_s} \right) \right]^2 .
\]

The spectral density distribution at \( z \neq z_s \) can be derived from Eq. (5.13) by a variable transform of \( X = (z_s - z)\xi/\z_s^2 \) as

\[
S(z) (x; \nu) = \frac{8\pi^3 s_o z_s}{z(z_s - z)^2} \int_{-\infty}^{\infty} \exp \left[ \frac{ik z_s}{2z(z_s - z)} (X - x)^2 \right] \text{rect} \left[ \frac{z_s X}{(z_s - z)D} \right] \, dX
\]
\[
\times \int_{-\infty}^{\infty} \exp \left[ -\frac{ikz_s}{2(z_s-z)(X-x)^2} \right] \text{rect} \left[ \frac{z_sX}{(z_s-z)D} \right] dX. \quad (5.16)
\]

We considered the two-dimensional cross-spectral density (as a function of \(x\) and \(x'\)) along the \(x\) axis. However, the two-dimensional cross-spectral density (as a function of \(x, x', y,\) and \(y'\)) can be treated in the same manner. As seen from Eqs. (5.15) and (5.16), the spectral density distribution retrieved by the present interferometric imaging is the same functional form as the intensity distribution obtained by an ordinary imaging system. The area of the cross-spectral density measurements and the distance between the source and the observation plane correspond to the aperture and \(2f\) of the lens respectively. Namely, the same intensity distribution can be obtained behind the observation plane by setting a cylindrical lens with a focal length \(f = \frac{z_s}{2}\) and width of \(D\) on the observation plane. In interferometric imaging based on the van Cittert-Zernike theorem, the point spread function is a sinc function because the retrieved intensity distribution is given as the Fourier transform of the mutual intensity across the observation plane. The retrieved function can thus take a negative value. In contrast, the intensity distribution retrieved by the present method is always positive, as is obvious from the above results.

### 5.2.2 Incoherence gating in interferometric imaging

We can retrieve the 3-D intensity distribution of a spatially, partially coherent source in a slab geometry because the propagation law of the angular cross-spectral density can be derived without any requirements for the spatial coherence. However, confirming the existence and determining the location of the spatially, partially coherent source, particularly the source with a fuzzy outline, are difficult using the present method. In contrast, detecting the spatially incoherent sources can be effectively
processed from the retrieved sequential cross-spectral densities. In this subsection, a novel method to detect spatially incoherent sources based on the retrieval of the cross-spectral density described in Subsection 5.2.1 is presented. To reconstruct the intensity distribution in the 3-D space, we need only \( W(r_\perp, r_\perp; \nu) \) components of a sequence of retrieved cross-spectral densities. However, components of the cross-spectral density with \( r_\perp \neq r'_\perp \) designate the state of the spatial coherence across an arbitrary transverse plane. Let us assume a spatially incoherent planar source. If the magnitude of the retrieved cross-spectral density, as a function of a two-point separation \( \Delta r_\perp = r - r'_\perp \) for a specific average coordinate \( \hat{r}_\perp = (r_\perp + r'_\perp)/2 \) across a particular transverse plane, varies smoothly around \( \Delta r_\perp = 0 \), it implies that the incoherent source does not exist at \( \hat{r}_\perp \). In contrast, a sharp or narrow peak at \( \Delta r_\perp = 0 \) implies the possible existence of the incoherent source at \( \hat{r}_\perp \).

In order to evaluate the sharpness or the narrowness of the magnitude of the cross-spectral density at \( \Delta r_\perp = 0 \), we use the second-order differential of the magnitude of the cross-spectral density with respect to \( \Delta r_\perp \):

\[
D^{(2)}(\Delta r_\perp, \hat{r}_\perp; \nu) \equiv - \frac{\partial^2 |W^{(2)}(\Delta r_\perp, \hat{r}_\perp; \nu)|}{\partial (\Delta r_\perp)^2}.
\]  (5.17)

For evaluating the state of the spatial coherence of the wavefields, a full width at half the maximum (FWHM) of the cross-spectral density or the spectral degree of coherence is used in many cases. The reason that we use the second order differential of the cross-spectral density is to make it possible to detect spatially incoherent sources even if the sources are illuminated by other bright sources. When there is only one spatially incoherent source, the magnitude of the cross-spectral density across the source plane is equal to the spectral density of the source at \( \Delta r_\perp = 0 \), but 0 at \( \Delta r_\perp \neq 0 \). In this case, of course, the source can be detected using both the FWHM and the
second-order differential of the cross-spectral density. However, in case that the source is illuminated brightly by other sources, the cross-spectral density across the source plane is not 0 at $\Delta r_\perp \neq 0$ because the propagated wavefields are partially correlated and the cross-spectral density is represented as a summation of these contributions (see Eq. (5.4)). Namely, the FWHM of the cross-spectral density with respect to $\Delta r_\perp$ depends on the illumination by other sources. On the other hand, the second order differential of the cross-spectral density at $\Delta r_\perp = 0$ is independent of such a illumination since the second-order differential designates the sharpness. Thus the spatial distribution of the second-order differential at $r_\perp = 0$ with respect to $\Delta r_\perp$ shows a measure of the incoherence over the $x$-$y$-$z$ space, and a moderate gate will be enable us to detect the spatially incoherent sources.

5.3 Experimental demonstrations

5.3.1 Experiment of 3-D imaging

To verify the theory stated in the previous section, experiments for retrieving the 3-D intensity distribution over a diffraction field incorporating the uncorrelated two point sources were demonstrated. The schematic of the experimental setup is shown in Fig. 5.2. Two single-mode optical fibers (core diameters 8 $\mu$m) and individual He-Ne lasers (wavelength 632.8 nm) simulate the uncorrelated two point sources. Tips of fibers are separated by 0.8 mm along the $x$ axis and 20 mm along the $z$ axis. The wavefront folding interferometer used in the experiment is same as that presented in Chapter 4. For simplicity, only the cross-spectral density along the $x$ axis was measured. The principle and the procedure of the measurements are also same as that in Chapter 4, and details are omitted here. In the present experiment, the ends
of fibers were also moved along the $x$ axis by using a micropositioner instead of moving the entire interferometer. Five hundred and twelve frames of fringe images were taken by the camera while fiber tips were moved 2.4 mm. The real and the imaginary parts of the cross-spectral density across the observation plane are shown in (a) and (b) of Fig. 5.3 as gray-level images. Whiter levels indicate higher values. The origin of the coordinate system is at the center of each figure, and the cross section along the diagonal line from the top right to the bottom left of the real part represents the spectral density distribution across the observation plane.

To retrieve the cross-spectral density across an arbitrary transverse plane, the two-dimensional Fourier transform of the measured cross-spectral density with respect to $x$ and $x'$ is calculated by a FFT program. Substituting the distance to the target plane into Eq. (5.5) and taking the inverse Fourier transform give the required cross-
Fig. 5.3. (a) Real and (b) imaginary parts of the measured cross-spectral density across the observation plane expressed by gray-level images.

Fig. 5.4. Real parts of retrieved cross-spectral densities across (a) source 1 plane at $z = 110$ mm and (b) source 2 plane at $z = 130$ mm.

spectral density. The real parts of cross-spectral densities across two source planes at $z = 110$ and 130 mm are shown in (a) and (b) of Fig. 5.4. Since each gray-level image is normalized by its maximum and minimum, zero-levels differ from each other. As seen from the two figures, the cross-spectral density of the focused source appears as a
point while that of the defocused source is stretched in the $x-x'$ plane. The extension of the defocused cross-spectral density along the $\Delta x = x - x'$ direction means that the field that propagated from the source at the other plane is spatially correlated. Repeating the same procedures while varying the distance of a target plane, we can reconstruct a sequence of cross-spectral densities over the $x$-$z$ plane and retrieve the $x$-$z$ intensity distribution by extracting components of $x = x'$. The result is shown in Fig. 5.5. The bottom of the figure is the observation plane. The separations along both the $x$ axis and the $z$ axis are retrieved almost exactly. Although the light is emitted toward the negative direction of $z$, the intensity distribution appears not only in the negative direction of $z$ but also almost symmetrically in the positive direction from sources. In addition, the narrow rod-like part around the near source is longer than that of the far source because the intensity distribution retrieved by the present
interferometric imaging system is equivalent to that obtained by an ideal imaging system using a lens as shown in the previous section.

![Intensity distributions on the x-z plane for a point source. (a) Theoretically calculated and (b) experimental results.](image)

Fig. 5.6. Intensity distributions on the x-z plane for a point source. (a) Theoretically calculated and (b) experimental results.

Next, we retrieved the x-z intensity distribution using one point source located on the optical axis in order to evaluate the point spread function discussed in Section 5.2. Since Eq. (5.16) is derived by using paraxial approximations, it does not represent the exact intensity distribution on the x-z plane. Therefore, numerical calculation was performed by a computer without the paraxial approximation. Fig. 5.6 (a) is a result of the calculation for a point source. A distance between the source and the observation plane is 100 mm, and the baseline length for measuring the cross-spectral density is 2.4 mm. Fig. 5.6 (b) is an experimental results under the same condition as the numerical computation. As seen from two figures, the experimental results almost agree with the theory though a contrast of the experimental result is a little worse than that of the theoretical result.
5.3.2 Experiment of incoherence gating

The incoherence gating technique explained in Section 5.2 was demonstrated by using the sequence of retrieved cross-spectral densities which was reported in Subsection 5.3.1. The intensity distribution on the $x$-$z$ plane is shown in Fig. 5.7 (a). Note that the sequence of cross-spectral densities was retrieved using the measured cross-spectral density whose range differs from the results shown in Subsection 5.3.1, i.e., $-2.4 \leq \Delta x \leq 2.4$ mm and $-1.2 \leq \hat{x} \leq 1.2$ mm. Therefore, the profile of the intensity distribution over the $x$-$z$ plane is somewhat different from Fig. 5.5. Although only $W^{(z)}(x, x; \nu)$ components of the sequence of cross-spectral densities are plotted, we have $W^{(z)}(x', x; \nu)$ for all $z$’s in the slab geometry of Fig. 5.7 (a). By taking the second-order differential of the cross-spectral density with respect to $\Delta x$, $D^{(z)}(\Delta x, \hat{x}; \nu)$’s for each $z$ are obtained. The spatial distribution of $D^{(z)}(\Delta x, \hat{x}; \nu)$ in the same slab geometry as Fig. 5.7 (a) is shown in Fig. 5.7 (b) as a gray-level image. This image can be regarded as a measure of spatial incoherence over the $x$-$z$ plane. Radiations from two primary sources seen in Fig. 5.7 (a) thus disappear in (b) because propagated wavefields are partially correlated. A triangular area appears slightly in $-0.3 \leq x \leq 0.4$ mm, $60 \leq z \leq 90$ mm. This means that the superposition of wavefields reduce the spatial coherence of the field. This fact is very important and represents the difference between the intensity distribution and the $D^{(z)}(\Delta x, \hat{x}; \nu)$ distribution. A dark primary source may thus be detected under bright illumination. To distinguish primary sources from the radiation clearly, a gate with a moderate threshold is adopted to $D^{(z)}(\Delta x, \hat{x}; \nu)$. In the present demonstration, the threshold was set to 50% of the maximum of $D^{(z)}(\Delta x, \hat{x}; \nu)$. The result is shown in Fig. 5.7 (c). As seen from the figure, primary sources alone are plotted as small spots and correlated radiations.
Fig. 5.7. (a) Intensity distributions on the $x$-$z$ plane for two point sources. (b) $D^{(z)}(\Delta x, \hat{x}; \nu)$ on the $x$-$z$ plane. (c) $D^{(z)}(\Delta x, \hat{x}; \nu)$ after the gating.
disappear.

In this simple demonstration, almost the same result as Fig. 5.7 (c) may be obtained by adjusting the contrast or gating of the intensity distribution shown in Fig. 5.7 (a). However, as pointed out above, the \( D(z)(\Delta x, \hat{x}; \nu) \) distribution is quite different from the intensity distribution because the \( D(z)(\Delta x, \hat{x}; \nu) \) distribution is a measure of the field correlation around a specific point \( \hat{x} \). Therefore, this technique will enable us to detect primary sources such as spatially incoherent planar sources not only point sources.

### 5.4 Conclusion

A new interferometric 3-D imaging method based on retrieving the sequential cross-spectral densities was proposed. The cross-spectral density across an arbitrary transverse plane can be retrieved by using the propagation law described in the spatial-frequency domain. Details of an experiment that incorporated two point sources were also presented. Results of the experiment agreed well with the theoretical expectations. The point spread function of the proposed interferometric imaging system and its similarity to an ordinary imaging system were discussed. It was proven that the retrieved intensity distribution coincides with that measured by a image forming lens whose linear dimension is the same as the baseline length. To detect spatially incoherent sources, an incoherent gating technique which estimates field correlations from the sequence of retrieved cross-spectral densities was proposed. By taking the second-order differential of the cross-spectral density with respect to the two-point separation, primary sources were separated from partially correlated field.
Chapter 6

Interferometric 3-D imaging and generalized radiance distribution

6.1 Introduction

Using the propagation law of the cross-spectral density described in the spatial-frequency domain, a new technique for retrieving the 3-D intensity distribution was proposed in Chapter 5.[87, 88] However, this principle requires a high computational load because of the successive Fourier transform of the four-dimensional cross-spectral density.

On the other hand, problems in the relationship between the spatial coherence and radiometry have been investigated for the last three decades.[89–104] Various definitions of the generalized radiance function (GRF) have been proposed, and theoretical investigations of propagating properties of the radiance dependent upon the source correlation have also been made since Walther first generalized this concept.[105] Walther defined two types of GRFs in his pioneering publications.[105, 106]

From this background, another new interferometric 3-D imaging technique based on retrieving the spatial distributions of Walther’s GRF is presented in this chapter.
Both the first and the second GRF distributions are retrieved from the measured cross-
spectral density across the observation plane that is perpendicular to the optical axis. It is known that Walther’s first GRF well conserves along rays particularly in the paraxial resume. Therefore, the first GRF is useful in such as a tomography rather than for 3-D imaging. In contrast, conservation of the second GRF is much worse than that of the first except for the limit of short wavelength. The second GRF is thus useful for 3-D imaging. One advantage of this method is the rapidity of required processing. Retrieving the 3-D image by this method is completed much faster than the method based on retrieving sequential cross-spectral densities.

The principle of the 3-D imaging technique is given by summarizing the relation between Walther’s first and second definitions of GRF and the cross-spectral density in Section 6.2. The point spread functions (PSFs) of the proposed imaging technique are also derived. Next, numerically calculated examples of GRF images are presented, and differences between the first and second GRFs are discussed in Section 6.3. The results of experimental demonstrations conducted by incorporating uncorrelated two point sources are shown in Section 6.4. Although the Walther’s second GRF is originally defined as a real part of the complex radiance function,[78] we also deal with the magnitude of the complex radiance function. The retrieved 3-D image displayed by the magnitude of the complex radiance function clearly designates the source location compared with that displayed by the real part of the complex radiance function.

6.2 Formulation of principle

The principle of the present imaging technique is based on the propagation law of cross-spectral density in the four-dimensional spatial-frequency domain and the rela-
tionship between the cross-spectral density and Walther’s radiance functions. These materials are common in literature on radiometry and coherence, so we quickly summarize the relevant part of the theory, which we use to describe the optical system in the geometry illustrated in Fig. 6.1. We assume planar, quasi-monochromatic light sources in a source plane located at \( z = z_s > 0 \) and an observation plane at \( z = 0 \) which is parallel to the source plane. The origin of the coordinate system is on the observation plane. The forward and the inverse propagation laws of the angular cross-spectral density are then represented by

\[
\tilde{W}^{(0)}(k_\perp', k_\perp; \nu) = \exp \left[ i(k_z - k'_z)z \right] \tilde{W}^{(z)}(k_\perp', k_\perp; \nu),
\]

(6.1)

and

\[
\tilde{W}^{(z)}(k_\perp', k_\perp; \nu) = \exp \left[ -i(k_z - k'_z)z \right] \tilde{W}^{(0)}(k_\perp', k_\perp; \nu),
\]

(6.2)

as described in Section 4.2. Next, we introduce GRF over the reference plane at \( z \). Walther’s first GRF[105] is defined by

\[
B_{1st}^{(z)}(r_\perp, s; \nu)
\]

Fig. 6.1. Geometry of optical system considered.
\[ \begin{align*}
= |s_z| \left( \frac{k}{2\pi} \right)^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W^{(z)}(r_\perp - \rho_\perp/2, r_\perp + \rho_\perp/2; \nu) \exp(-ik_\perp \cdot \rho_\perp) d^2 \rho_\perp \\
= |s_z| \left( \frac{k}{2\pi} \right)^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{W}^{(z)}(k_\perp - q_\perp/2, k_\perp + q_\perp/2; \nu) \exp(ik_\perp \cdot r_\perp) d^2 q_\perp, \quad (6.3)
\end{align*} \]

where \( s = (s_\perp, s_z) = (s_x, s_y, s_z) = k/|k| \). The complex radiance function is defined by

\[ B_c^{(z)}(r_\perp, s; \nu) = |s_z| \left( \frac{k}{2\pi} \right)^2 \int_{-\infty}^{\infty} W^{(z)}(r_\perp, r_\perp + \rho_\perp; \nu) \exp(-ik_\perp \cdot \rho_\perp) d^2 \rho_\perp \\
= |s_z| \left( \frac{k}{2\pi} \right)^2 \int_{-\infty}^{\infty} \tilde{W}^{(z)}(k_\perp - q_\perp, k_\perp; \nu) \exp(iq_\perp \cdot r_\perp) d^2 q_\perp. \quad (6.4) \]

The real part of the complex radiance function coincide with the Walther’s original definition of the second GRF.[106] Using Eqs. (2.44) and (6.1), the cross-spectral density across an arbitrary transverse plane is retrieved using the measured cross-spectral density across the observation plane, and both the first GRF and the complex radiance function across the arbitrary transverse plane can finally be obtained directly from the measured cross-spectral density:

\[ B_{1st}^{(z)}(r_\perp, s; \nu) = |s_z| \left( \frac{k}{2\pi} \right)^2 \int_{-\infty}^{\infty} \tilde{W}^{(0)}(k_\perp - q_\perp/2, k_\perp + q_\perp/2; \nu) \\
\quad \times \exp \left[ iq_\perp \cdot r_\perp - i(\kappa_{1st}^{(+)\perp} - \kappa_{1st}^{(-)\perp}) z \right] d^2 q_\perp, \quad (6.5) \]

and

\[ B_c^{(z)}(r_\perp, s; \nu) = |s_z| \left( \frac{k}{2\pi} \right)^2 \int_{-\infty}^{\infty} \tilde{W}^{(0)}(k_\perp - q_\perp, k_\perp; \nu) \\
\quad \times \exp \left[ iq_\perp \cdot r_\perp - i(k_z - \kappa_c) z \right] d^2 q_\perp, \quad (6.6) \]

where

\[ \kappa_{1st}^{(\pm)\perp} = -[k^2 - (k_\perp \pm q_\perp/2)^2]^{1/2}, \quad (6.7) \]

and

\[ \kappa_c = -[k^2 - (k_\perp - q)^2]^{1/2}. \quad (6.8) \]
Retrieved radiance functions reflect the intensity distribution. Let us consider radiance functions for the quasi-homogeneous source. The assumption of quasi-homogeneity implies that the spectral density $S(z; r_{\perp}; \nu)$ varies much more slowly than the effective correlation length which is characterized by the spectral degree of coherence $\mu(z; r_{\perp}; \nu)$, and the first GRF at $z$ can be then written by

$$B^{(z)}_{\text{lst}}(r_{\perp}, s) = |s_z| \left( \frac{k}{2\pi} \right)^2 S(z; r_{\perp}; \nu) \tilde{\mu}^{(z)}(k; \nu), \quad (6.9)$$

and the complex radiance function can be written by

$$B^{(z)}_{c}(r_{\perp}, s) = |s_z| \left( \frac{k}{2\pi} \right)^2 \iint_{-\infty}^{\infty} S^{(z)}(r_{\perp} + \rho_{\perp}/2; \nu) \mu^{(z)}(\rho_{\perp}; \nu) \exp(-ik_{\perp} \cdot \rho_{\perp}; \nu) d^2\rho_{\perp}, \quad (6.10)$$

where $\tilde{\mu}(k; \nu)$ is the two-dimensional Fourier transform of the spectral degree of coherence. In a special case where the source field is spatially incoherent, both radiance functions across the source plane are proportional to the intensity distribution as follows:

$$B^{(z)}_{\text{lst}}(r_{\perp}, s) = B^{(z)}_{c}(r_{\perp}, s) = |s_z| \left( \frac{k^2}{(2\pi)^3} \right) S^{(z)}(r_{\perp}; \nu). \quad (6.11)$$

Both the first GRF and the complex radiance function are obtained by taking the two-dimensional Fourier transform of the product of the propagation kernel and the angular cross-spectral density of the observation plane. In a practical experiment, the cross-spectral density with respect to all pairs of points $(r_{\perp}', r_{\perp})$ within the observation area may be measured using a rotational-share interferometer or a wavefront folding interferometer. Therefore, the four-dimensional Fourier transform of the measured cross-spectral density with respect to $r_{\perp}$ and $r_{\perp}'$ must be taken. After taking the Fourier transform, successive applications of Eq. (6.5) or Eq. (6.6) by changing $z$ give sequential distributions of the first GRF or the complex radiance function over the
$x$-$y$-$z$ space. It should be noted that the selected direction of $s$ in Eq. (6.5) must not be $(0, 0, -1)$ for 3-D imaging because the first GRF is independent of the propagation distance $z$ when $s_\perp = (0, 0)$. This implies that the first GRF with respect to a direction parallel to the optical axis is completely conserved as propagating in free space.

Next, we derive PSFs of the retrieved first GRF and the complex radiance function. Let us assume a primary point source at $r_s = (r_{s\perp}, z_s) = (x_s, y_s, z_s)$. The cross-spectral density across the primary source plane is then represented by

$$\Omega^{(z_s)}(r_{r\perp}, r_{s\perp}; \nu) = \Omega_o \delta^2 \left( \frac{r_{r\perp} + r'_{r\perp}}{2} - r_{s\perp} \right) \delta^2 (r_{r\perp} - r'_{r\perp}),$$

(6.12)

where $\delta^2 (r_{r\perp})$ is the Dirac delta function and $\Omega_o$ is a positive constant. The angular cross-spectral density across the source plane is obtained by taking the four-dimensional Fourier transform of $\Omega^{(z_s)}(r_{r\perp}, r_{s\perp}; \nu)$:

$$\tilde{\Omega}^{(z_s)}(k'_{r\perp}, k_{r\perp}; \nu) = \frac{\Omega_o}{(2\pi)^2} \exp \left[ -i (k_{r\perp} - k'_{r\perp}) \cdot r_{s\perp} \right].$$

(6.13)

Hence, the angular cross-spectral density of the source field is represented as[86]

$$\tilde{W}^{(z_s)}(k'_{r\perp}, k_{r\perp}; \nu) = \frac{(2\pi)^2}{k_z k'_z} \tilde{\Omega}^{(z_s)}(k'_{r\perp}, k_{r\perp}; \nu) = \frac{\Omega_o}{k_z k'_z} \exp \left[ -i (k_{r\perp} - k'_{r\perp}) \cdot r_{s\perp} \right].$$

(6.14)

The angular cross-spectral density across the observation plane can be written as a product of $\tilde{W}^{(z_s)}(k'_{r\perp}, k_{r\perp}; \nu)$ and the propagation kernel based on Eq. (6.1) as

$$\tilde{W}^{(0)}(k'_{r\perp}, k_{r\perp}; \nu) = \frac{(2\pi)^2}{k_z k'_z} \tilde{\Omega}^{(z_s)}(k'_{r\perp}, k_{r\perp}; \nu) = \frac{\Omega_o}{k_z k'_z} \exp \left[ -i (k_{r\perp} - k'_{r\perp}) \cdot r_{s\perp} \right].$$

(6.15)

Taking the four-dimensional inverse Fourier transform of $\tilde{W}^{(0)}(k'_{r\perp}, k_{r\perp}; \nu)$ yields the cross-spectral density across the observation plane:

$$W^{(0)}(r_{r\perp}, r_{s\perp}; \nu) = \frac{1}{(2\pi)^2} \iiint_{-\infty}^{\infty} \tilde{W}^{(0)}(k'_{r\perp}, k_{r\perp}; \nu) \exp \left[ i (k_{r\perp} \cdot r_{r\perp} - k'_r \cdot r'_{r\perp}) \right] d^2 k_{r\perp} d^2 k'_r$$

$$= \Omega_o f^s(r'_{r\perp} - r_{s\perp}) f(r_{r\perp} - r_{s\perp}),$$

(6.16)
where
\[ f(r_\perp) = \int_{-\infty}^{\infty} \frac{1}{2\pi|k_\perp|} \exp \left[ i(k_z z_s + k_\perp \cdot r_\perp) \right] d^2 k_\perp. \] (6.17)

Let us now use a paraxial approximation with respect to \( k_z \) and \( k_z' \) derived by the Tailor series:
\[ k_z \simeq -k + \frac{k_z^2}{2k}, \] (6.18)
then \( f(r_\perp) \) is written as
\[ f(r_\perp) \simeq \frac{i}{z_s} \exp(-ikz_s) \exp \left( -\frac{ik}{2z_s} r_\perp^2 \right). \] (6.19)

On substituting Eq. (6.19) into Eq. (6.16), the cross-spectral density across the observation plane is rewritten as
\[ W^{(0)}(r_\perp', r_\perp; \nu) = \Omega_o \left( \frac{2\pi z_s}{z_s^2} \right)^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(r_\perp) A(r_\perp') \times \exp \left\{ \frac{ik}{2z_s} \left[ (r_\perp' - r_{s\perp})^2 - (r_\perp - r_{s\perp})^2 \right] \right\} \times \exp[-i(k_\perp \cdot r_\perp - k_\perp' \cdot r_\perp')] d^2 r_\perp d^2 r_\perp'. \] (6.20)

In a practical measurement of the cross-spectral density, the range of \( r_\perp \) and \( r_\perp' \) is limited by the linear dimension of a photodetector array. Therefore, the measured cross-spectral density is represented by a product of \( W^{(0)}(r_\perp', r_\perp; \nu) \) and the transmission function \( A(r_\perp) \) as
\[ W_m^{(0)}(r_\perp', r_\perp; \nu) = A(r_\perp') W^{(0)}(r_\perp', r_\perp; \nu) A(r_\perp). \] (6.21)

Note that \( A(r_\perp) \) is a real function and takes 1 in the measurement area and 0 outside. The four-dimensional Fourier transform of the measured cross-spectral density is then represented by
\[ \tilde{W}_m^{(0)}(k_\perp', k_\perp; \nu) = \frac{\Omega_o}{(2\pi z_s)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(r_\perp) A(r_\perp') \times \exp \left\{ \frac{ik}{2z_s} \left[ (r_\perp' - r_{s\perp})^2 - (r_\perp - r_{s\perp})^2 \right] \right\} \times \exp[-i(k_\perp \cdot r_\perp - k_\perp' \cdot r_\perp')] d^2 r_\perp d^2 r_\perp'. \] (6.22)
Making the paraxial approximation shown in Eq. (6.18), the first GRF and the complex radiance function are represented by

$$B_{1st}^{(z)}(r_\perp, s; \nu) = |s_z| \left( \frac{k}{2\pi} \right)^2 \int_{-\infty}^{\infty} \tilde{W}^{(0)}(k_\perp - q_\perp/2, k_\perp + q_\perp/2; \nu) \times \exp [i q_\perp \cdot (r_\perp - s_\perp z)] d^2q_\perp,$$  \hspace{1cm} (6.23)

and

$$B_{c}^{(z)}(r_\perp, s; \nu) = |s_z| \left( \frac{k}{2\pi} \right)^2 \int_{-\infty}^{\infty} \tilde{W}^{(0)}(k_\perp - q_\perp, k_\perp; \nu) \exp [i q_\perp \cdot (r_\perp - s_\perp z)] \times \exp \left\{ \frac{i z}{2k} \left[ q_\perp^2 + (s_\perp \cdot q_\perp)^2 \right] \right\} d^2q_\perp.$$

\hspace{1cm} (6.24)

As a simple example, let us assume that the source is located at \((x_s, 0, z_s)\) and that the cross-spectral density along only the \(x\) axis is measured within a baseline length of \(D\). The transmission function is then represented by

$$A(r_\perp) = \text{rect} \left( \frac{x}{D} \right) \delta(y).$$ \hspace{1cm} (6.25)

To derive PSFs of the first GRF and the complex radiance function, we set \(z = z_s\) in Eqs. (6.23) and (6.24). Moreover, we consider the first GRF and the complex radiance function with respect to the fixed direction \(s = (0, 0, -1)\) for simplicity. Under these circumstances, we obtain the PSF of the first GRF over the \(x-z\) plane by substituting Eqs. (6.22) and (6.25) into Eq. (6.23) as follows:

$$B_{1st,m}^{(z)}(x, 0) = \frac{\Omega_o D}{2} \left( \frac{k}{\pi z_s} \right)^2 \text{rect} \left( \frac{x}{D} \right) \sin \left\{ \frac{k}{z_s} (D - 2|x|)[x - x_s] \right\} \frac{kD}{z_s} \left[ x - x_s \right],$$ \hspace{1cm} (6.26)

and the PSF of the complex radiance function is similarly derived by substituting Eqs. (6.22) and (6.25) into Eq. (6.24) as

$$B_{c,m}^{(z)}(x, 0) = \Omega_o \left( \frac{k}{2\pi z_s} \right)^{5/2} \exp \left( \frac{i\pi}{4} \right) \left[ F(\alpha^{(+)} - F(\alpha^{(-)}) \right] \times \exp \left[ -\frac{ik}{2z_s} \left( x^2 - x_s^2 \right) \right] \text{sinc} \left[ \frac{kD}{2z_s} (x - x_s) \right].$$ \hspace{1cm} (6.27)
where
\[ F(\alpha) = \frac{1}{1 - i} \int_{-\infty}^{\alpha} \exp\left( -i\frac{\pi\tau^2}{2} \right) d\tau, \quad (6.28) \]
and
\[ \alpha^{(\pm)} = \sqrt{\frac{k}{\pi z_s}} \left( \pm \frac{D}{2} - x_s \right). \quad (6.29) \]

Based on the results expressed in Eqs. (6.26) and (6.27), profiles of PSFs of the first GRF, the real part, and the magnitude of the complex radiance function are plotted in Fig. 6.2 (a), (b), and (c), respectively, for source locations of \( x_s = 0 \) mm, 0.3 mm, and 0.6 mm. Other parameters used are \( k = 9,929 \) rad/mm, \( D = 2.4 \) mm, and \( z_s = 110 \) mm. Each power is normalized by the peak of the first PSF for \( x_s = 0 \), namely, in the case that the point source is located on the optical axis. As seen from Fig. 6.2 (a), the peak of the PSF of the first GRF becomes lower and the width broadens as the source location moves away from the optical axis. When the point source is located apart from the optical axis, the period of oscillation is asymmetric to the peak of the PSF, and oscillation of the left side of the peak is faster than that of the right side. Since the first GRF with \( s = (0, 0, -1) \) is independent of \( z \), the same profile as Fig. 6.2 (a) is exhibited by the retrieved first GRF across any plane perpendicular to the optical axis. In contrast, widths of PSFs of the real part and the magnitude of the complex radiance function are almost unchanged when the source moves. Height differences of PSFs shown in Figs. 6.2 (b) and (c) are caused by the Fresnel integral term \( F(\alpha^{(+)}) - F(\alpha^{(-)}) \).

Next, let us confine ourselves to the resolving power along the \( x \) axis. The FWHM of PSFs of the first GRF, the real part, and the magnitude of the complex radiance function for \( x_s = 0 \) mm are, respectively, 0.0175 mm, 0.035 mm, and 0.035 mm under the same conditions as Fig. 6.2. This means that the resolving power of the first
Fig. 6.2. PSFs of (a) the first GRF, (b) the real part of the complex radiance function for the source location $s_x = 0$ mm, 0.3 mm, and 0.6 mm, and (c) the magnitude of the complex radiance function for the same $s_x$’s as (b).
GRF along the $x$ axis is the highest in those of three radiance functions for an object on the optical axis. However, PSF of the first GRF broadens as the source location shifts away from the optical axis as stated above, whereas the width of PSF of the magnitude of the complex radiance function is invariant within the paraxial area. The width in the PSF of the real part of the complex radiance function changes somewhat owing to the quadratic phase term.

6.3 Numerical calculation

Based on the mathematical formulation stated in Section 6.2, we will show the numerical examples of the retrieved radiance functions for a particular case. Assumed coordinate system and geometry are the same as those shown in Fig. 6.1. We assume monochromatic, spatially incoherent planar sources in a source plane located at $z = z_s = 100,000$ mm (100 m). The intensity distribution across the source plane is binary as shown in Fig. 6.3 (a). A region 2.4 mm square within the source plane is considered, and radiance distributions are calculated over the same area. The wavelength of light is assumed to be 632.8 nm.

As a beginning, the first GRF and the real part of the complex radiance function for fixed $s$'s across the observation plane are calculated under these circumstances, and the results are shown in Figs. 6.3 (b) and (c). Since gray-levels are normalized by each maximum and minimum of the calculated radiance functions, the zero-levels differ. The direction $s$ for the first GRF is set to $(1/2, 0, -\sqrt{3}/2)$, namely, the angle between $s$ and the optical axis is $30^\circ$ on the $x$-$z$ plane. Remember that the first GRF for $s = (0, 0, -1)$ is independent of the propagation distance, and the same image as the original source intensity will be obtained across any transverse planes. The
direction of \( s \) for the complex radiance function is set to \((0, 0, -1)\). It is seen from Fig. 6.3 (b) that the image retrieved as the first GRF exhibits shapes of three starred source with periodic oscillation that appears toward \( s_\perp \). In contrast, the complex radiance function expands to the entire image.

Next, we inversely propagate the first GRF and the complex radiance function across the reference plane that is separated from the observation plane by 99,900 mm (99.9 m), that is, 100 mm from the source plane. The retrieved images are shown in Figs. 6.3 (d), (e), and (f). Figures 6.3 (e) and (f) are, respectively, the real part and the magnitude of the complex radiance function. As seen from Fig. 6.3 (d), the image retrieved as the first GRF almost coincides with the original source intensity though the contrast is lower than that of Fig. 6.3 (a) because of minute oscillation around the edge of the sources. The complex radiance functions shown in Figs. 6.3 (e) and (f) barely exhibited the three starred sources, but, images are much blurred compared with the first GRF. The calculated results of radiance functions across the source plane are omitted because they are simply proportional to the source intensity as obvious from Eq. (6.11).

Differences between the first GRF and the complex radiance function imply the conservation characteristics of the radiance functions. As obvious from simulation results shown in this section, the conservation of the complex radiance function along \( s \) is much worse than that of the first GRF. In other words, the retrieved image as the complex radiance function is considerably blurred when \( z \neq z_s \). The large angle between \( s \) and the optical axis makes the first GRF more blurred, but it may be impracticable to measure the cross-spectral density to retrieve the first GRF with an extremely large angle. For this reason, the complex radiance function is more useful than the first GRF for 3-D imaging.
Fig. 6.3. (a) Intensity distribution of primary sources assumed for the computer simulation. (b) Spatial distribution of Walther’s first definition of GRF 100,000 mm from the source plane and (c) the real part of the complex radiance function at the same distance as (b). (d) The first GRF 100 mm from the source plane, (e) the real part, and (f) the magnitude of the complex radiance function at the same distance as (d).
6.4 Experimental demonstration

In this section, we report the results of an experimental demonstration for retrieving the spatial distribution of the first GRF and the complex radiance function. The experimental system and parameters were same as that presented in Chapter 5, namely the cross-spectral density across the observation plane which is illuminated by mutually uncorrelated two optical fibers was measured by the wavefront folding interferometer. Taking the two-dimensional Fourier transform of the measured cross-spectral density with respect to \( x \) and \( x' \) gives the angular cross-spectral density as a function of \( k_x \) and \( k'_{x'} \). Using this angular cross-spectral density, we retrieve Walther’s first GRF and the complex radiance function with respect to the fixed direction \( s = (0, 0, -1) \). The retrieved first GRF is plotted in Fig. 6.4 as a function of \( x \). As pointed out in Section 6.2, the first GRF with \( s_\perp = (0, 0) \) is independent of the propagating distance \( z \). Thus, two sharp peaks appear in Fig. 6.4 though the sources are located in different distances from the observation plane. In other words, the first GRF with \( s_\perp = (0, 0) \) is conserved completely as it is propagating. It should be noted that the intensity distribution retrieved based on the van Cittert-Zernike theorem is given as a function of an angle seen from the observation point unless the source distance is known in advance, however, the two-point separation (0.8 mm, in this case) is obtained by the first GRF without the source distance.

Next, the retrieved complex radiance function is shown. Unlike the first GRF, the complex radiance function depends on the propagating distance \( z \). A sequence of spatial distributions of the complex radiance function along the \( x \) axis from \( z = 0 \) mm to \( z = 200 \) mm is calculated based on Eq. (6.6). The real part and the magnitude of the complex radiance function are shown in Figs. 6.5 (a) and (b). Locations of two
Fig. 6.4. Retrieved first GRF as a function of $x$.

tips of optical fibers are retrieved almost exactly as higher values (white regions) in both figures. The cross sections of Figs. 6.5 (a) and (b) at $z = 110$ mm and 130 mm, in which two point sources are located, are shown in Figs. 6.6 (a), (b), (c), and (d). Sharp peaks in each graph represent focused sources. The oscillation appearing in Fig. 6.5 (a) is reduced in Fig. 6.5 (b), and it is also seen from Figs. 6.6 (a), (b), (c), and (d). Although we suggested that 3-D imaging is possible by using the first GRF with respect to the direction $s_\perp \neq (0,0)$, the first GRF and the complex radiance function with $s_\perp = (0,0)$ were shown as experimental results. As seen from Eqs. (6.5) and (6.7), the first GRF is well conserved in the direction of $s$. However retrieving the first GRF with large $|s_\perp|$ requires measuring the cross-spectral density with an extremely high spatial resolution.

In Chapter 5, a new interferometric 3-D imaging technique based on retrieving sequential cross-spectral densities within the considered slab geometry was proposed. The processing time required for calculating the intensity distribution by this method and the distribution of the complex radiance function over the $x$-$z$ plane was com-
Fig. 6.5. (a) Retrieved real part of the complex radiance function and (b) the magnitude of the complex radiance function on the $x$-$z$ plane
pared. It took 3,483 seconds to calculate the sequential cross-spectral density and the intensity distribution, in contrast the distributions of the complex radiance function shown in Figs. 6.5 (a) and (b) were calculated 8 seconds over the same slab geometry using a personal computer (CPU: Intel PentiumII 450MHz, OS: FreeBSD 2.2.8RELEASE). To retrieve sequential cross-spectral densities over the $x$-$z$ space, two-dimensional FFT and two-dimensional inverse FFT must be performed at every $z$ coordinate successively. In the present method, however, the two-dimensional
FFT is required only once, and a radiance distribution at a particular z-coordinate is given by one-dimensional FFT. Hence the processing time for these two methods much differs.

### 6.5 Conclusion

A new three-dimensional imaging technique based on retrieving Walther’s first and second definitions of the generalized radiance function was presented. The spatial distributions of these two types of generalized radiances can be calculated from the cross-spectral density propagated from primary sources in free space using the propagation law of the cross-spectral density described in the spatial-frequency domain. An experimental demonstration of this imaging method was conducted by incorporating uncorrelated two point sources. The three-dimensional locations of sources were retrieved almost exactly as a spatial distribution of Walther’s second definition of the generalized radiance. Walther’s first definition of the generalized radiance showed the two point separation along the direction perpendicular to the optical axis. However, the longitudinal resolution is much worse than that of the second generalized radiance under the same conditions. Mathematical formulations of the proposed method were given and the point spread functions were also derived.
Chapter 7

Noise-limitations of interferometric imaging

7.1 Introduction

We studied new interferometric imaging methods that are based on the inverse propagation law of the angular cross-spectral density in Chapters 4, 5 and 6. It is essential to evaluate the signal-to-noise ratio (SNR) of this 3-D imaging system. In this chapter, we first estimate SNR theoretically in two noise-limiting cases, that is, the photon-noise-limit and the detector-noise-limit. As is well known, the photon-noise that is generated in the photodetector depends on the input optical intensity and, on the other hand, the detector-noise is independent of the input intensity. We will derive SNR in these two cases for the wavefront folding interferometer which enables us to measure the cross-spectral density propagating from the source. After measuring images of the interference fringe, the cross-spectral density is obtained by using the FFT algorithm. The source image is then retrieved by applying the inverse propagation law of the angular cross-spectral density. We will investigate how the noise component propagate through these procedures. To verify the theoretical estimation of SNRs, experiments were conducted and the results are given.
7.2 Theoretical estimation for two noise-limitation cases

In this section, we derive the noise-limitations of the present interferometric imaging system. First, let us review briefly the principle for retrieving the source image with the wavefront folding interferometer.\[87, 88\] Geometry of the optical system is shown in Fig. 7.1. The observation plane is located at $z = 0$ and the origin of the coordinate system is set on the center of the observation plane. The reference plane and the source plane are located at $z = z_r$ and $z = z_s$, respectively, parallel to the observation plane. The source is assumed to be quasi-monochromatic but there is no requirements for the property of the source correlation.

In a practical experiment, we measure the cross-spectral density across the observation plane by using the wavefront folding interferometer that is illustrated in Fig. 7.2 as presented in Chapters 4, 5, and 6. The mirror is slightly tilted in order to introduce the carrier frequency $\alpha$ into the interference fringe toward the $y$ direction. The

![Fig. 7.1. Geometry of the optical system.](image-url)
coordinate along the CCD camera is $\Delta x = x_1 - x_2$ for a particular average coordinate $\hat{x} = (x_1 + x_2)/2$. The procedure of the experiment for measuring the cross-spectral density was stated in Chapter 4 in detail. Under these circumstances, let us derive the noise-limitation of this system. The intensity distribution on the CCD camera is represented by

$$I_o(\Delta x, \hat{x}, y) = I_N(\Delta x, \hat{x}, y) + I_1(x_1, y) + I_2(x_2, y) + W(0)(\Delta x, \hat{x}; \nu) \exp(i\alpha y) + \text{c.c.}, \quad (7.1)$$

where $I_N(\Delta x, \hat{x}, y)$ is the noise component, $I_1(x_1, y)$ and $I_2(x_2, y)$ are intensity distributions that are measured by stopping one of the beams from the mirror and the prism, and c.c. denotes the complex conjugate. Note that $\Delta x$, $\hat{x}$, and $y$ are integer variables. Since we assume that the source spectrum is quasi-monochromatic, the

Fig. 7.2. Experimental setup for the interferometric imaging.
spectral densities that appear in the spectral interference law[1] is replaced by the intensities. To obtain the cross-spectral density from the interference fringe, we extract the carrier frequency component in the spatial-frequency domain. We use the discrete Fourier transform in the following derivation because the practical procedures are performed with the FFT algorithm. The Fourier transform of Eq. (7.1) with respect to \( y \) is

\[
\tilde{I}_o(\Delta x, \hat{x}, f) = \sum_{y=0}^{Y-1} I_o(\Delta x, \hat{x}, y) \exp \left( \frac{2\pi iy}{Y} \right) = \tilde{I}_N(\Delta x, \hat{x}, f) + \tilde{I}_1(x_1, f) + \tilde{I}_2(x_2, f) + W^{(0)}(\Delta x, \hat{x}; \nu)\delta(f - \alpha) + W^{(0)}(\Delta x, \hat{x}; \nu)\delta(f + \alpha),
\]

(7.2)

where the tilde denotes the discrete Fourier transform. \( \tilde{I}_1(x_1, f) \) and \( \tilde{I}_2(x_2, f) \) appear around \( f = 0 \) because \( I_1(x_1, y) \) and \( I_2(x_2, y) \) are almost uniform over the observation plane. The carrier frequency component \( \tilde{I}_o(\Delta x, \hat{x}, \alpha) \) in the spatial-frequency domain can be expressed by

\[
\tilde{I}_o(\Delta x, \hat{x}, \alpha) = \tilde{I}_N(\Delta x, \hat{x}, \alpha) + W^{(0)}(\Delta x, \hat{x}; \nu).
\]

(7.3)

Here, we rewrite \( \tilde{I}_o(\Delta x, \hat{x}, \alpha) \) by \( W^{(0)}_m(\Delta x, \hat{x}; \nu) \) and \( \tilde{I}_N(\Delta x, \hat{x}, \alpha) \) by \( N_o(\Delta x, \hat{x}) \). Equation (7.3) is then rewritten as

\[
W^{(0)}_m(\Delta x, \hat{x}; \nu) = N_o(\Delta x, \hat{x}) + W^{(0)}(\Delta x, \hat{x}; \nu).
\]

(7.4)

The suffix \( m \) of \( W \) means the measured quantity. Equation (7.4) implies that the cross-spectral density obtained by the above Fourier procedure is represented simply by a summation of the noise component and the original cross-spectral density. To apply the inverse propagation law of the cross-spectral density described by Eq. (4.14), let the measured cross-spectral density be represented in the spatial-frequency domain:

\[
\tilde{W}^{(0)}_m(\Delta k, \hat{k}_x; \nu) = \sum_{\Delta x=0}^{M-1} \sum_{\hat{x}=0}^{N-1} W^{(0)}_m(\Delta x, \hat{x}; \nu) \exp \left[ -2\pi i \left( \frac{\Delta x \Delta k}{M} + \frac{\hat{x} \hat{k}_x}{N} \right) \right]
\]
\[ = \tilde{N}_\alpha(\Delta k_x, \hat{k}_x) + \tilde{W}^{(0)}(\Delta k_x, \hat{k}_x), \quad (7.5) \]

where \(\Delta k_x = k_{1x} - k_{2x}\) and \(\hat{k}_x = (k_{1x} + k_{2x})/2\). The Fourier transform of the cross-spectral density across the source plane can be obtained by applying the inverse propagation law with the distance between the observation plane and the source plane:

\[
\tilde{W}_m^{(z_s)}(\Delta k_x, \hat{k}_x; \nu) = \exp\left[-i(k_{1z} - k_{2z})z_s\right] \tilde{W}_m^{(0)}(\Delta k_x, \hat{k}_x; \nu) = \exp\left[-i(k_{1z} - k_{2z})z_s\right] \tilde{N}_\alpha(\Delta k_x, \hat{k}_x) + \tilde{W}^{(z_s)}(\Delta k_x, \hat{k}_x; \nu) \quad (7.6)
\]

By using the Fourier inverse, the cross-spectral density across the source plane is given as

\[
W_m^{(z_s)}(\Delta x, \hat{x}; \nu) = \frac{1}{MN} \sum_{\Delta k_x=0}^{M-1} \sum_{\hat{k}_x=0}^{N-1} \tilde{W}_m^{(z_s)}(\Delta k_x, \hat{k}_x; \nu) \exp \left[2\pi i \left(\frac{\Delta x \Delta k_x}{M} + \frac{\hat{x} \hat{k}_x}{N}\right)\right] \\
= \frac{1}{MN} \sum_{\Delta k_x=0}^{M-1} \sum_{\hat{k}_x=0}^{N-1} \exp \left[-i(k_{1z} - k_{2z})z_s + 2\pi i \left(\frac{\Delta x \Delta k_x}{M} + \frac{\hat{x} \hat{k}_x}{N}\right)\right] \\
+ W^{(z_s)}(\Delta x, \hat{x}; \nu). \quad (7.7)
\]

We finally obtain the general formulation of the variance of the retrieved cross-spectral density across the source plane:

\[
\langle \left| W_m^{(z_s)}(\Delta x, \hat{x}; \nu) - W^{(z)}(\Delta x, \hat{x}; \nu) \right|^2 \rangle = \left(\frac{1}{MN}\right)^2 \sum_{\Delta k_x=0}^{M-1} \sum_{\Delta k'_x=0}^{M-1} \sum_{\hat{k}_x=0}^{N-1} \sum_{\hat{k}'_x=0}^{N-1} \langle \tilde{N}_\alpha^*(\Delta k'_x, \hat{k}'_x) \tilde{N}_\alpha(\Delta k_x, \hat{k}_x) \rangle \\
\times \exp \left\{-i[(k_{1z} - k'_{1z}) - (k_{2z} - k'_{2z})] + 2\pi i \left[\frac{\Delta x(\Delta k_x - \Delta k'_x)}{M} + \frac{\hat{x}(\hat{k}_x - \hat{k}'_x)}{N}\right]\right\}. \quad (7.8)
\]

Next, let us derive the correlation function of the noise component. In case of the detector-noise-limit, the variance of the noise is independent of the input optical intensity. On the other hand, in case of the photon-noise-limit, the variance of the noise is proportional to the input optical intensity. Moreover, in both cases, the noise
component is temporally, spatially uncorrelated. Therefore, the correlation function of the noise component can be represented by

\[
\langle N^*_\alpha(\Delta x', \hat{x}')N_\alpha(\Delta x, \hat{x}) \rangle = \begin{cases} 
\sigma^2 \delta(\Delta x - \Delta x') \delta(\hat{x} - \hat{x}') & \text{(Detector-noise-limit)} \\
\bar{I}_o \delta(\Delta x - \Delta x') \delta(\hat{x} - \hat{x}') & \text{(Photon-noise-limit)}
\end{cases}
\] (7.9)

where \(\sigma\) is a constant, and \(\bar{I}_o\) is the average intensity over the CCD camera. Since the noise intensity depends on the input optical intensity in the photon-noise-limit, the correlation function also depends on the cross-spectral density across the observation plane in the strict sense. However, the bias intensity \(I_1(x_1, y)\) and \(I_2(x_2, y)\) is considerably higher because the interference efficiency is reduced by the intensity difference between \(I_1(x_1, y)\) and \(I_2(x_2, y)\), and the noise intensity is determined mainly by the average intensity over the CCD camera.

The four-dimensional Fourier transform of the correlation function described by Eq. (7.9) with respect to \(\Delta x, \Delta x', \hat{x}, \text{ and } \hat{x}'\) is

\[
\langle \tilde{N}_\alpha(\Delta k_x', \hat{k}_x') \tilde{N}_\alpha(\Delta k_x, \hat{k}_x) \rangle = \sum_{\Delta x=0}^{M-1} \sum_{\hat{x}=0}^{N-1} \langle N^*_\alpha(\Delta x', \hat{x}')N_\alpha(\Delta x, \hat{x}) \rangle \times \exp \left[ -2\pi i \left( \frac{\Delta x(\Delta k_x - \Delta k_x')}{M} + \frac{\hat{x}(\hat{k}_x - \hat{k}_x')}{N} \right) \right] 
\]

\[
= \begin{cases} 
\sigma^2 \delta(\Delta k_x - \Delta k_x') \delta(\hat{k}_x - \hat{k}_x') & \text{(Detector-noise-limit)} \\
\bar{I}_o \delta(\Delta k_x - \Delta k_x') \delta(\hat{k}_x - \hat{k}_x') & \text{(Photon-noise-limit)}
\end{cases}
\] (7.10)

On substituting from Eq. (7.10) into Eq. (7.8), we finally obtain the variances in the noise-limitations:

\[
\langle |W_m^{(z)}(\Delta x, \hat{x}; \nu) - W^{(z)}(\Delta x, \hat{x}; \nu)|^2 \rangle = \begin{cases} 
\sigma^2 & \text{(Detector-noise-limit)} \\
\bar{I}_o & \text{(Photon-noise-limit)}
\end{cases}
\] (7.11)
According to the above result, SNR is readily written by

\[
\text{SNR} = \begin{cases} 
\frac{W(z_s)(\Delta x, \hat{x}; \nu)}{\sigma_{W(z_s)}} & \text{(Detector-noise-limit)} \\
\frac{\sigma_{W(z_s)}}{\sqrt{\bar{I}_o}} & \text{(Photon-noise-limit)}
\end{cases}
\]

This result imply that SNR in the detector-noise-limit is proportional to the cross-spectral density across the source plane and that in the photon-noise-limit is proportional to the square root of the cross-spectral density (because $\bar{I}_o$ is proportional to $W(z_s)$). In addition, it should be noted that SNRs in both cases are independent of the number of the sampling points $M$ and $N$ that may be determined by the number of CCD pixels.

### 7.3 Experiments

To verify the theoretical evaluation derived in the previous section, a simple experiment was conducted. The experimental setup is shown in Fig. 7.2. The fundamental structure was stated in the previous section. A Halogen lamp (HAYASHI WATCHWORKS, LA-150 SAE) was used as a primary source. A single slit whose width is 0.6 mm masked the output light of the Halogen lamp, and this works as a secondary source. The distance between the observation plane (the mirror surface) and the source plane (the slit) is 155 mm. The spectrum of the superposed light from the wavefront folding interferometer becomes quasi-monochromatic after passing through the interference filter with the spectral bandwidth (FWHM) of 10 nm. The interference fringe is measured by the CCD camera (SONY, XC-73) that is linked to a flame grabber (CYBERTEK, CT-3000A) on a personal computer. Ten images are taken at every step of the positioning stage (MELLES GRIOT, NANOMOVER) for calculating the variances and SNR. Remember that $\hat{x}$ is varied by moving the source fixed on
the positioning stage instead of the entire interferometer as explained in Chapter 4. In this experiment, the number of steps for $\hat{x}$ was 512. Consequently, $512 \times 10$ flames were taken while the stage moves 2.4 mm, and each image was saved as 8 bit data on the computer. A sample of the image taken by the CCD camera is shown in Fig. 7.3. The horizontal axis denotes $\Delta x$ and the vertical axis denotes the $y$ axis. The intensity drops suddenly at $\Delta x = 0$ owing to the edge of the right-angled prism. This drop was corrected by using the interference fringe which is measured in the same way for a point source. From the images taken for all $\hat{x}$’s, the cross-spectral density across the observation plane is obtained as shown in Figs. 7.4 (a) and (b). Figure 7.4 (a) represents the real part and (b) the imaginary part. The cross section on the straight line of $\Delta x = 0$ in Fig. 7.4 (a) means the intensity distribution across the observation plane. Applying the inverse propagation law of the cross-spectral density with $z_s = 155$ mm gives the cross-spectral density across the source plane as in Figs. 7.4 (c)

![Fig. 7.3. Sample of the interference fringe obtained on the CCD camera.](image)
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Fig. 7.4. Measured (a) real and (b) imaginary parts of the cross-spectral density across the observation plane. Retrieved (c) real and (d) imaginary of the cross-spectral density across the source plane.

and (d). Figures 7.4 (c) and (d) also show the real and imaginary parts respectively. The cross section at $\Delta x = 0$ of the real part represents the intensity distribution across the source plane, namely, the rectangular profile resulting from the slit. In contrast, narrowness of the horizontal cross section of the real part implies the spatial incoherence of the source fields.
The two limiting cases were realized by tuning the manual gain control of the CCD camera. The gain level of the CCD camera used in this experiment can be tuned from 0 dB to 18 dB. The relationship between the rms noise and the average intensity over the CCD camera was investigated, and the result is shown in Fig. 7.5. The circular dots represent the rms noise with the gain level of 0 dB and the square dots represent the rms noise with the gain level of 18 dB. The linear line with small dots expresses the inclination of $\text{rms} \propto \sqrt{I}$. From this result, it can be seen that the photon-noise is dominant when the gain level is set to 0 dB and that the detector-noise is dominant at the gain level of 18 dB.

To evaluate the dependence of SNR on the cross-spectral density across the source plane, source images for two levels of the source intensity were retrieved. The average

![Fig. 7.5. Standard deviation versus the pixel value of the CCD camera used in the experiment.](image)
Fig. 7.6. (a)(b) Ensemble averages of the retrieved source intensity distributions. (c)(d) Variances of the retrieved intensity distributions. (e)(f) SNRs of retrieved images. Left side and right side are in the case of photon-noise-limit and detector-noise-limit respectively.

of 10 retrieved intensity distribution across the source plane, the variance, and SNR for two noise limiting cases were calculated for each of the two levels of the source intensity. The results are shown in Figs. 7.6 (a)-(f). Figure 7.6 (a) is the averaged intensity
distribution for the photon-noise-limiting case. Two levels of the source intensity are plotted by a bold and a thin lines respectively. The rugged structures appeared in the top of the intensity profiles reflect the nonuniformity of the intensity distribution over the end of fiber bundle linked to the Halogen lamp. The average intensities within the slit region \((-0.3 \leq x \leq 0.3\) are 250 and 107, respectively. Figure 7.6 (b) is, on the other hand, the averaged intensity distribution for the detector-noise-limiting case. The averages over the slit region are 184 and 84, respectively. Figures 7.6 (c) and (d) are the variances of retrieved intensity distributions for two noise limiting cases. The averages of the variances plotted in Fig. 7.6 are \(9.27 \times 10^{-4}\) and \(3.53 \times 10^{-4}\), and their ratio is 2.63. This ratio is approximately close to the intensity ratio of 2.34 as expected from Eq. (7.11). In contrast, the difference of the variances for the detector-noise-limiting case plotted in Fig. 7.6 (d) is small compared to that of in Fig. 7.6 (c). The averages are \(5.43 \times 10^{-3}\) and \(3.87^{-3}\), and their ratio is 1.40. Figures 7.6 (e) and (f) represent SNRs. The averages of SNRs in the photon-noise-limiting case are, respectively, 8,047 and 6,010, and their ratio is 1.34. This value is also close to the theoretical expectation \(\sqrt{2.34} = 1.53\). In the detector-noise-limiting case of Fig. 7.6 (f), the averages of SNRs are 2,678 and 1,477, and their ratio is 1.81 while the theoretically expected value is 2.19. Next, dependence of SNRs on the number of sampling points are investigated. According to the theoretical estimation, SNR does not depend on \(M\) or \(N\) (see Eq. (7.12)). In the above calculation, \(M\) and \(N\) are both 512. By using the same sampling interval, SNR was calculated with \(M = N = 256\), namely, regions of \(\Delta x\) and \(\hat{x}\) were reduced to half. The measured cross-spectral density that corresponds to the higher intensity in Fig. 7.6 (a) was truncated, and SNR was calculated. SNR with \(M = N = 512\), average of SNR over the source region was 8,047 as stated above, and average of SNR with \(M = N = 256\) was 7,989. This result
clearly verify the independence of SNR from the number of sampling points.

From these experimental results, it can be concluded that the theoretical estimation derived in the previous section is reasonable. Differences between the theoretical values and the experimental values that are seen especially in the detector-noise-limiting case may be owing to the slight dependence of the rms noise of the CCD camera on the input optical intensity as seen from Fig. 7.5. This means that the gain level of 18 dB of the CCD camera used in the experiment makes the detector-noise almost dominant but there still is a small influence of the photon-noise.

7.4 Conclusion

The SNRs of the coherence imaging system based on the wavefront folding interferometer were studied. The theoretically estimated SNRs in the two limiting cases, the photon-noise-limit and the detector-noise-limit, were compared with the experimental results. In the photon-noise-limiting case, the variance of the measured image was mainly determined by the average intensity over the CCD camera and, in contrast, that in the detector-noise-limiting case was constant. In both cases, SNRs was independent of the number of sampling points. Experimental demonstrations were conducted by using the single slit that worked as the source and the wavefront folding interferometer. Ten sets of the data were measured under the same condition and the statistics of the retrieved images were computed. Experimental results almost agreed with the theoretical expectations, and the theoretical estimated SNRs were confirmed.
Chapter 8

Concluding remarks

In this dissertation, novel theoretical analyses and experimental results about the propagation of spatial coherence function and new principles of interferometric imaging techniques are proposed. Followings are the summaries presented in the sequence of chapters:

In Chapter 1, the background of this dissertation was stated. The history of studies on the spatial coherence, the correlation-induced spectral changes, and the interferometric imaging techniques were briefly reviewed.

In Chapter 2, the fundamental concepts of the spatial coherence function described in both the space-time domain and the space-frequency domain were reviewed. The introduction to the correlation-induced spectral changes and the propagation of the spatial coherence function was also given.

In Chapter 3, the correlation-induced spectral changes were studied theoretically and experimentally. The spectral changes in a Gaussian-like spectrum caused by the effects of spatial coherence and dispersive diffraction were investigated. It was shown that the spectral changes depend on the ratio of the coherence area $A_c$ to the area $\pi \rho^2$ of a circular aperture in the secondary source plane. The measured results were in
good agreement with the numerical results. The correlation-induced spectral changes that are caused by only the source correlation were also studied. The two point sources with the wide spectral bandwidth realized the variety of the spectral degree of coherence across the secondary source plane. The change in spectrum was observed by the wavefront folding image-forming system. It was verified quantitatively that the peak frequency of the observed spectrum changed toward higher or lower depending on the spectral degree of coherence across the secondary source plane and the observing location.

In Chapter 4, new interferometric imaging techniques for two-dimensional intensity distribution were presented. One enables us to determine the angular separation of two point sources and each spectral profile. A simple simulation experiment was conducted by incorporating two point sources with different spectra, and the experimental results verified the validity of the theoretical prediction. The other was a technique for retrieving the cross-spectral density propagating in free space across an arbitrary plane. Theoretical descriptions are based on the propagation law of the cross-spectral density described in the spatial-frequency domain. Results of an experiment demonstrating retrieval of the cross-spectral density across an arbitrary reference plane were also presented. The cross-spectral density in the observation area was measured by use of a wavefront folding interferometer, and the retrieved cross-spectral densities and the intensity distribution agreed well with the theoretical expectations.

In Chapter 5, a novel technique of interferometric 3-D imaging based on retrieving the sequential cross-spectral densities was presented. The cross-spectral density across an arbitrary transverse plane can be retrieved by using the propagation law described in the spatial-frequency domain in a same manner as that described in Chapter 4.
The 3-D intensity distribution was reconstructed from a sequence of the cross-spectral densities across planes within the slab geometry. Results of an experiment conducted by incorporating two point sources were also presented. The point spread function of the presented interferometric imaging system and its similarity to an ordinary imaging system were discussed. To detect spatially incoherent sources, a novel incoherence gating method based on the present interferometric imaging technique was presented. The differential of the sequence of retrieved cross-spectral densities with respect to a two-point separation enabled us to estimate field correlations over the 3-D field, and the incoherent primary sources were clearly detected at the original positions.

In Chapter 6, another novel 3-D imaging technique that reduces the computational load was proposed. The images are obtained as spatial distributions of Walther’s first or second definitions of the generalized radiance function for a particular angular component. The generalized radiance function could be retrieved from the cross-spectral density measured across an observation plane using a propagation law. It was shown that the longitudinal resolution of the second generalized radiance function was much higher than that of the first definition. The second generalized radiance function was thus useful for the 3-D imaging. Results of experimental demonstrations conducted by incorporating uncorrelated two point sources were also reported.

In Chapter 7, noise-limitations of the interferometric imaging system based on the wavefront folding interferometer were studied. The signal-to-noise ratio in the two kinds of noise-limiting cases, namely the photon-noise-limit and the detector-noise-limit, were derived and compared with the experimental results. The experiment was conducted by using the wavefront folding interferometer and a single slit that formed the light source. An ensemble of ten sets of the data were measured under the same condition and the statistics of the noise components were evaluated. It was verified
that the experimental results almost agree with the theoretical expectations.

As is summarized here, several important knowledges and solutions concerned with the correlation-induced spectral changes and the interferometric imaging techniques were obtained in this work. However, we still have some problems. Regarding the correlation-induced spectral changes, investigations that takes the real source correlation into account will be necessary for establishing the reliability of the practical astronomical observations. Future developments in both astrophysics and measurement techniques may solve this problem. In respect of the interferometric 3-D imaging, there are still many possibilities for the further advancement. One of possible advancement may be simplification or reduction of the required measurements. Some new principles for 3-D imaging presented in this dissertation need the measurement of the cross-spectral density with respect to all pairs of points in the observation area. In principle, the four-dimensional Fourier transform must be taken in the procedure to retrieve the 3-D image. The procedure of 3-D imaging by retrieving the generalized radiance function is much faster than that of retrieving the sequential cross-spectral densities. However, measurement in real time is still quite difficult, because this technique require four-dimensional data for retrieving the 3-D information of the source. The establishment of the reliable optical arrangement for measure the four-dimensional cross-spectral density may be one solution of this problem. The advancement in hardware and software that make the FFT-based-algorithm to be performed much faster is also expected.
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