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Abstract
Our main goal is to prove the existence of multiple solutionswith precise sign

information for a Neumann problem driven by thep-Laplacian differential operator
with a (p � 1)-superlinear term which does not satisfy the Ambrosetti–Rabinowitz
condition. Using minimax methods we show that the problem has five nontrivial
smooth solutions, two positive, two negative and the fifth nodal. In the semilinear
case (p D 2), using Morse theory, we produce a second nodal solution (for a total
of six nontrivial smooth solutions).

1. Introduction

In a recent paper [2], we studied the following nonlinear Neumann problem

(1.1)

8

<

:

�4pu(z)C �ju(z)jp�2u(z) D f (z, u(z)) in �,
�u

�n
D 0 on ��,

where� � R

N is a bounded domain with aC2 boundary��, n is the outward unit
normal on ��, � > 0, 2 � p < 1 and 4p stands for thep-Laplacian differential
operator defined by

4pu(z) D div
�

kDu(z)kp�2
R

N Du(z)
�

.

Also f (z, x) is a Caratheodory function which exhibits a (p � 1)-superlinear growth
near�1. More precisely, it satisfies the so-called Ambrosetti–Rabinowitz condition
(AR-condition, for short), which says that there exist� > p and M > 0 such that

(1.2) 0< �F(z, x) � f (z, x)x for a.a. z 2 �, all jxj � M,
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where F(z, x) D
R x

0 f (z, s) ds. Integrating (1.2) we obtain the weaker condition

(1.3) c0jxj
�

� F(z, x) for a.a. z 2 �, all jxj � M, and some c0 > 0.

From (1.3) we infer the much weaker condition

(1.4) lim
jxj!1

F(z, x)

jxjp
D C1 uniformly for a.a. z 2 �.

This condition dictates ap-superlinear growth forF(z, � ) for a.a.z 2 �. It is easy to
see that it is satisfied iff (z, �) is (p�1)-superlinear near�1, uniformly for a.a.z2�.

In (1.1), the presence of the term�jxjp�2x on the left-hand side facilitates con-
siderably the study of the equation, since the corresponding nonlinear operator of the
problem is maximal monotone and coercive. In [2], we did not address the question of
what happens if� D 0, in which case the nonlinear operator is no longer coercive. In
this paper we consider this limit case. So, here the problem under consideration is

(1.5)

8

<

:

�4pu(z) D f (z, u(z)) in �,
�u

�n
D 0 on ��,

with 1 < p < 1. Note that in contrast to [2] we do not need the restriction 2�
p. Again, we consider a (p � 1)-superlinear perturbationf (z, � ) but we no longer
use the AR-condition (see (1.2). Instead, we use a weaker condition allowing a larger
class of nonlinearities. We prove a multiplicity result forproblem (1.5) by producing
five nontrivial smooth solutions with precise sign information for all of them. In the
semilinear case (p D 2), we obtain six nontrivial smooth solutions with precise sign
information. Our approach combines variational methods based on the critical point
theory, with truncation techniques, the method of upper andlower solutions, and Morse
theory. Our strategy for proving the existence of the secondnodal solution in the case
pD 2 is comparable to that used by Dancer–Du [13] for semilinearDirichlet problems.

Superlinear equations were investigated primarily in the context of Dirichlet prob-
lems. We mention the works of Bartsch–Liu [8], García Azorero–Peral Alonso–Manfredi
[17], Guo–Zhang [20], Motreanu–Motreanu–Papageorgiou [26], Papageorgiou–
Papageorgiou [28] and Papageorgiou–Rocha–Staicu [29]. For the Neumann problem, to
the best of our knowledge, the only such works are [2], [3], with the mention that in
[3] we obtain only three nontrivial solutions of (1.5), withsign information for two of
them. There have been some other multiplicity results for Neumann problems; see Anello
[5], Binding–Drábek–Huang [9], Bonanno–Candito [10], Cammaroto–Chinnì–Di Bella
[11], Filippakis–Gasínski–Papageorgiou [16], Motreanu–Papageorgiou [27], Ricceri [30]
and Wu–Tan [32]. However, in the aforementioned works the authors impose restrictive
symmetry or dimensionality (i.e.,N < p) conditions, and in the nonsymmetric case, pro-
duce at most three nontrivial smooth solutions and do not provide sign information for all
of them.
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In the next section, for the convenience of the reader, we briefly review the main
mathematical tools that we will use in the sequel.

2. Preliminaries

We start with elements of critical point theory. LetX be a Banach space andX�

its topological dual. Byh � , � i we denote the duality brackets for the pair (X�, X). Let
' 2 C1(X) and c 2 R.

We say that' satisfies thePalais–Smale condition at level c(the PSc-condition,
for short), if: every sequence{xn}n�1 � X such that

'(xn)! c and '

0(xn)! 0 in X� as n!1,

has a strongly convergent subsequence. We say that' satisfies thePalais–Smale con-
dition (the PS-condition, for short) if it satisfies the PSc-condition at every levelc 2 R.

Sometimes, it is more convenient to use a weaker compactness-type condition on'.
So, we say that' satisfies theCerami condition at the level c2 R (the Cc-condition, for
short), if every sequence{xn}n�1 � X such that

'(xn)! c and (1C kxnk)'
0(xn)! 0 in X� as n!1

has a strongly convergent subsequence. We say that' satisfies theCerami-condition
(the C-condition, for short) if it verifies the Cc-condition at every levelc 2 R.

It was shown by Bartolo–Benci–Fortunato [7] that the deformation lemma, and
consequently the minimax theory of the critical values of a function' 2 C1(X), remain
valid if instead of the PS-condition, one employs the weakerC-condition.

The next two theorems are two well known such minimax results. The first is
known in the literature asthe mountain pass theorem:

Theorem 1. If X is a Banach space, ' 2 C1(X), x0, x1 2 X and r> 0 satisfy

max{'(x0), '(x1)} � inf{'(x) W kx � x0k D r } DW �r , kx1 � x0k > r

and ' satisfies theCc-condition, where

cD inf

20

max
t2[�1,1]

'(
 (t))

with

0 D {
 2 C([�1, 1], X) W 
 (�1)D x0, 
 (1)D x1},

then c� �r and c is a critical value of'. Moreover, if c D �r , then there exists a
critical point x 2 X of ' such that'(x) D c and kx � x0k D r .
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The second minimax theorem is known in the literature as thesaddle point the-
orem. (Below, “Id” stands for identity.)

Theorem 2. If ' 2 C1(X), X D Y � V with dim Y <1, r > 0,

D D {x 2 Y W kxk � r }, D0 D {x 2 Y W kxk D r } and max
D0

' � inf
V
' DW �0

and ' satisfies theCc-condition, where

cD inf

20

max
x2D

'(
 (x)) with 0 D {
 2 C(D, X) W 
 jD0 D IdjD0},

then c� �0 and c is a critical value of'. Moreover, if c D �0, then there exists a
critical point x 2 X of ' such that'(x) D c and x2 V .

Another variational result that we will use in the study of problem (1.5) is the
so calledsecond deformation theorem(see, for example, Gasinski–Papageorgiou [18,
p. 628]). Let us introduce the following sets:

K
'

D {x 2 X W '0(x) D 0} (the critical set of'),

K c
'

D {x 2 K
'

W '(x) D c} (the critical set of' at the levelc 2 R),

'

c
D {x 2 X W '(x) � c} (the sublevel set of' at c 2 R).

Theorem 3. If ' 2 C1(X), a 2 R, a < b � 1, ' satisfies thePSc-condition at
every level c2 (a, b), ' has no critical values in(a, b) and '�1(a) contains at most a
finite number of critical points of', then there exists a homotopy hW [0,1]�('b

nK b
'

)!

'

b such that
(a) h(t, � )j

'

a
D Idj

'

a for all t 2 [0, 1];
(b) h(1, 'b

n K b
'

) � 'a;

(c) '(h(t, x)) � '(h(s, x)) for all t , s 2 [0, 1], 0� s� t � 1, all x 2 'b
n K b

'

.

REMARK . In particular, this theorem implies that'a is a strong deformation re-
tract of 'b

n K b
'

.

The following notion from the theory of nonlinear operatorsof monotone type

will help us verify the PS and C conditions. (Here and in the sequel,
w

�! designates
weak convergence.)

DEFINITION 4. A map AW X ! X� is said to be of type (S)
C

, if for every se-

quence{xn}n�1 � X such thatxn
w

�! x in X and

lim sup
n!1

hA(xn), xn � xi � 0,
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one has

xn ! x in X as n!1.

In the analysis of problem (1.5) we will use the following spaces:

C1
n(�) D

�

u 2 C1(�) W
�u

�n
D 0 on ��

�

and

W1,p
n (�) D C1

n(�)
k�k

,

k � k being the norm of the Sobolev spaceW1,p(�). As usual, if pD 2, then we write
H1

n (�) D W1,2
n (�).

The Banach spaceC1
n(�) is an ordered Banach space with the positive cone

C
C

D {u 2 C1
n(�) W u(z) � 0 for all z 2 �}.

This cone has a nonempty interior, given by

int C
C

D {u 2 C
C

W u(z) > 0 for all z 2 �}.

Let XDW1,p
n (�) andX�

DW1,p
n (�)�. Consider the nonlinear operatorAW W1,p

n (�)!

W1,p
n (�)� defined by

(2.1) hA(u), yi D
Z

�

kDukp�2
R

N (Du, Dy)
R

N dz for all u, y 2 W1,p
n (�).

The following result is well-known (see, e.g., [2]):

Proposition 5. The map AW W1,p
n (�)!W1,p

n (�)� defined by(2.1) is of type(S)
C

.

We also recall (cf., e.g., [22]) the following result relating local minimizers inC1
n(�)

and in W1,p
n (�) (see [17], [20] for a corresponding result for Dirichlet problems.)

So, let f0 W � � R! R be a function such that:
(i) for all x 2 R, z! f0(z, x) is measurable;
(ii) for almost all z 2 �, x! f0(z, x) is continuous;
(iii) for almost all z 2 � and all x 2 R

j f0(z, x)j � a0(z)C c0jxj
r�1,

with a0 2 L1(�)
C

, c0 > 0 and 1< r < p�, where

(2.2) p� D

8

<

:

N p

N � p
if p < N,

C1 if p � N.
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We set F0(z, x) D
R x

0 f0(z, s) ds and consider the functional'0 W W1,p
n (�) ! R

defined by

'0(u) D
1

p
kDukp

p �

Z

�

F0(z, u(z)) dz for all u 2 W1,p
n (�).

Evidently '0 2 C1(W1,p
n (�)).

Proposition 6. If u0 2 W1,p
n (�) (1 < p <1) is a local C1

n(�)-minimizer of'0,
i.e., there exists r0 > 0 such that

'0(u0) � '0(u0C u) for all u 2 C1
n(�), kukC1

n(�) � r0,

then u0 2 C1
n(�) and it is a local W1,p

n (�)-minimizer of'0, i.e., there exists r1 > 0
such that

'0(u0) � '0(u0C u) for all u 2 W1,p
n (�), kuk � r1.

Next, let us recall a few basic facts about the spectrum of thenegative Neumann
p-Laplacian (1< p<1). So, we consider the following nonlinear eigenvalue problem:

(2.3)

8

<

:

�4pu(z) D �ju(z)jp�2u(z) in �,
�u

�n
D 0 on ��.

We say that� 2 R is aneigenvalueof (�4p,W1,p
n (�)), if problem (2.3), has a non-

trivial solution u 2W1,p
n (�). In fact, nonlinear regularity theory implies thatu 2 C1

n(�)
(see for example, Gasinski–Papageorgiou [18, pp. 737–738], and Lieberman [24].) It is
easy to see that an eigenvalue� 2 R satisfies� � 0. Moreover,�0 D 0 is an eigen-
value with corresponding eigenspaceR (i.e., the space of constant functions) and�0

is isolated. ByOu0 we denote the correspondingL p-normalized eigenfunction (principal
eigenfunction). We have

Ou0(z) D
1

j�j

1=p
N

for all z 2 �,

(where byj � jN we denote the Lebesgue measure onR

N). By virtue of the Ljusternik–
Schnirelmann theory, we have a whole strictly increasing sequence{�k}k�0 of eigen-

values (known as the LS-eigenvalues of (�4p, W1,p
n (�))) such that�k!1 ask!1.

If pD 2 (linear eigenvalue problem), then these are all the eigenvalues of (�4,W1,2
n (�)).

If p ¤ 2 (nonlinear eigenvalue problem), then we do not know if thisis the case.

However, since�0 D 0 is isolated and the spectrum� (p) of (�4p, W1,p
n (�)) is

closed, then

�

�

1 D inf{� W � 2 � (p), � > 0} > 0.
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Evidently, ��1 > 0 is the second eigenvalue (the first nonzero eigenvalue) of

(�4p, W1,p
n (�)) and ��1 D �1 (i.e., the second eigenvalue of (�4p, W1,p

n (�)) and the
second LS-eigenvalue coincide).

A similar spectral theory is valid for the weighted eigenvalue problem

(2.4)

8

<

:

�4pu(z) D O�m(z)ju(z)jp�2u(z) in �,
�u

�n
D 0 on ��,

where O� 2 R and m 2 L1(�)
C

, m ¤ 0. The eigenvalues of (2.4) will be denoted by
O

�(m). In particular, O�k(1)D �k (k D 0, 1, 2,: : : ). See, e.g., [2].
The Ljusternik–Schnirelmann theory provides a minimax characterization of�1 >

0. However, for our purposes that characterization is not convenient. Instead, we will
use an alternative one, due to Aizicovici–Papageorgiou–Staicu ([4], Proposition 2).

So, let

�BL p

1 D {x 2 L p(�) W kxkp D 1}

and set

SD W1,p
n (�) \ �BL p

1 .

Then we have (see [4]):

Proposition 7. If

00 D {
 2 C([�1, 1], S) W 
 (�1)D �Ou0, 
 (1)D Ou0},

then

�1 D inf

200

max
t2[�1,1]

kD
 (t)kp
p.

We will also use the notions ofupper and lower solutions, which we recall next.

DEFINITION 8. (a) A functionu 2 W1,p(�) is said to be anupper solutionfor
problem (1.5) if

Z

�

kDukp�2
R

N (Du, Dh)
R

N dz�
Z

�

f (z, u)h dz for all h 2 W1,p
n (�), h � 0.

An upper solution is astrict upper solutionfor problem (1.5), if it is not a solution
of (1.5).
(b) A function u 2 W1,p(�) is said to be alower solutionfor problem (1.5) if

Z

�

kDukp�2
R

N (Du, Dh)
R

N dz�
Z

�

f (z, u)h dz for all h 2 W1,p
n (�), h � 0.
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A lower solution is astrict lower solution for problem (1.5), if it is not a solution
of (1.5).

Finally let us recall some basic definitions and facts from Morse theory, which we
will use in the sequel.

The critical groups of' 2 C1(X) at an isolated critical pointx0 2 X with '(x0)D c
are defined by

Ck(', x0) D Hk('c
\U, ('c

\U ) n {x0}) for all integers k � 0.

Here U is a neighborhood ofx0 such thatK
'

\ '

c
\ U D {x0} and Hk(V, W) de-

notes thekth-singular homology group with coefficients inZ for the topological pair
(U, W) (cf. Mawhin–Willem [25]). The excision property of singular homology im-
plies that the above definition of critical groups is independent of the choice of the
neighborhoodU .

Suppose that' satisfies the C-condition and inf{'(x) W x 2 K
'

} > �1. Let c <
inf{'(x) W x 2 K

'

}. The critical groups of' at infinity are defined by

Ck(',1) D Hk(X, 'c) for all integers k � 0.

The deformation theorem (see, for example, Gasinski–Papageorgiou [18, p. 626]) im-
plies that this definition is independent of the choice ofc < inf{'(x) W x 2 K

'

}.
If K

'

is finite, then theMorse type numbers of' are defined by

Mk D
X

x2K
'

rankCk(', x)

and theBetti-type numbers of' are defined by

�k D rankCk(',1)

for all integersk � 0. Then thePoincaré–Hopf formulaholds, namely

(2.5)
X

k�0

(�1)k Mk D
X

k�0

(�1)k�k.

In what follows we use the notationr� D max{�r, 0} for all r 2 R. Also, by

k � k we denote the norm ofW1,p
n (�). Finally, k � kp denotes the norm inL p(�) or

L p(�, RN).

3. Solutions of constant sign

In this section, we produce four nontrivial smooth solutions of constant sign for
problem (1.5) (two positive and two negative). Here and throughout the remainder of
the paper we letp 2 (1,1).
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The hypotheses on the nonlinearityf (z, x) are the following:
H( f )1: The function f W � � R!R is such that:
(i) for every x 2 R, z! f (z, x) is measurable;
(ii) for almost all z 2 �, x! f (z, x) is continuous andf (z, 0)D 0;
(iii) for almost all z 2 � and all x 2 R we have

j f (z, x)j � a(z)C cjxjr�1,

wherea 2 L1(�)
C

, c > 0 and p < r < p�, where p� is given by (2.2);
(iv) if F(z, x) D

R x
0 f (z, s) ds, then

lim
jxj!1

F(z, x)

jxjp
D C1, uniformly for a.a.z 2 �

and there exist� 2 ((r � p) max{1, N=p}, p�) and �0 > 0 such that

(3.1) lim inf
jxj!1

f (z, x)x � pF(z, x)

jxj�
� �0 uniformly for a.a.z 2 �;

(v) there exist�, �1 2 L1(�)
C

, � ¤ 0 such that

�(z) � lim inf
x!0

f (z, x)

jxjp�2x
� lim sup

x!0

f (z, x)

jxjp�2x
� �1(z) uniformly for a.a.z 2 �;

(vi) there exist�
�

< 0< �

C

, and � , � > 0 such that for a.a.z 2 �

f (z, �
C

) � �� < 0< � � f (z, �
�

)

and the functionx! f (z, x)C �jxjp�2x is nondecreasing on [�
�

, �
C

].

REMARK . In hypothesisH( f )1 (iv) we have assumed condition (1.4) which dic-
tates a p-superlinear growth forF(z, � ) for a.a. z 2 �, and we have also imposed
condition (3.1) which is weaker than the AR-condition (see (1.2)). Similar conditions
were used by Costa–Magalhães [12] (for Dirichlet elliptic equations) and Fei [15] (for
Hamiltonian systems).

EXAMPLE . The following function f W R ! R, f D f (x) satisfiesH( f )1. (For
the sake of simplicity we drop thez-dependence.):

f (x) D

8

�

<

�

:

jxjp�2x � � jxjr�2x if jxj � 1,

jxjp�2x

�

lnjxj C
1

p

�

C c if jxj > 1

with � > 1, c D (p � 1)=p � � , r > p. Note that this f ( � ) does not satisfy the
AR-condition.
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First we will produce a strict lower solutionu 2 int C
C

and a strict upper solution
v 2 � int C

C

(see Definition 8). To this end, we prove two auxiliary lemmata which
are of independent interest. So, let

V D

�

u 2 W1,p
n (�) W

Z

�

u(z) dzD 0

�

.

We have the following direct sum decomposition

W1,p
n (�) D R� V .

We set

(3.2) �V D inf

�

kDukp
p

kukp
p
W u 2 V , u ¤ 0

�

.

Lemma 9. 0< �V � �1.

Proof. Evidently�V � 0 (see (3.2)). If�V D 0, then we can find{vn}n�1 � V
such that

kvnkp D 1 and kDvnkp! �V D 0 as n!1.

Hence we may assume that

vn ! � in W1,p
n (�) with � 2 R, k�kp D � j�j

1=p
N D 1.

Since vn 2 V for all n � 1 and V is a closed subspace ofW1,p
n (�), we have� 2 V

and so� D 0, a contradiction to the fact thatk�kp D 1. Therefore�V > 0.
Next let 
0 2 00 D {
 2 C([�1, 1], S)W 
 (�1)D �Ou0, 
 (1)D Ou0} and consider the

function �0 W [�1, 1]! R defined by

�0(t) D
Z

�


0(t)(z) dz for all t 2 [�1, 1].

Evidently �0( � ) is continuous and�0(�1) D �Ou0j�jN < 0 < �0(1) D Ou0j�jN . So, by
Bolzano’s theorem, we can findt0 2 (�1, 1) such that

�0(t0) D
Z

�


0(t0)(z) dzD 0,

hence�0(t0) 2 V . Consequently from (3.2) we infer that

(3.3) �V � kD
0(t0)kp
p � max

�1�t�1
kD
0(t)kp

p.

Because
0 2 00 was arbitrary, from (3.3) and Proposition 7, we conclude that �V � �1.
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Recall that the antimaximum principle says that, ifm, h 2 L1(�)
C

, h ¤ 0 and we
consider the nonlinear Neumann problem

(3.4) �4pu(z) D O�m(z)ju(z)jp�2u(z) � h(z) in �,
�u

�n
D 0 on ��,

then there existsÆ D Æ(m, h) > 0 such that ifO� 2 (0, Æ), any solutionu 2 W1,p
n (�) of

(3.4) satisfiesu 2 int C
C

(see Godoy–Gossez–Paczka [19]).
In general, no suchÆ > 0 independent ofh can be found. In the next lemma, we

show that the antimaximum principle for the Neumannp-Laplacian holdsL1-locally
uniformly with respect to the weight functionm (i.e., Æ > 0 can be chosen independent
of m locally).

Lemma 10. If m, h 2 L1(�)
C

, h ¤ 0, then there existsÆ > 0 such that for

� 2 L1(�)
C

with k� �mk
1

� Æ and for O� 2 (0, Æ), any solution u2 W1,p
n (�) of the

nonlinear Neumann problem

�4pu(z) D O�� (z)ju(z)jp�2u(z) � h(z) in �,
�u

�n
D 0 on ��,

satisfies u2 int C
C

,

Proof. We argue by contradiction. So, suppose we can find�n 2 L1(�)
C

n {0},
O

�n > 0 andun 2 C1
n(�), n � 1 such that�n ! m in L1(�)

C

, O�n ! 0 asn!1, and
for all n � 1, un � int C

C

,

(3.5) �4pun(z) D O�n�n(z)jun(z)jp�2un(z) � h(z) in �,
�un

�n
D 0 on ��.

First assume that{un}n2N � L1(�) is bounded. Invoking Theorem 2 of Lieberman

[24], we can find
 2 (0, 1) such thatun 2 C1,

n (�) and{un}n2N � C1,


n (�) is bounded.

Recalling thatC1,

n (�) is embedded compactly inC1

n(�), by passing to a suitable
subsequence if necessary, we may assume thatun ! u in C1

n(�) as n!1.Therefore
u 2 C1

n(�) satisfies

(3.6) �4pu(z) D �h(z) in �,
�u

�n
D 0 on ��,

(see (3.5)).
But problem (3.6) cannot have a solution (just take� � 1 as test function in (3.6).

So, we may assume (at least for a subsequence) thatkunk1 ! 1 as n ! 1. Let
yn D un=kunk1, n � 1. Then from (3.5) we see that

(3.7) �4pyn(z) D O�n�n(z)jyn(z)jp�2yn(z) �
h(z)

kunk
p�1
1

in �,
�yn

�n
D 0 on ��.
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As above, using Theorem 2 of Lieberman [24] and by passing to afurther subsequence
if necessary, we may assume that

(3.8) yn ! y in C1
n(�) as n!1, kyk

1

D 1 (hencey ¤ 0).

Then y 2 C1
n(�) n {0} satisfies

�4py(z) D 0 in �,
�y

�n
D 0 on ��,

hence

y D � 2 R n {0}.

Note that yn � int C
C

for all n � 1, hencey � int C
C

(see (3.8) and soy(z) D � < 0
for all z 2 �. Thereforeyn 2 � int C

C

for all n � n0 (see (3.8)) and soun 2 � int C
C

for all n � n0 (for a sufficiently largen0). But then from (3.5) we have a contradic-
tion of the antimaximum principle (see Godoy–Gossez–Paczka [19], Theorem 3.2 and
Remark 3.7).

Using the above two lemmata, we can produce a strict lower solution u 2 int C
C

for problem (1.5).

Proposition 11. If hypothesesH( f )1 hold, then problem(1.5) has a strict lower
solution u2 int C

C

, u(z) � �
C

for all z 2 �, and for every" 2 (0, 1], "u 2 int C
C

is a
strict lower solution, too.

Proof. LetmD 0, hD Oup�1
0 2 R and considerÆ > 0 as postulated by Lemma 10. We

can always assume thatÆ 2 (0,�V ). Let � 2 L1(�)
C

n{0} with 0� � (z) �min{Æ2
=2,�(z)}

a.e. in�. We consider the following auxiliary nonlinear Neumann problem

(3.9) �4pu(z) D � (z)ju(z)jp�2u(z) � Oup�1
0 in �,

�u

�n
D 0 on ��.

Let '0 W W1,p
n (�)! R be the energy (Euler) functional for problem (3.9) defined by

'0(u) D
1

p
kDukp

p �
1

p

Z

�

� (z)ju(z)jp dzC Oup�1
0

Z

�

u(z) dz for all u 2 W1,p
n (�).

Evidently '0 2 C1(W1,p
n (�)).

Claim 1. '0 satisfies thePS-condition.
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Let {un}n�1 � W1,p
n (�) be a sequence such that

(3.10) j'0(un)j � M1 for some M1 > 0, all n � 1,

and

(3.11) '

0

0(un)! 0 in W1,p
n (�)� as n!1.

We show that the sequence{un}n�1 �W1,p
n (�) is bounded. Arguing indirectly, suppose

that kunk ! 1 as n!1 and set

yn D
un

kunk
, n � 1.

Then kynk D 1 for all n � 1 and so we may assume that

(3.12) yn
w

�! y in W1,p
n (�) and yn ! y in L p(�) as n!1.

From (3.11) we have
�

�

�

�

�

hA(yn), yn � yi �
Z

�

� jynj
p�2yn(yn � y) dzC

Oup�1
0

kunk
p�1

Z

�

(yn � y) dz

�

�

�

�

�

� "nkyn � yk for all n � 1 with "n ! 0C.

Evidently

Z

�

� jynj
p�2yn(yn � y) dz,

Z

�

(yn � y) dz! 0 as n!1

(see (3.12)). Hence

lim
n!1

hA(yn), yn � yi D 0

therefore

(3.13) yn ! y in W1,p
n (�) as n!1, and so kyk D 1

(see Proposition 5). From (3.11) we have

�

�

�

�

�

hA(yn), hi �
Z

�

� jynj
p�2ynh dzC

Oup�1
0

kunk
p�1

Z

�

h dz

�

�

�

�

�

� "nkhk for all h 2 W1,p
n (�).

Passing to the limit asn!1 and using (3.13), we obtain

hA(y), hi D
Z

�

� jyjp�2yh dz for all h 2 W1,p
n (�),
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which, by an argument similar to that used in [27, pp. 24–25],for a Neumann problem
with a p-normal derivative, yields

(3.14) �4py(z) D � (z)jy(z)jp�2y(z) a.e. in �,
�y

�n
D 0 on ��.

From the choice of the weight function� 2 L1(�)
C

n {0} we have

� (z) < �V � �1 a.e. in �

(see Lemma 9). Exploiting the monotonicity property of the weighted eigenvalues of
the Neumannp-Laplacian, we haveO�1(�1) D 1< O�1(� ) (see Barletta–Papageorgiou [6,
Proposition 4.3]). Using this fact in (3.14)), we infer thaty D 0, a contradiction (see

(3.13)). This proves that the sequence{un}n�1 � W1,p
n (�) is bounded. So, we may

assume that

(3.15) un
w

�! u in W1,p
n (�) and un ! u in L p(�) as n!1.

Again from (3.11) it follows
�

�

�

�

hA(un), un � ui �
Z

�

� junj
p�2un(un � u) dzC Oup�1

0

Z

�

(un � u) dz

�

�

�

�

� "nkun � uk for all n � 1.

We have
Z

�

� junj
p�2un(un � u) dz,

Z

�

(un � u) dz! 0 as n!1

(see (3.15)), and so

lim
n!1

hA(un), un � ui D 0,

therefore

un ! u in W1,p
n (�) as n!1.

This proves Claim 1.

Claim 2. '0jV � 0.

Let v 2 V . Then

'0(v) D
1

p
kDvkp

p �
1

p

Z

�

� (z)jv(z)jp dzC Oup�1
0

Z

�

v(z) dz

D

1

p
kDvkp

p �
1

p

Z

�

� (z)jv(z)jp dz (sincev 2 V)
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�

1

p
kDvkp

p �
�V

p
kvk

p
p (since� (z) < �V a.e. in�)

� 0 (see (3.2)).

This proves Claim 2.

Claim 3. For t > 0 large, we have'0(�t Ou0) < 0.

For everyt 2 R, we have

(3.16) '0(t Ou0) D �
jt jp

p
Oup

0

Z

�

� (z) dzC t Oup
0 j�jN .

Since p > 1, it is clear from (3.16) that fort > 0 large, we have

'0(�t Ou0) < 0.

Claims 1, 2 and 3 permit the use of Theorem 2 (the saddle point theorem) and so

we obtain Qu 2 W1,p
n (�), Qu ¤ 0 such that

'

0

0( Qu) D A( Qu) � � j Qujp�2
QuC Oup�1

0 D 0,

hence

A( Qu) D � j Qujp�2
Qu � Oup�1

0 ,

therefore

(3.17) �4p Qu(z) D � (z)j Qu(z)jp�2
Qu(z) � Oup�1

0 a.e. in �,
� Qu

�n
D 0 on ��,

(see [27]). From the choice of the weight function� 2 L1(�)
C

n {0} and Lemma 10,
it follows that Qu 2 int C

C

. Since Ou0 2 int C
C

, we can find"0 2 (0, 1) small such that

(3.18) Oup�1
0 � "0 Qu

p�1
2 int C

C

.

By virtue of hypothesisH( f )1(v), given " 2 (0,"0), there existsOÆ D OÆ(") > 0 such that

(3.19) f (z, x) � (�(z) � ")xp�1 for a.a. z 2 �, all x 2 [0, OÆ].

Since Qu 2 int C
C

, we can chooseQ� 2 (0, 1) small such that

(3.20) 0< u(z) WD Q� Qu(z) � min{�
C

, OÆ} for all z 2 �.
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Then for a.a.z 2 �, we have

�4pu(z) D Q�p�1(�4p Qu(z)) D Q�p�1[� (z) Qu(z)p�1
� Oup�1

0 ] (see (3.17))

D � (z)u(z)p�1
� ( Q� Ou0)p�1

< � (z)u(z)p�1
� "0u(z)p�1 (see (3.18))

< (� (z) � ")u(z)p�1 (since" 2 (0, "0))

� (�(z) � ")u(z)p�1 (since� (z) � �(z) a.e. in�)

� f (z, u(z)) (see (3.19) and (3.20)),

henceu 2 intC
C

is a strict lower solution for problem (1.5). Moreover, from the above
argument it is clear that for every" 2 (0, 1), "u 2 int C

C

is also a strict lower solution
for problem (1.5).

In a similar way, working on the negative half-axis, we obtain

Proposition 12. If hypothesesH( f )1 hold, then problem(1.5) has a strict upper
solution v 2 � int C

C

, �
�

� v(z) for all z 2 �, and for every" 2 (0, 1], "v 2 � int C
C

is a strict upper solution, too.

Next usingu 2 int C
C

and v 2 � int C
C

, we will produce the first two nontrivial,
smooth constant sign solutions of (1.5).

Proposition 13. If hypothesesH( f )1 hold, then problem(1.5) has at least two
nontrivial smooth constant sign solutions u0 2 int C

C

with u0 � u 2 int C
C

, �
C

� u0 2

int C
C

, and v0 2 � int C
C

with v � v0 2 int C
C

, v0 � �� 2 int C
C

Proof. Let �
C

W W1,p
n (�)! W1,p

n (�) be the continuous map defined by

(3.21) �

C

(u)(z) D

8

<

:

u(z) if u(z) � u(z),
u(z) if u(z) < u(z) < �

C

,
�

C

if �

C

� u(z).

Then, for " 2 (0, 1) we consider the functional'"
C

W W1,p
n (�)! R defined by

'

"

C

(u) D
1

p
kDukp

p C
"

p
kukp

p �

Z

�

F(z, u(z)) dz�
"

p
k�

C

(u)kp
p for all u 2 W1,p

n (�).

Note that'"
C

2 C1(W1,p
n (�)). Moreover, exploiting the compact embedding ofW1,p

n (�)
into Lr (�) (p < r < p�), we can easily verify that'"

C

is sequentially weakly lower

semicontinuous. Then we conclude that there existsu0 2 [u,�
C

] WD {u 2W1,p
n (�)W u(z)�
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u(z) � �
C

a.e. in�} such that

(3.22) '

"

C

(u0) D inf{'"
C

(u) W u 2 [u, �
C

]}.

For any y 2 [u, �
C

] let

�

C

(t) D '"
C

(tyC (1� t)u0) for all t 2 [0, 1].

From (3.22) it follows that

0� � 0
C

(0)

hence

(3.23) 0� hA(u0), y� u0i �

Z

�

f (z, u0)(y � u0) dz.

Let h 2 W1,p
n (�), Æ > 0 and consider

y(z) D

8

<

:

u(z) if z 2 {u0C Æh � u},
u0(z)C Æh(z) if z 2 {u < u0C Æh < �

C

},
�

C

if z 2 {�
C

� u0C Æh}.

We havey 2 W1,p
n (�) and u(z) � y(z) � �

C

for all z 2 �. We usey as a test function
in (3.23). We obtain:

(3.24)

0� Æ
Z

�

kDu0k
p�2
R

N hDu0, Dhi
R

N dz� Æ
Z

�

f (z, u0)h dz

C

Z

{u0CÆh�u}

�

kDukp�2
R

N hDu, D(u � u0 � Æh)i
R

N
� f (z, u)(u � u0 � Æh)

�

dz

C

Z

{�
C

�u0CÆh}

f (z, �
C

)(u0C Æh � �C) dz

C

Z

{u0CÆh�u}

( f (z, u) � f (z, u0))(u � u0 � Æh) dz

C

Z

{�
C

�u0CÆh}

( f (z, �
C

) � f (z, u0))(�
C

� u0 � Æh) dz

�

Z

{u0CÆh�u}




kDu0k
p�2
R

N Du0 � kDukp�2
R

N Du, Du0 � Du
�

R

N dz

� Æ

Z

{u0CÆh�u}




kDu0k
p�2
R

N Du0 � kDukp�2
R

N Du, Dh
�

R

N dz

�

Z

{�
C

�u0CÆh}

kDu0k
p
R

N dz� Æ
Z

{�
C

�u0CÆh}

kDu0k
p�2
R

N hDu0, Dhi
R

N dz.
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Recall thatu 2 intC
C

is a lower solution for problem (1.5) (see Proposition 11). Hence

(3.25)
Z

{u0CÆh�u}

�

kDukp�2
R

N hDu, D(u � u0 � Æh)i
R

N
� f (z, u)(u � u0 � Æh)

�

dz� 0.

Also, hypothesisH( f )1 (vi), implies that

(3.26)
Z

{�
C

�u0CÆh}

f (z, �
C

)(u0C Æh � �C) dz� 0.

Due to the monotonicity of the map� ! k�kp�2
R

N � , � 2 RN , we have

(3.27) �

Z

{u0CÆh�u}




kDu0k
p�2
R

N Du0 � kDukp�2
R

N Du, Du0 � Du
�

R

N dz� 0.

HypothesisH( f )1 (iii) implies that

(3.28)

Z

{u0CÆh�u}

( f (z, u) � f (z, u0))(u � u0 � Æh) dz

� �c1Æ

Z

{u0CÆh�u<u0}

h dz for some c1 > 0

and

(3.29)

Z

{�
C

�u0CÆh}

( f (z, �
C

) � f (z, u0))(�
C

� u0 � Æh) dz

� c2Æ

Z

{u0<�C�u0CÆh}

h dz for some c2 > 0.

We return to (3.24) and use (3.25)–(3.29). We obtain

(3.30)

0�
Z

�

kDu0k
p�2
R

N hDu0, Dhi
R

N dz�
Z

�

f (z, u0)h dz

� c1

Z

{u0CÆh�u<u0}

h dzC c2

Z

{u0<�C�u0CÆh}

h dz

�

Z

{u0CÆh�u}

hkDu0k
p�2
R

N Du0 � kDukp�2
R

N Du, Dhi
R

N dz

�

Z

{�
C

�u0CÆh}

kDu0k
p�2
R

N hDu0, Dhi
R

N dz.

In (3.30) we pass to the limit asÆ ! 0C. Using Stampacchia’s theorem (see, for ex-
ample Gasinski–Papageorgiou [18, p. 195]) we obtain

0�
Z

�

kDu0k
p�2
R

N hDu0, Dhi
R

N dz�
Z

�

f (z, u0)h dz for all h 2 W1,p
n (�),
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henceA(u0) D N(u0), where N(u)( � ) D f ( � , u( � )) for all u 2 W1,p
n (�), therefore

�4pu0(z) D f (z, u0(z)) a.e. in �,
�u0

�n
D 0 on ��

(see [27]), and we conclude thatu0 solves (1.5),u0 2 [ u, �
C

] and u0 2 int C
C

(by
Theorem 2 of Lieberman [24]).

Let s > 0 and setys(z) D u(z) C s. Note that ys 2 int C
C

. Let � > 0 be as in
hypothesisH( f )1 (vi). We have

(3.31)

�4pys(z)C �ys(z)p�1

D �4pu(z)C �u(z)p�1
C �(s) with �(s)! 0C as s! 0C

D � (z)u(z)p�1
� ( Q� Ou0)p�1

C �u(z)p�1
C �(s)

(see the proof of Proposition 11). Recalling thatu(z) 2 [0, OÆ] for all z 2 � and using
(3.19), we have

(3.32)

f (z, u(z)) � � (z)u(z)p�1
C ( Q� Ou0)p�1

� (�(z) � ")u(z)p�1
� � (z)u(z)p�1

C ( Q� Ou0)p�1

� ( Q� Ou0)p�1
� "u(z)p�1 (since� � �).

We choose" 2 (0, "0) close to"0 so that

( Q� Ou0)p�1
� "up�1

2 int C
C

(see (3.18)),

hence

(3.33) (Q� Ou0)p�1
� "u(z)p�1

�

Q

� > 0 for all z 2 �.

We chooses> 0 small such that�(s) < Q� (recall �(s)! 0C as s! 0C). Then

� (z)u(z)p�1
� ( Q� Ou0)p�1

C �u(z)p�1
C �(s)

< f (z, u(z))C �u(z)p�1 (by (3.32), (3.33) and since�(s) < Q� for s> 0 small)

� f (z, u0(z))C �u0(z)p�1 (seeH( f )1 (vi) and recall thatu � u0)

D �4pu0(z)C �u0(z)p�1 a.e. on�,

hence

�4pys(z)C �ys(z)p�1
� �4pu0(z)C �u0(z)p�1 in � (see (3.31)),

therefore

ys(z) � u0(z),
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and we conclude that

(3.34) u0 � u 2 int C
C

(recall thatys D uC s, s> 0.)

Also, if � > 0 and y
�

D u0C � 2 int C
C

, then

�4py
�

(z)C �y
�

(z)p�1

D �4pu0(z)C �u0(z)p�1
C O�(� ) with O�(� )! 0C as � ! 0C

D f (z, u0(z))C �u0(z)p�1
C O�(� )

� f (z, �
C

)C �� p�1
C

C O�(� ) a.e. in �

(seeH( f )1 (vi) and recall thatu0 � �C). But we know that f (z, �
C

) � �� < 0 for
a.a.z 2 � (seeH( f )1 (vi)). Since O�(� )! 0C as � ! 0C, we choose� > 0 small such
that O�(� ) � � . Then

�4py
�

(z)C �y
�

(z)p�1
� ��

p�1
C

D �4p�C C �u0(z)p�1 a.e. in�,

hencey
�

� �

C

, therefore

(3.35) �

C

� u0 2 int C
C

(recall thaty
�

D u0C � , � > 0).

As a remark of independent interest, we note that by virtue of(3.34) and (3.35), we
can findr0 > 0 small such that

(3.36) B
C1

n(�)
r0

WD

{

u 2 C1
n(�) W ku � u0kC1

n(�) � r0
}

� [u, �
C

].

So, if ' W W1,p
n (�)! R is the C1-energy functional for problem (1.5) defined by

'(u) D
1

p
kDukp

p �

Z

�

F(z, u(z)) dz for all u 2 W1,p
n (�),

then

'j

B
C1

n (�)
r0

D '

"

C

j

B
C1

n (�)
r0

(see (3.21) and (3.36)). This means thatu0 2 [u, �
C

] is a local C1
n(�)-minimizer of ',

and so from Proposition 6 we infer thatu0 is also a localW1,p
n (�)-minimizer of '

Similarly, let �
�

W W1,p
n (�)! W1,p

n (�) be the truncation map defined by

(3.37) �

�

(u)(z) D

8

<

:

�

�

if u(z) � �
�

,
u(z) if �

�

< u(z) < v(z),
v(z) if v(z) � u(z).
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Then for " 2 (0, 1) we consider theC1-functional '"
�

W W1,p
n (�)! R defined by

'

"

�

(u) D
1

p
kDukp

p C
"

p
kukp

p �

Z

�

F(z, u(z)) dz�
"

p
k�

�

(u)kp
p for all u 2 W1,p

n (�).

Working now with'"
�

and using (3.37), as above we obtain a second nontrivial smooth
constant sign solutionv0 2 � int C

C

.

Next, usingu0 and v0, we will generate two additional smooth constant sign solu-
tions for problem (1.5).

Proposition 14. If hypothesisH( f )1 hold, then problem(1.5) has two additional
nontrivial smooth constant sign solutionsOu 2 int C

C

, u0 � Ou, Ou ¤ u0 and Ov 2 � int C
C

,
Ov � v0, Ov ¤ v0.

Proof. Let � > 0 be as in hypothesisH( f )1 (vi) and consider the following
Caratheodory function

(3.38) f
�

C

(z, x) D

(

f (z, u0(z))C �up�1
0 (z) if x � u0(z),

f (z, x)C �xp�1 if u0(z) < x.

We set F
�

C

(z, x) D
R x

0 f
�

C

(z, s) ds and introduce theC1-functional '�
C

W W1,p
n (�)! R

defined by

'

�

C

(u) D
1

p
kDukp

p C
�

p
kukp

p �

Z

�

F
�

C

(z, u(z)) dz for all u 2 W1,p
n (�).

We consider the following auxiliary nonlinear Neumann problem

(3.39) �4pu(z)C �ju(z)jp�2u(z) D f
�

C

(z, u(z)) a.e. in �, �u=�n D 0 on ��.

The critical points of'�
C

are the solutions of (3.39). By virtue of hypothesisH( f )1(vi )
and (3.38),u D 0 is a lower solution for problem (3.39). Also

f
�

C

(z, �
C

) D f (z, �
C

)C �� p�1
C

< ��

p�1
C

for a.a. z 2 �

(see hypothesisH( f )1 (vi)), hence�
C

2 int C
C

is a (strict) upper solution for problem

(3.39). We introduce the following truncation of the nonlinearity f
�

C

(z, x):

(3.40) g�
C

(z, x) D

8

�

<

�

:

f
�

C

(z, 0) if x � 0,

f
�

C

(z, x) if 0 < x < �

C

,

f
�

C

(z, �
C

) if �

C

� x.
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This is a Caratheodory function. We setG�

C

(z, x) D
R x

0 g�
C

(z, s) ds and consider the

C1-functional 
�

colonW1,p
n (�)! R defined by

 

�

(u) D
1

p
kDukp

p C
�

p
kukp

p �

Z

�

G�

C

(z, u(z)) dz for all u 2 W1,p
n (�).

It is clear from (3.40) that 
�

is coercive and it is also sequentially weakly lower semi-

continuous. Hence, we can findQu0 2 W1,p
n (�) such that

 

�

( Qu0) D { 
�

(u) W u 2 W1,p
n (�)},

hence

 

0

�

( Qu0) D 0,

therefore

(3.41) A( Qu0)C �j Qu0j
p�2
Qu0 D N

�

( Qu0)

where

N
�

(u)( � ) D g�
C

( � , u( � )) for all u 2 W1,p
n (�).

On (3.41) we act with (u0 � Qu0)C 2 W1,p
n (�) and obtain

hA( Qu0), (u0 � Qu0)Ci C �
Z

{u0> Qu0}

j Qu0j
p�2
Qu0(u0 � Qu0) dz

D

Z

{u0> Qu0}

g�
C

(z, Qu0)(u0 � Qu0) dz

D

Z

{u0> Qu0}

( f (z, u0)C �up�1
0 )(u0 � Qu0) dz (see (3.40) and (3.38))

D hA(u0), (u0 � Qu0)Ci C �
Z

{u0> Qu0}

up�1
0 (u0 � Qu0) dz,

hence

hA( Qu0) � A(u0), (u0 � Qu0)Ci C �
Z

�

(j Qu0j
p�2
Qu0 � ju0j

p�2u0)(u0 � Qu0)C dzD 0,

which implies

j{u0 > Qu0}jN D 0, hence u0 � Qu0.

In a similar fashion we also show thatQu0(z) � �
C

for a.a. z 2 �, i.e., Qu0 2 [u0, �
C

].
Hence from (3.41), (3.40) and (3.38), we infer thatQu0 is a solution of (1.5), and non-
linear regularity implies thatQu0 2 int C

C

(see Lieberman [24]).
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If Qu0 ¤ u0, then we are done, because this is the desired second nontrivial smooth
positive solution of (1.5) andu0 � Qu0, u0 ¤ Qu0.

If Qu0 D u0, then becauseu0 2 int C
C

and �
C

�u0 2 int C
C

(see (3.35)), we see that
Qu0 D u0 is a C1

n(�)-local minimizer of'�
C

, hence by Proposition 6 it is also a local

W1,p
n (�)-local minimizer of'�

C

. Then reasoning as in Aizicovici–Papageorgiou–Staicu
[1] (see the proof of Proposition 29), we can find� 2 (0, 1) small such that

(3.42) '

�

C

(u0) < inf{'�
C

(u) W ku � u0k D �} D �C
�

.

Claim 1. '

�

C

satisfies theC-condition.

Let {un}n�1 � W1,p
n (�) be a sequence such that

(3.43) j'

�

C

(un)j � M2 for some M2 > 0, all n � 1,

and

(3.44) (1C kunk)('
�

C

)0(un)! 0 in W1,p
n (�)� as n!1.

We show that{un}n�1 � W1,p
n (�) is bounded. From (3.44) we have

(3.45)

�

�

�

�

hA(un), hi C �
Z

�

junj
p�2unh dz�

Z

�

f
�

C

(z, un)h dz

�

�

�

�

�

"n

1C kunk
khk for all h 2 W1,p

n (�) with "n ! 0C.

In (3.45) we first chooseh D �u�n 2 W1,p
n (�) to obtain

�

�

�

�

kDu�n k
p
p C �ku

�

n k
p
p �

Z

�

( f (z, u0)C �up�1
0 )(�u�n ) dz

�

�

�

�

� "n for all n � 1

(see (3.38)), hence

ku�n k
p
� c3ku

�

n k for somec3 > 0, all n � 1,

therefore

(3.46) {u�n }n�1 � W1,p
n (�) is bounded.
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Next, in (3.45) we chooseh D uCn 2 W1,p
n (�). Then

(3.47)

�kDuCn k
p
p � �ku

C

n k
p
p C

Z

{uCn �u0}

f (z, u0)uCn dz

C

Z

{uCn >u0}

f (z, uCn )uCn dzC �
Z

{uCn �u0}

up�1
0 uCn dzC �

Z

{uCn >u0}

(uCn )p dz

� "n for all n � 1 (see (3.38)).

On the other hand, from (3.43) and (3.47), we have

(3.48)

kDuCn k
p
p C �ku

C

n k
p
p � p

Z

{uCn �u0}

f (z, u0)uCn dz

� p
Z

{uCn >u0}

(F(z, uCn ) � F(z, u0)) dz� � p
Z

{uCn �u0}

up�1
0 uCn dz

� �

Z

{uCn >u0}

((uCn )p
� up

0 ) dz

� M3 for someM3 > 0, all n � 1.

Adding (3.47) and (3.48), we obtain

(3.49)

Z

{uCn >u0}

( f (z, uCn )uCn � pF(z, uCn )) dz

� c4C (p� 1)
Z

{uCn �u0}

( f (z, u0)C �up�1
0 )uCn dz

� c5 for somec4, c5 > 0, all n � 1.

By virtue of hypothesisH( f )1 (iv), we can find�1 2 (0, �0) and M4 > 0 such that

(3.50) 0< �1x� � f (z, x)x � pF(z, x) for a.a. z 2 �, all x � M4.

On the other hand, hypothesisH( f )1 (iii) implies that

(3.51)
j f (z, x)x � pF(z, x)j � M5 for some M5 > 0,

for a.a. z 2 �, all 0� x < M4.

Combining (3.50) and (3.51), we have

(3.52)
�1(uCn (z))� � M5 � f (z, uCn (z))uCn (z) � pF(z, uCn (z))

for a.a. z 2 {uCn > u0}, all n � 1 and some M6 > 0.
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Returning to (3.49) and using (3.52), we obtain

�1ku
C

n k
�

�

� M7, for some a.a. M7 > 0, all n � 1,

hence

(3.53) {uCn }n�1 � L�(�) is bounded.

We can always assume that� � r < p� (see hypothesisH( f )1 (iv)). So we can
find t 2 [0, 1) such that

(3.54)
1

r
D

1� t

�

C

t

p�
.

Invoking the interpolation inequality (see, for example, Gasinski–Papageorgiou
[18, p. 905]), we have

(3.55)
kuCn kr � ku

C

n k
1�t
�

kuCn k
t
p�

� M8ku
C

n k
t for some M8 > 0, all n � 1, (see (3.53)).

In case p D N, hencep� D 1, we replacep� in (3.54) and (3.55) byOp where
Op > r is large enough.

From (3.45) withh D uCn 2 W1,p
n (�) and (3.46) we have

(3.56) kDuCn k
p
p �

Z

{uCn >u0}

f (z, uCn )uCn dz� M9 for some M9 > 0, all n � 1.

HypothesisH( f )1 (iii) implies that

(3.57)
f (z, uCn (z))uCn (z) � c6(1C juCn (z)jr )

for a.a. z 2 �, all n � 1 and some c6 > 0.

We use (3.57) in (3.56) and we obtain

(3.58)
kDuCn k

p
p � c7(1C kuCn (z)krr )

� c8(1C kuCn (z)ktr ) for some c7, c8 > 0, all n � 1

(see (3.55)). Suppose thatkuCn k ! 1 as n!1. We set

yn D
uCn
kunk

, for all n � 1.

Then kynk D 1 for all n � 1, and so we may assume that

(3.59) yn
w

�! y in W1,p
n (�) and yn ! y in Lr (�) as n!1.



724 S. AIZICOVICI , N.S. PAPAGEORGIOU AND V. STAICU

From (3.58) we have

(3.60) kDynk
p
p �

c8

kuCn kp
C

c8

kuCn kp�tr
.

The condition on� (see hypothesisH( f )1 (iv)) is equivalent to saying thattr < p.
So, if in (3.60) we pass to the limit asn!1, then kDykp D 0 (see (3.59)), hence
y D � 2 R.

If � D 0, then yn ! 0 in W1,p
n (�) as n ! 1, a contradiction to the fact that

kynk D 1 for all n � 1.
If � > 0 (recall thaty � 0), thenuCn (z) ! 1 for a.a. z 2 �, as n! 1. From

(3.43) and (3.46) we have

(3.61)
Z

{uCn >u0}

F(z, uCn )

kuCn kp
dz� M10

�

1C
1

kuCn kp

�

for some M10 > 0, all n � 1.

From hypothesisH( f )1 (iv), we know that given
 > 0, we can findM11D M11(
 )> 0
such that

(3.62)
F(z, x)

xp
� 
 > 0 for a.a. z 2 �, all x � M11.

Returning to (3.61) and using (3.62), we have

Z

{uCn >u0}

F(z, uCn )

kuCn kp
dz

D

Z

{uCn >u0}\{uCn �M11}

F(z, uCn )

kuCn kp
dzC

Z

{uCn >u0}\{uCn <M11}

F(z, uCn )

kuCn kp
dz

�

Z

{uCn >u0}\{uCn �M11}


 yn(z)p dz�
M12

kuCn kp
for some M12 > 0, all n � 1.

SinceuCn (z)!1 for a.a.z 2 � as n!1, we have

�{uCn >u0}\{uCn �M11}
(z)! �

�

(z) for a.a. z 2 �,

hence

(3.63) lim inf
n!1

Z

{uCn >u0}

F(z, uCn )

kuCn kp
dz� 
� p

j�jN .

Because
 > 0 was arbitrary, from (3.63) we infer that

(3.64) lim
n!1

Z

{uCn >u0}

F(z, uCn )

kuCn kp
dzD C1.
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Comparing (3.61) and (3.64), we reach a contradiction. Thisproves that{uCn }n�1 �

W1,p
n (�) is bounded, which combined with (3.46) implies that{un}n�1 � W1,p

n (�) is
bounded. Hence we may assume that

(3.65) un
w

�! u in W1,p
n (�) and un ! u in Lr (�) as n!1.

If in (3.45) we choosehD un�u 2W1,p
n (�) and then pass to the limit asn!1, then

lim
n!1

hA(un), un � ui D 0 (see (3.65))

hence

un ! u in W1,p
n (�) as n!1 (see Proposition 5),

therefore'�
C

satisfies the C-condition. This proves Claim 1.

Claim 2. '

�

C

(� )! �1 as � !C1, � 2 R.

We may assume that� 2 R, � > ju0j1. Then

'

�

C

(� ) D
�

p
�

p
j�jN �

Z

�

f (z, u0)u0 dz�
Z

�

(F(z, � ) � F(z, u0)) dz

� �

Z

�

up
0 dz�

�

p

Z

�

(� p
� up

0 ) dz (see (3.38)),

hence'�
C

(� )! �1 as � !C1 (see hypothesisH( f )1 (iv)). This proves Claim 2.
Then (3.42) and Claims 1 and 2 permit the use of Theorem 1 (the mountain pass

theorem), which yieldsOu 2 W1,p
n (�) such that

(3.66) '

�

C

(u0) < �

C

�

� '

�

C

( Ou)

and

(3.67) ('�
C

)0( Ou) D 0.

From (3.66) it follows thatOu ¤ u0. From (3.67) we see that

(3.68) A( Ou)C �j Oujp�2
Ou D N

�

( Ou)

where

N
�

(u)( � ) D f
�

C

( � , u( � )) for all u 2 W1,p
n (�).

Acting on (3.68) with (u0 � Ou)C 2 W1,p
n (�) and using (3.38), as before we show that

Ou � u0. Hence (3.68) becomes

A( Ou) D N( Ou),
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where N(u)( � ) D f ( � , u( � )) for all u 2 W1,p
n (�), hence Ou 2 int C

C

, Ou � u0, Ou ¤ u0

and Ou is a solution of (1.5) (see [27]).
In a similar fashion, using this time the Caratheodory function

f
�

�

(z, x) D

�

f (z, x)C �jxjp�2x if x < v0(z),
f (z, v0(z))C �jv0(z)jp�2

v0(z) if x � v0(z)

we obtain a second nontrivial smooth negative solutionOv 2 � int C
C

, Ov � v0, Ov ¤ v0.

Next we will produce extremal nontrivial smooth solutions of constant sign (i.e.,
the smallest positive and the biggest negative solutions).To do this, we will need the
following lemma from Aizicovici–Papageorgiou–Staicu [2].

Lemma 15. If hypothesesH( f )1 (i), (ii), (iii) hold, then:
(a) If y1, y2 2 W1,p(�) are upper solutions for problem(1.5), then yD min{y1,y2} 2

W1,p(�) is an upper solution, too;
(b) If w1,w2 2W1,p(�) are lower solutions for problem(1.5), thenw Dmax{w1,w2} 2

W1,p
n (�) is a lower solution, too.

Using this lattice-type structure of the sets of upper and lower solutions of problem
(1.5), we can produce extremal nontrivial smooth solutionsof constant sign.

Proposition 16. If hypothesesH( f )1 hold, then problem(1.5) has a smallest posi-
tive solution u

C

2 int C
C

and a biggest negative solutionv
�

2 � int C
C

.

Proof. Let u 2 int C
C

be the lower solution produced in Proposition 11. We first
show that problem (1.5) has a smallest solution bigger thanu. To this end let

Su D {u 2 C
C

W u � u, u is a solution of (1.5)}.

From Proposition 13 we see thatSu ¤ ;. We show thatSu is downward directed, i.e.,
if u1,u2 2 Su, then there existsu 2 Su such thatu � min{u1,u2}.

By virtue of Lemma 15 (a),QuDmin{u1,u2} 2W1,p
n (�)\C(�) is an upper solution

for problem (1.5). For" 2 (0, 1) we introduce the following Caratheodory function

(3.69) Qf "
C

(z, x) D

8

<

:

f (z, u(z))C "u(z)p�1 if x � u(z),
f (z, x)C "xp�1 if u(z) < x < Qu(z),
f (z, Qu(z))C " Qu(z)p�1 if Qu(z) � x.

We set QF"

C

(z, x) D
R x

0
Qf "
C

(z, s) ds and consider theC1-functional Q'"
C

W W1,p
n (�) ! R
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defined by

Q'

"

C

(u) D
1

p
kDukp

p C
"

p
kukp

p �

Z

�

QF"

C

(z, u(z)) dz for all u 2 W1,p
n (�).

The functionalQ'"
C

is coercive (see (3.69)) and sequentially weakly lower semicontinuous.
So, we can findQu0 2 [u, Qu] such that

(3.70) Q'

"

C

( Qu0) D inf{Q'"
C

(u) W u 2 [u, Qu]}.

For any y 2 [u, Qu], let

Q�

C

(t) D Q'"
C

(tyC (1� t) Qu0), t 2 [0, 1].

From (3.70) we have

0� Q�0
C

(0),

hence

(3.71) 0� hA( Qu0), y � Qu0i C "

Z

�

Qup�1
0 (y� Qu0) dz�

Z

�

Qf "
C

(z, Qu0)(y � Qu0) dz.

Let h 2 W1,p
n (�), Æ > 0 and consider

y(z) D

8

<

:

u(z) if z 2 {Qu0C Æh � u},
Qu0(z)C Æh(z) if z 2 {u < Qu0C Æh < Qu},
Qu(z) if z 2 {Qu � Qu0C Æh}.

Evidently y 2 [u, Qu]. Using this y in (3.71) and reasoning as in the proof of Propos-
ition 13, we obtain

(3.72) 0�
Z

�

kD Qu0k
p�2
hD Qu0, Dhi

R

N dzC "
Z

�

Qup�1
0 h dz�

Z

�

Qf "
C

(z, Qu0)h dz.

Sinceh 2 W1,p
n (�) is arbitrary, from (3.72) we infer that

A( Qu0)C " Qup�1
0 D

QN
"

( Qu0) where QN
"

(u)( � ) D Qf "
C

( � , Qu0( � )) for all h 2 W1,p
n (�),

hence

A( Qu0) D N( Qu0) (since Qu0 2 [u, Qu], see (3.69)),

therefore

�4p Qu0(z) D f (z, Qu0(z)) a.e. in �,
� Qu0

�n
D 0 on �� (see (3.17)).
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We conclude thatQu0 2 int C
C

(by nonlinear regularity theory, see [24]) and it solves
problem (1.5). Therefore,Qu0 2 Su, Qu0 � QuDmin{u1,u2} which proves thatSu is down-
ward directed.

Let C � Su be a chain (i.e., a totally (linearly) ordered subset ofSu). From Dunford–
Schwartz [14, p. 336]), we have

inf C D inf
n2N

un with {un}n�1 � C.

We may assume that{un}n�1 is decreasing (see for example, Heikkilä–Lakshmikantham
[21, p.̇15]). So,

(3.73) A(un) D N(un) and u � un � u1 for all n � 1.

From (3.73) it follows that{un}n�1 �W1,p
n (�) is bounded. Hence, we may assume that

un
w

�! u0 in W1,p
n (�) and un ! u0 in Lr (�) as n!1.

From (3.73) we have

hA(un), un � u0i D
Z

�

f (z, un)(un � u0) dz! 0 as n!1,

hence

(3.74) un ! u0 in W1,p
n (�) as n!1 (see Proposition 5).

Passing to the limit asn!1 in (3.73) and using (3.74), we obtain

A(u0) D N(u0)

hence

u0 D inf C 2 Su.

Invoking the Kuratowski–Zorn lemma, we infer thatSu has a minimal elementu
�

.
SinceSu is downward directed, we conclude thatu

�

is the smallest element ofSu.
Now, let "n ! 0C as n ! 1 with "n 2 (0, 1] for all n � 1 and setun D "nu,

for n � 1. From Proposition 11 we know that for everyn � 1, un 2 int C
C

is a lower
solution for problem (1.5). From the first part of the proof, it follows that the setSun

has a smallest elementun
�

2 int C
C

. We have

(3.75) A(un
�

) D N(un
�

) with un
�

� u1
�

for all n � 1,

hence{un
�

}n�1 � W1,p
n (�) is bounded. Therefore, we may assume that

(3.76) un
�

w

�! u
C

in W1,p
n (�) and un

�

! u
C

in Lr (�) as n!1.



SUPERLINEAR p-LAPLACIAN NEUMANN PROBLEMS 729

As before, acting on (3.75) withun
�

� u
C

2 W1,p
n (�), passing to the limit asn! 1

and using (3.76) and Proposition 5, we obtainun
�

! u
C

in W1,p
n (�) as n!1. So, if

in (3.75) we pass to the limit asn!1, then A(u
C

) D N(u
C

), henceu
C

2 C
C

is a
solution of (1.5).

We show thatu
C

¤ 0. Supposeu
C

D 0 and setyn D un
�

=kun
�

k, n � 1. Then
kynk D 1 for all n � 1, and so we may assume that

yn
w

�! y in W1,p
n (�) and yn ! y in L p(�) as n!1.

From (3.75) we have

(3.77) A(yn) D
N(un

�

)

kun
�

k

p�1
for all n � 1.

By virtue of hypothesesH( f )1 (iii), (iv), we have

(3.78) j f (z, x)j � c9jxj
p�1 for a.a. z 2 �, all 0� x � ku1

�

k

1

with c9 > 0.

From (3.78) it follows that{N(un
�

)=kun
�

k

p�1}n�1 � L p0(�) is bounded and so we may
assume that

(3.79)
N(un

�

)

kun
�

k

p�1

w

�! h in L p0(�) as n!1.

As before, acting on (3.77) withyn� y 2W1,p
n (�), passing to the limit asn!1 and

using Proposition 5, we obtain

(3.80) yn ! y in W1,p
n (�) as n!1, and so kyk D 1.

Note thatun
�

(z)! 0 a.e. in� as n!1. Then, using hypothesisH( f )1 (v) and rea-
soning as in the proof of Proposition 14 of Aizicovici–Papageorgiou–Staicu [1], we
show that

(3.81) h D Q�yp�1 with � � Q� � �1.

So, if in (3.77) we pass to the limit asn!1 and we use (3.79), (3.80) and (3.81),
we obtain

A(y) D Q�yp�1, y � 0, y ¤ 0,

hence

�4py(z) D Q�(z)y(z)p�1 a.e. in �,
�y

�n
D 0 on ��, y � 0, y ¤ 0,
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a contradiction, sincey must be nodal. This proves thatu
C

2 C
C

n {0}. We have

�4pu
C

(z) D f (z, u
C

(z)) a.e. in �,
�u

C

�n
D 0 on ��

hence

4pu
C

(z) � c9u
C

(z)p�1 a.e. in � (see (3.78)),

therefore

u
C

2 int C
C

(see Vázquez [31]).

Note that if x is another positive solution of (1.5), thenx 2 int C
C

(cf. [31]), so for
large n, it follows that un � x and consequentlyun

�

� x. As a result,u
C

� x, so u
C

is the smallest positive solution of (1.5).
In a similar fashion, working on the negative half-axis, andusing the upper so-

lution v 2 � int C
C

(see Proposition 13) and Lemma 15 (b), we produce the biggest
negative solutionv

�

2 � int C
C

for problem (1.5).

4. A nodal solution

In this section, using the extremal nontrivial smooth constant sign solutions ob-
tained in Proposition 16, we will produce a nodal solution. Our strategy is to intro-
duce suitable truncations of the nonlinearity at{v

�

, u
C

}, and then obtain a solution of
(1.5) in [v

�

, u
C

], distinct from v

�

, u
C

. Evidently, if we show that this solution is non-
trivial, then it must be nodal. To show the nontriviality of this solution, we rely on
Proposition 7 and Theorem 3.

To produce a nodal solution we need to strengthen the hypothesis on f (z, � ) near
zero (seeH( f )1 (v)). So, the new hypotheses onf (t, z) are the following:
H( f )2: The function f W � � R! R satisfies conditions (i), (ii), (iii), (iv) and (vi) of
H( f )1, and
(v) there exist� > �1 and �1 2 L1(�)

C

such that

� � lim inf
x!0

f (z, x)

jxjp�2x
� lim sup

x!0

f (z, x)

jxjp�2x
� �1(z) uniformly for a.a. z 2 �I

In other words, assumptionsH( f )2 (i), (ii), (iii), (iv), (vi) are the same asH( f )1

(i), (ii), (iii), (iv), (vi), respectively, while H( f )2 (v) is stronger thanH( f )1 (v).

Theorem 17. If hypothesesH( f )2 hold, then problem(1.5) has at least five
nontrivial smooth solutions u0, Ou 2 int C

C

, u0 � Ou, u0 ¤ Ou, �
C

� u0 2 int C
C

, v0, Ov 2
� int C

C

, Ov � v0, v0 ¤ Ov, v0 � �� 2 int C
C

, and x0 2 C1
n(�) n {0} nodal.
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Proof. Letu
C

2 int C
C

and v
�

2 � int C
C

be the two extremal nontrivial smooth
constant sign solutions of (1.5) obtained in Proposition 16. Let � > 0 as in hypothesis
H( f )2 (vi) and introduce the following Caratheodory functions:

Of �
C

(z, x) D

8

<

:

0 if x � 0,
f (z, x)C �xp�1 if 0 < x < u

C

(z),
f (z, u

C

(z))C �u
C

(z)p�1 if u
C

(z) � x,
(4.1)

Of �
�

(z, x) D

8

<

:

f (z, v
�

(z))C �jv
�

(z)jp�2
v

�

(z) if x � v
�

(z),
f (z, x)C �jxjp�2x if v

�

(z) < x < 0,
0 if 0 � x,

(4.2)

Of �(z, x) D

8

<

:

f (z, v
�

(z))C �jv
�

(z)jp�2
v

�

(z) if x � v
�

(z),
f (z, x)C �jxjp�2x if v

�

(z) < x < u
C

(z),
f (z, u

C

(z))C �u
C

(z)p�1 if u
C

(z) � x.
(4.3)

Let OF�

�

(z,x)D
R x

0
Of �
�

(z,s)ds and OF�(z,x)D
R x

0
Of �(z,s)ds. We define theC1-functionals

O'

�

�

, O' W W1,p
n (�)! R by

O'

�

�

(u) D
1

p
kDukp

p C
�

p
kukp

p �

Z

�

OF�

�

(z, u(z)) dz for all u 2 W1,p
n (�)

and

O'

�(u) D
1

p
kDukp

p C
�

p
kukp

p �

Z

�

OF�(z, u(z)) dz for all u 2 W1,p
n (�).

In what follows

I
C

D [0, u
C

] D {u 2 W1,p
n (�) W 0� u(z) � u

C

(z) a.e. in�},

I
�

D [v
�

, 0] D {u 2 W1,p
n (�) W v

�

(z) � u(z) � 0 a.e. in�},

I D [v
�

, u
C

] D {u 2 W1,p
n (�) W v

�

(z) � u(z) � u
C

(z) a.e. in�}.

Claim 1. (a) The critical points of O'�
C

are in I
C

(specifically in{0, u
C

}).
(b) The critical points of O'�

�

are in I
�

(specifically in{v
�

, 0}).
(c) The critical points of O'� are in I .

We do the proof for (c), the proofs of (a) and (b) being similar. So, let u 2

W1,p
n (�) be a critical point of O'� . Then

(4.4) A(u)C �jujp�2u D ON
�

(u) where ON
�

(y)( � ) D Of �( � , y( � )) 8y 2 W1,p
n (�).
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On (4.4) we act with (u � u
C

)C 2 W1,p
n (�). Then

(4.5)

hA(u), (u � u
C

)Ci C �
Z

{u>u
C

}

jujp�2u(u � u
C

)C dz

D

Z

{u>u
C

}

f (z, u
C

)(u � u
C

) dzC �
Z

{u>u
C

}

up�1
C

(u � u
C

) dz

(see (4.3)). Sinceu
C

2 int C
C

is a solution of problem (1.5), we have

(4.6) �hA(u
C

), (u � u
C

)Ci D �
Z

{u>u
C

}

f (z, u
C

)(u � u
C

) dz.

Adding (4.5) and (4.6), we obtain
Z

{u>u
C

}

hkDukp�2Du � kDu
C

k

p�2Du
C

, Du � Du
C

i

R

N dz

C �

Z

{u>u
C

}

(jujp�2u � ju
C

j

p�2u
C

)(u � u
C

) dzD 0

hence j{u > u
C

}jN D 0, i.e., u � u
C

. Similarly, acting on (4.4) with (v
�

� u)C 2

W1,p
n (�), we show thatv

�

� u, i.e., u 2 I .
In a similar fashion, using this time (4.1), (4.2), and the extremality of u

C

, v
�

we
show that the critical points ofO'�

C

are in {u
C

, 0} and the critical points ofO'�
�

are in
{v
�

, 0}. This proves Claim 1.

Claim 2. u
C

and v
�

are local minimizers ofO'� .

Note that O'�
C

is coercive and sequentially weakly lower semicontinuous.So, we

can find Ou0 2 W1,p
n (�) such that

O'

�

C

( Ou0) D inf
{

O'

�

C

(y) W y 2 W1,p
n (�)

}

.

By virtue of hypothesisH( f )2 (v) we can find O� 2 (�1, �) and Æ 2 (0, Om), where Om 2
(0, min

�

u
C

) (recall thatu
C

2 int C
C

) such that

f (z, x) � O�xp�1 for a.a. z 2 �, all x 2 [0, Æ],

hence

OF�

C

(z, x) �
O�C �

p
xp for a.a. z 2 �, all x 2 [0, Æ].
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Therefore, if� 2 [0, Æ], then

O'

�

C

(� ) � �
O�

p
�

p
j�jN < 0,

hence

O'

�

C

( Ou0) < 0D O'�
C

(0), i.e., Ou0 ¤ 0.

From Claim 1 (a) we know thatOu0 D u
C

. Thereforeu
C

is the unique global minimizer
of O'�

C

. Sinceu
C

2 int C
C

(see Proposition 16) andO'�
C

jC
C

D O'

�

jC
C

, it follows that u
C

is a local C1
n(�)-minimizer of O'� . Invoking Proposition 6, we conclude thatu

C

is a

local W1,p
n (�)-minimizer of O'� .

Similarly, working this time with O'�
�

, we show thatv
�

2 � int C
C

is a local mini-
mizer of O'� . This proves Claim 2.

Without any loss of generality, we may assume thatO'�(v
�

) � O'�(u
C

). Moreover, be-
cause of Claim 2, arguing as in the proof of Proposition 29 in Aizicovici–Papageorgiou–
Staicu [1], we can find�0 2 (0, 1) small such that

(4.7) O'

�(v
�

) � O'�(u
C

) < { O'�(u) W ku � u
C

k D �0} D O�0.

Note that O'� is coercive (see (4.3)). So, it satisfies the PS-condition. This fact and
((4.7) enable us to apply Theorem 1 (the mountain pass theorem) and obtainx0 2

W1,p
n (�) such that

(4.8) O'

�(v
�

) � O'�(u
C

) < O�0 � O'
�(x0)

and

(4.9) (O'�)0(x0) D 0.

From (4.8) it follows thatx0 � {v
�

, u
C

}. From (4.9) and Claim 1 (c), we havex0 2 I .
Then, from (4.9) and the extremality ofv

�

and u
C

we infer that if x0 ¤ 0, thenx0 2

C1
n(�) (by nonlinear regularity, cf. Lieberman [24]) is a nodal solution of (1.5). Hence

our goal next is to show the nontriviality ofx0. From the Mountain Pass theorem (see
Theorem 1) we have

(4.10) O'

�(x0) D inf

20

max
�1�t�1

O'

�(
 (t)),

where

0 D {
 2 C([�1, 1], W1,p
n (�)) W 
 (�1)D v

�

, 
 (1)D u
C

}.

Hence, if we can produce a path

�

2 0 such that O'�(

�

(t)) < 0 for all t 2 [�1, 1],
then O'�(x0) < 0D O'�(0) (see (4.10)) and sox0 ¤ 0. Therefore we focus on producing
such a path


�

2 0.
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To this end, letS D W1,p
n (�) \ �BL p

1 equipped with theW1,p
n (�)-topology and

Sc D C1
n(�) \ �BL p

1 equipped with theC1
n(�)-topology. (Recall that�BL p

1 D {x 2
L p(�) W kxkp D 1}).

It is clear thatSc is dense inS for the W1,p
n (�)-topology. We consider the follow-

ing sets of paths

00 D {
0 2 C([�1, 1], S) W 
0(�1)D �Ou0, 
0(1)D Ou0}

and

0

c
0 D {
0 2 C([�1, 1], Sc) W 
0(�1)D �Ou0, 
0(1)D Ou0}.

Evidently, 0c
0 is dense00 for the C([�1, 1], S) -topology. Recall that by virtue of

hypothesisH( f )2 (v), we can findO� 2 (�1, �) and Æ0 2 (0, m0) where

m0 D min

�

min
�

u
C

, min
�

jv

�

j

�

such that
f (z, x)

jxjp�2x
� O� for a.a. z 2 �, all jxj � Æ0,

hence

(4.11) OF�(z, x) �
O�C �

p
jxjp O� for a.a. z 2 �, all jxj � Æ0 (see (4.3)).

From the density of0c
0 in 00 and Proposition 7, we can find
0 2 0

c
0 such that

(4.12) kD
0(t)kp
p � �1C " for all t 2 [�1, 1], with " 2 (0, O� � �1).

Note that the set
0([�1, 1])� C1
n(�) is compact and recall that�v

�

, u
C

2 int C
C

(see
Proposition 16). Therefore we can findQ� 2 (0, 1) small such that

(4.13) j Q�u(z)j � Æ0 for all z 2 � and Q

�u 2 [v
�

, u
C

] for all u 2 
0([�1, 1]).

Hence, for allu 2 
0([�1, 1]) we have

(4.14)

O'

�( Q�u) D
Q

�

p

p
kDukp

p C
�

Q

�

p

p
kukp

p �

Z

�

OF�(z, Q�u) dz

�

Q

�

p

p
(�1C ") �

Q

�

p

p
O� < 0.

So if we set O
0 WD Q�
0, then O
0 is a continuous path inW1,p
n (�), which connects�Q� Ou0

and Q� Ou0, and we have

(4.15) O'

�

j

O
0 < 0 (see (4.14)).
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Next, we infer from Claim 1 and the proof of Claim 2 that the only critical points
of O'�

C

are 0 andu
C

, and O'�
C

(u
C

)< 0. It also follows thatK 0
O'

�

C

D {0}, O'�
C

has no critical

values in (a, 0), wherea D O'�
C

(u
C

) D inf O'�
C

, and (O'�
C

)�1(a) D {u
C

}. Moreover, since

O'

�

C

is coercive, it satisfies the PS-condition. So, we can apply Theorem 3 (the second

deformation theorem) witha D O'�
C

(u
C

) and bD 0, and obtain a homotopyh W [0, 1]�

(( O'�
C

)0
n {0})! ( O'�

C

)0 such that

(4.16) h(1, (( O'�
C

)0
n {0})) D {u

C

}

and

(4.17) O'

�

C

(h(t, u)) � O'�
C

(u) for all t 2 [0, 1], all u 2 ( O'�
C

)0
n {0}.

We setO

C

(t)D h(t, Q� Ou0) for all t 2 [0,1]. Then O

C

is continuous andO

C

(0)D h(0,Q� Ou0)D
Q

� Ou0 (sinceh is a homotopy),O

C

(1)D u
C

(see (4.15), (4.16)). Moreover, due to (4.15),
(4.17), we have

O'

�

C

j

O


C

< 0.

Note that

O'

�(u) D
1

p
kDukp

p C
�

p
kukp

p �

Z

�

OF�(z, u) dz

D

1

p
kDukp

p C
�

p
kukp

p �

Z

�

[ OF�(z, uC)C OF�(z, �u�)] dz.

By virtue of hypothesisH( f )2 (vi), 0 is a global minimizer ofx! F(z,x)C (�=p)jxjp

on [�
�

, �
C

] and so,
R

�

OF�(z, �u�) dz� 0. Hence

O'

�(u) �
1

p
kDukp

p C
�

p
kukp

p �

Z

�

OF�

C

(z, u) dzD O'�
C

(u),

and so

(4.18) O'

�

j

O


C

< 0.

In a similar fashion, we produce another continuous pathO

�

in W1,p
n (�) which con-

nectsv
�

and�Q� Ou0 such that

(4.19) O'

�

j

O


�

< 0.

We concatenate the pathsO

�

, O
0 and O

C

to produce a path

�

2 0 such that (see (4.15),
(4.18), (4.19))

O'

�

j




�

< 0,
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hencex0 ¤ 0.
Thereforex0 2 C1

n(�) is a nodal solution for the problem (1.5).

5. The semilinear case

In this section, by strengthening the conditions on the nonlinearity f (z, �) and using
Morse theory, we can improve the conclusion of Theorem 17 and produce a second
nodal solution in the case whenp D 2 in (1.5). See also Dancer–Du [13].

The problem under consideration is the following

(5.1) �4u(z) D f (z, u(z)) in �,
�u

�n
D 0 on ��.

The new hypotheses onf (z, x) are the following:
H( f )3: The function f W � � R! R is such that:
(i) for every x 2 R, z! f (z, x) is measurable;
(ii) for almost all z 2 �, x! f (z, x) is C1 and f (z, 0)D 0;
(iii) for almost all z 2 � and all x 2 R we have

j f 0x(z, x)j � a(z)C cjxjr�2, 2< r < 2�,

wherea 2 L1(�)
C

and c > 0;
(iv) if F(z, x) D

R x
0 f (z, s) ds, then

lim
jxj!1

F(z, x)

x2
D C1, uniformly for a.a. z 2 �

and there exists� 2 ((r � 2) max{1, N=2}, 2�) such that

lim inf
jxj!1

f (z, x)x � 2F(z, x)

jxj�
> 0, uniformly for a.a. z 2 �I

(v) there exist an integerm > 1 and functions�, �1 2 L1(�)
C

such that�m � �(z)
a.e. in�, �m ¤ �, �1(z) � �mC1 a.e. in�, �1 ¤ �mC1 and

�(z) � f 0x(z, 0)D lim
x!0

f (z, x)

x
� �1(z), uniformly for a.a. z 2 �I

(vi) there exist�
�

< 0< �

C

, and � > 0 such that

f (z, �
C

) � �� < 0< � � f (z, �
�

) for a.a. z 2 �.

REMARK . HypothesesH( f )3 (ii), (iii) imply that for every � > 0, we can find
� D �(� ) > 0 such that for a.a.z 2 �, the functionx! f (z, x)C�x is nondecreasing
on [�� , � ].
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EXAMPLE . The following function satisfiesH( f )3 (as before, for the sake of sim-
plicity we drop thez-dependence:

f (x) D

8

�

<

�

:

cx� � jxjr�2x if jxj � 1,

x

�

lnjxj C
1

2

�

� �x C � if jxj > 1

with r > 2, c 2 (�m, �mC1), m> 1, � > c, � D cC � � � �1=2, cD � (r �1)C3=2� � ,
� > 3=2.

Theorem 18. If hypothesesH( f )3 hold, then problem(5.1) has at least six non-
trivial smooth solutions u0, Ou 2 intC

C

, Ou�u0 2 intC
C

,�
C

�u0 2 intC
C

, v0, Ov 2 � intC
C

,
v0 � Ov 2 int C

C

, v0 � �� 2 int C
C

, and x0, y0 2 C1
n(�), both nodal.

Proof. From Theorem 17 we already have five nontrivial smoothsolutionsu0, Ou 2
int C

C

, u0 � Ou, u0 ¤ Ou, �
C

� u0 2 int C
C

, v0, Ov 2 � int C
C

, Ov � v0, v0 ¤ Ov, v0 � �� 2

int C
C

, and x0 2 C1
n(�) n {0} nodal.

Let O� D max{kOuk
1

,kOvk
1

}. We know that we can find� D �( O� ) > 0 such that for
a.a.z 2 �, the functionx! f (z, x)C �x is nondecreasing on [�O� , O� ]. Then

�4( Ou � u0)(z)C �( Ou � u0)(z)

D f (z, Ou(z))C � Ou(z) � f (z, u0(z)) � �u0(z) � 0 a.e. in �,

hence (Ou � u0) 2 int C
C

(see Vázquez [31]). Similarly, we show thatv0 � Ov 2 int C
C

.
Consider the functionalO'� introduced in the proof of Theorem 17. Note that hy-

pothesesH ( f )3 (i), (ii), (iii) imply that O'� 2 C2�0(H1
n (�)). Also recall thatx0 2 C1

n(�)
is a critical point of O'� of mountain pass type (see the proof of Theorem 17). Hence,
from Li–Li–Liu [23] (see also Mawhin–Willem [25, p. 195]), wehave

(5.2) Ck( O'� , x0) D Æk,1Z for all k � 0.

Also, we know thatu
C

2 intC
C

, v
�

2 � intC
C

are local minimizers ofO'� (see Claim 2
in the proof of Theorem 17). Hence

(5.3) Ck( O'� , u
C

) D Ck( O'� , v
�

) D Æk,0Z for all k � 0.

Note that O'� is C2 in a neighborhood ofu D 0, and by virtue of hypothesisH( f )3

(v) and the unique continuation property,u D 0 is a nondegenerate critical point ofO'�

with Morse indexdm D dim
Lm

iD0 E(�i ) (E(�i ) being the eigenspace for the eigenvalue
�i ). Then

(5.4) Ck( O'� , 0)D Æk,dmZ for all k � 0,
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(see, for example, Mawhin–Willem [25, p. 188]).
Finally, recalling thatO'� is coercive (hence bounded below), directly from the def-

inition of critical groups at infinity, we have

(5.5) Ck( O'� ,1) D Æk,0Z for all k � 0.

Suppose that{0, v
�

, u
C

, x0} are the only critical points ofO'� . Then from (5.2), (5.3),
(5.4), (5.5) and the Poincaré–Hopf formula (see (2.5)), we have

2(�1)0C (�1)1C (�1)dm
D (�1)0,

hence (�1)dm
D 0, a contradiction.

This means thatO'� has one more critical pointy0 � {0, v
�

, u
C

, x0}. Note that
y0 2 C1

n(�) n {0} (regularity theory) and is a nodal solution of (5.1) (see Claim 1 in
the proof of Theorem 17).
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[18] L. Gasínski and N.S. Papageorgiou: Nonlinear Analysis, Chapman & Hall/CRC, Boca Raton,
FL, 2006.

[19] T. Godoy, J.-P. Gossez and S. Paczka:On the antimaximum principle for the p-Laplacian with
indefinite weight, Nonlinear Anal.51 (2002), 449–467.

[20] Z. Guo and Z. Zhang:W1,p versus C1 local minimizers and multiplicity results for quasilinear
elliptic equations, J. Math. Anal. Appl.286 (2003), 32–50.

[21] S. Heikkilä and V. Lakshmikantham: Monotone Iterative Techniques for Discontinuous Non-
linear Differential Equations, Dekker, New York, 1994.

[22] A. Iannizzotto and N.S. Papageorgiou:Existence of three nontrivial solutions for nonlinear
Neumann hemivariational inequalities, Nonlinear Anal.70 (2009), 3285–3297.

[23] C. Li, S. Li and J. Liu:Splitting theorem, Poincaré-Hopf theorem and jumping nonlinear prob-
lems, J. Funct. Anal.221 (2005), 439–455.

[24] G.M. Lieberman:Boundary regularity for solutions of degenerate elliptic equations, Nonlinear
Anal. 12 (1988), 1203–1219.

[25] J. Mawhin and M. Willem: Critical Point Theory and Hamiltonian Systems, Springer, New York,
1989.

[26] D. Motreanu, V.V. Motreanu and N.S. Papageorgiou:Multiple nontrivial solutions for nonlinear
eigenvalue problems, Proc. Amer. Math. Soc.135 (2007), 3649–3658.

[27] D. Motreanu and N.S. Papageorgiou:Existence and multiplicity of solutions for Neumann prob-
lems, J. Differential Equations232 (2007), 1–35.

[28] E.H. Papageorgiou and N.S. Papageorgiou:A multiplicity theorem for problems with the
p-Laplacian, J. Funct. Anal.244 (2007), 63–77.

[29] N.S. Papageorgiou, E.M. Rocha and V. Staicu:Multiplicity theorems for superlinear elliptic
problems, Calc. Var. Partial Differential Equations33 (2008), 199–230.

[30] B. Ricceri: Infinitely many solutions of the Neumann problem for elliptic equations involving
the p-Laplacian, Bull. London Math. Soc.33 (2001), 331–340.

[31] J.L. Vázquez:A strong maximum principle for some quasilinear elliptic equations, Appl. Math.
Optim. 12 (1984), 191–202.

[32] X. Wu and K.-K. Tan:On existence and multiplicity of solutions of Neumann boundary value
problems for quasi-linear elliptic equations, Nonlinear Anal.65 (2006), 1334–1347.



740 S. AIZICOVICI , N.S. PAPAGEORGIOU AND V. STAICU

Sergiu Aizicovici
Department of Mathematics
Ohio University
Athens, OH 45701
U.S.A.
e-mail: aizicovs@ohio.edu

Nikolaos S. Papageorgiou
Department of Mathematics
National Technical University
Zografou Campus, 15780 Athens
Greece
e-mail: npapg@math.ntua.gr

Vasile Staicu
Department of Mathematics
University of Aveiro
3810-193 Aveiro
Portugal
e-mail: vasile@ua.pt


