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Abstract

We prove global subelliptic estimates for systems of quididifferential opera-
tors. Quadratic differential operators are operators ddfim the Weyl quantization
by complex-valued quadratic symbols. In a previous work,pe@ted out the exist-
ence of a particular linear subvector space in the phasesdpansically associated
to their Weyl symbols, called singular space, which rulesualper of fairly gen-
eral properties of non-elliptic quadratic operators. Atbihe subelliptic properties of
these operators, we established that quadratic operaitirez@&ro singular spaces ful-
fill global subelliptic estimates with a loss of derivativdepending on certain alge-
braic properties of the Hamilton maps associated to theiyl\&gmbols. The purpose
of the present work is to prove similar global subelliptitirestes for overdetermined
systems of quadratic operators. We establish here a simjtéxian for the sub-
ellipticity of these systems giving an explicit measure loé oss of derivatives and

highlighting the non-trivial interactions played by theffelient operators composing
those systems.

1. Introduction

1.1. Miscellaneous facts about quadratic differential opeators. In a recent
joint work with M. Hitrik, we investigated spectral and semagp properties of non-

elliptic quadratic operators. Quadratic operators areigagifferential operators defined
in the Weyl quantization

1 .
@) a0 DU = s / e'<”>'fq(i2y,s)u(y)dy &,

R2n
by some symbolsg|(x, &), with (x,&) € R" xR" andn € N*, which are complex-valued
guadratic forms. Since these symbols are quadratic fornescorresponding operators

in (1.1) are in fact differential operators. Indeed, the Wyantization of the quadratic
symbol x*&#, with («, 8) € N?" and |« + 8| = 2, is the differential operator

XY Df + Dfx"‘

5 , Dy =ito,.
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One can also notice that quadratic differential operatoes a priori formally non-
selfadjoint since their Weyl symbols in (1.1) are compleied.

Considering quadratic operators whose Weyl symbols haakparts with a sign,
say here, Weyl symbols with non-negative real parts

(1.2) Req > 0,

we pointed out in [2] the existence of a particular linearn&dbor spaces in the phase
spaceR} x ]R(Q intrinsically associated to their Weyl symbatgx, &), called singular
space, which seems to play a basic rble in the understandireg mmber of fairly
general properties of non-elliptic quadratic operators.révigpecifically, we first proved
in [2] (Theorem 1.2.1) that when the singular sp&®&as a symplectic structure then
the associated heat equation

(1.3) %(t, X) +g"(x, Dy)u(t, x) = 0,
u(t, -)l=o = Uo € L*R"),

is smoothing in every direction of the orthogonal complem8h- of S with respect
to the canonical symplectic form on R?",

(14) U((X, g)! (y! 77)) = ‘i: Yy—X-n, (X, é:) € RZH’ (y! 77) € RZH’

that is, that, if &, £&') are some linear symplectic coordinates on the symplegices
S+ then we have for alt >0, N € N andu € L%R"),

(L5) ((L+ X + [ Ny e 0PIy € LR,

We also proved in [2] (See Section 1.4.1 and Theorem 1.2&)wihen the Weyl sym-
bol q of a quadratic operator fulfills (1.2) and an assumption atiglaellipticity on
its singular spaces in the sense that

(1.6) ® §eS ax§=0=(x§ =0,

then this singular space always has a symplectic struchuté¢hee spectrum of the operator
g”(x, Dy) is only composed of a countable number of eigenvalues defmiultiplicity,
with a similar structure as the one established by J. Sjidtfar elliptic quadratic oper-
ators in his classical work [21]. Elliptic quadratic openat are the quadratic operators
whose symbols satisfy the condition of global ellipticity

(X! é,-:) € R2n1 q(X, S) =0= (Xr é) = 0,

on the whole phase spa®". Let us recall here that spectral properties of quadratic
operators are playing a basic rble in the analysis of padiifrential operators with
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double characteristics. This is particularly the case imes@eneral results about hypo-
ellipticity. We refer the reader to [4], [21], as well as Ckap22 of [7] together with
all the references given there.

In the present paper, we are interested in studying the lfatitreproperties of over-
determined systems of non-selfadjoint quadratic opesafdhis work can be viewed as
a natural extension of the analysis led in [20], in which weeBtigated in the scalar
case the role played by the singular space when studyindligtioeproperties of quad-
ratic operators. We aim here at showing how the analysis ethis previous work
can be pushed further when dealing with overdeterminedesystof quadratic opera-
tors. We shall see that the techniques introduced in [20]saféciently robust to be
extended to the system case and that they turn out to be safficisharp to highlight
phenomena of non-trivial interactions between the difieguadratic operators compos-
ing a system. In this paper, we shall therefore be interastestablishing some global
subelliptic estimates of the type

N
.7 10 €7 ulle £l (%, Deulle + [lulez,
j=1

where ((x, £)) = (1 + [x|> + |£]%)Y? and § > 0; for systems of theN quadratic op-
eratorsq}”(x, Dy), with 1 < j < N. The positive parametef > 0 appearing in (1.7)
will measure the loss of derivatives with respect to thepttlicase (casé = 0). As
in the scalar case studied in [20], we aim at giving a simpleegon for systems of
guadratic operators ensuring that a global subellipticrede of the type (1.7) holds to-
gether with an explicit characterization of the associdtsd of derivatives. This loss
of derivativess will be characterized in terms of algebraic conditions oa Hamilton
maps associated to the Weyl symbols of the quadratic ogsratomposing the system.

In this work, we study the subellipticity of overdeterminsgstems in the sense
given by P. Bolley, J. Camus and J. Nourrigat in [1] (Theorer).1In this seminal
work, these authors study the microlocal subellipticity overdetermined systems of
pseudodifferential operators. More specifically, they laih the subellipticity of sys-
tems composed of pseudodifferential operators with raatjal symbols satisfying the
Hoérmander—Kohn condition. More generally, in the case ofrd@®rmined systems of
non-selfadjoint pseudodifferential operators, the grgtaachievements up to now were
obtained by J. Nourrigat in [11] and [12]. In these two majarks, J. Nourrigat studies
the microlocal subellipticity and maximal hypoelliptigifor systems of non-selfadjoint
pseudodifferential operators by the mean of representataf nilpotent groups. We
shall explain in the following how the algebraic condition the Hamilton maps (1.18)
in Theorem 1.2.1 relates with these former results. Moreiipaity, we shall comment
on its link with the Hormander—Kohn condition appearing 1} (Theorem 1.1).

Before giving the precise statement of our main result, wall stecall miscel-
laneous notations about quadratic differential operasmd the results obtained in the
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scalar case. In all the following, we consider
qj: R} x RQ — C,
(x, &) = qj(x, &),
with 1 < j < N, N complex-valued quadratic forms with non-negative reatgar
(1.8) Regj(x,£) > 0, (x,£) € R™M ne N*.

We know from [9] (p.425) that the maximal closed realizatmfna quadratic operator
g“(x, Dy) whose Weyl symbol has a non-negative real part, i.e., treadpr onL?(R")
with the domain

D(q) = {u € L*(R"): g"(x, Dyu € L¥R")},
coincides with the graph closure of its restriction S@R"),
g”(x, Dy): S(R™ — S(R").

Associated to a quadratic symbglis the numerical rang&(q) defined as the closure
in the complex plane of all its values

(1.9) Z(0) = q(R} x Ry).

We also recall from [7] that the Hamilton mdp € M,,(C) associated to the quadratic
form g is the map uniquely defined by the identity

(1.10) q((x, £): (y, m) = o((x, &), F(y, m)), (%, §) € R, (y, n) € R,

whereq( -; -) stands for the polarized form associated to the quadratim fy. It
directly follows from the definition of the Hamilton map that its real part and its
imaginary part

1 — 1 —

ReF =_(F+F) and ImF = _—(F—-F),

2 2
are the Hamilton maps associated to the quadratic formg &ed Imq, respectively.
One can also notice from (1.10) that an Hamilton map is alvekgsv-symmetric with

respect too. This is just a consequence of the properties of skew-symnudt the
symplectic form and symmetry of the polarized form

(1.11) VX, Y eR?, o(X, FY)=q(X:Y) =q(Y; X) = o (Y, EX) = —o(F X, Y).
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Associated to the symbaj, we defined in [2] its singular spacgas the following
intersection of kernels

+0o0
(1.12) S= <ﬂ Ker[Re F(Im F)J’]) NR?,

j=0

where the notations Re and ImF stand respectively for the real part and the im-
aginary part of the Hamilton map associatedqto Notice that the Cayley—Hamilton
theorem applied to Ink shows that

(Im F)¥X e Vect(X, ..., (Im F)*1X), X eR?, ke N,

where Vect¥, ..., (Im F)®"1X) is the vector space spanned by the vectdrs . .,
(Im F)>-1X; and therefore the singular space is actually equal to tHewfimg finite
intersection of the kernels

2n-1
(1.13) S= (ﬂ Ker[Re F(Im F)i]> NR?,

j=0
Considering a quadratic operatq¥(x, Dy) whose Weyl symbol
q: Ry xR} - C,
(x,§) — a(x, &),
has a non-negative real part, Re> 0, we established in [20] (Theorem 1.2.1) that

when its singular spac8 is reduced td 0}, the operatog®(x, Dy) fulfills the following
global subelliptic estimate

(1.14) 3C > 0, Yu € D(@), [I({(x, &))@y u]l = < C(llg™ (X, Dy)ulliz + [luflz),

whereky stands for the smallest non-negative integers By < 2n — 1, such that the
intersection of the followind + 1 kernels with the phase spaR&é" is reduced to{0},

ko
(1.15) (ﬂ Ker[Re F(Im F)J’]) NR? = {0}.

i=0

Notice that the loss of derivativds= 2ky/(2ko + 1), appearing in the subelliptic estimate
(1.14) directly depends on the non-negative intekiercharacterized by the algebraic
condition (1.15).

More generally, considering a quadratic operagdi(x, Dx) whose Weyl symbol
has a non-negative real part with a singular sp&cehich may differ from {0}, but
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does have a symplectic structure in the sense that thectastriof the canonical sym-
plectic formo to S is non-degenerate, we proved in [20] (Theorem 1.2.2) thatoi
erator g*(x, Dy) is subelliptic in any direction of the orthogonal complemé&’* of
the singular space with respect to the symplectic farnm the sense that, ifx(, &)
are some linear symplectic coordinates h" then we have

3C >0, Yue D(@), (', §))¥ V) ulli2 < C(llg"” (x, Dx)ullLz + [lulle2),

with (X', &)) = (1 + |x'|2 + |&']?)Y/?, wherek, stands for the smallest non-negative
integer, 0< ko < 2n — 1, such that

ko
(1.16) S= <ﬂ Ker[Re F(Im F)i]> NR?.

j=0

Finally, we end these few recalls by underlining that theuagstion about the sym-
plectic structure of the singular space is always fulfilled dny quadratic symbod
which satisfies the assumption of partial ellipticity on sisgular spaces,

(x,£)eS, qx, &) =0=(x,£)=0.

We refer the reader to Section 1.4.1 in [2] for a proof of thastf

1.2. Statement of the main result. Considering a system dfl quadratic oper-
atorsqj’(x, Dx), 1= j = N, whose Weyl symbolsg|; have all non-negative real parts

(1.17) Regi(x,£) >0, (x,£) € R, ne N*,

and denoting byfF; their associated Hamilton maps, the main result containethis
article is the following:

Theorem 1.2.1. Consider a system of N quadratic operators(g, Dx), 1< j <
N, satisfying(1.17). If there exists k€ N such that

(1.18) N (|  Ker(ReFjImF,---ImF,) | NR* = (0},

0<k=<ko j=1,...,N,
(I, lk)€(d,...,N}K

then this overdetermined system of quadratic operatorsiieliiptic with a loss ofs =
2ko/(2ko + 1) derivatives that is, that there exists G- 0 such that for all ue D(qg1) N
---N D(an),

N
(1.19) I((x, €))7 @Dy ul| 2 < C(leqj’”(x, Dxulle + ||U||L2>,

j=1
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with ((x, £)) = (1 + [x|? + [§[H)Y2.
REMARK. Let us make clear that the intersection of kernels

ﬂ Ker(ReFj ImF, ---Im F,),
j=1,..,N,
(11, )€l L, NJK
is to be understood as
[ KerReFj,
i=1,...N

whenk = 0.

1.3. Examples of subelliptic systems of quadratic operate: The following
examples of subelliptic systems of quadratic operatorsvsthat Theorem 1.2.1 really
highlights new non-trivial interaction phenomena betwées different operators com-
posing a system, which cannot be derived from the result bElspticity known in
the scalar case (Theorem 1.2.1 in [20]).

Indeed, consider the first system of quadratic operatorsse/iWgeyl symbols are

Qj(X, &) = X2+ &2 + (62 + Xj+181) and Gj(x, &) = X2 + E2 + 1 (E7 + £ 11£0),

for 1<j<n—1and & &) € R?, with n > 2. A direct computation using (1.10) and
(1.13) shows that the singular space of the quadratic form

n-1
> g0 + X54)),
j=1

for some real numbers;, 1 ; verifying
n-1
Z()»j +1;)>0;
j=1

is given by

n-1

S= (&R xy =& =) (AXjp1+ij&11) =0,
j=1

which is always a non-zero subvector space. It then folldwed bne cannot deduce
any result about the subellipticity of the scalar operator

n—-1
> (ay(x, D) + 467 (x, D)),
j=1
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in order to get the subellipticity of the overdeterminedtsys composed by then2-
2 operatorsq]?”(x, Dy) and C]’j”(x, Dy), for 1 < j < n—1. Nevertheless, by denoting

respectivelyF; and If,- the Hamilton maps of the quadratic forrgg and g;, another
direct computation using (1.10) shows that

Ker ReF; N Ker(ReF; Im F)) NR™ = {(x, £) € R™: x; = & = Xj;1 = 0}
and
Ker ReFj NnKer(ReF; Im Fj) NR? = {(x, &) e R*": x; = & = &1 = 0}.
One can then deduce from Theorem 1.2.1 the following globbéH’iptic estimate with

a loss of 23 derivatives

n-1

160 €073 ullee 5 Y (g (. Dullz + 167 (. Dyull2) + [lull 2.
j=1

Consider now the second system of two quadratic operatoosevkiVeyl symbols are

(X, &) = X2 + &2 + i (Xoé1 — Xa&2 + Xabz — Xof3)  and (X, &) = i (Xa€1 — X13),

with (x,&) = (X1, X2, Xa, £1, &0, £3) € R, The subellipticity of this system may be derived
from the result known in the scalar case (Theorem 1.2.1 i)[2d6deed, defingg =
01 + u0e, with u € R. Explicit computations of the kernels show that

Ker(ReF) = {(x, &) € R®: x; = & = 0},

Ker(ReF) N Ker(ReF Im F) = {(x, &) e R®: x; = & = Xy + uXs = & + uéz = 0},
Ker(ReF) N Ker(ReF Im F) N Ker(ReF (Im F)?)

={(x, ) €R®: Xy = &1 = Xp + puXg = 2 + pés = —puXo + Xz = —péz + &3 = 0}
= {0},

with F being the Hamilton map of the quadratic symigol The result of subellipticity
known in the scalar case proves the subellipticity of therd@grmined system

I, )2) ulliz < 19" (x, Dx)ulliz + Jull
< llay’(x, Duflz + [lag (x, Diullez + [lul .2,

with a loss of 45 derivatives; whereas the result of subellipticity for wetermined
systems proved in this paper allows to highlight interattghenomena between the
operatorsgy’ (X, Dy) and gy’ (x, Dy), and to get a better subelliptic estimate

I, )?2) ullz < llag'(x, Dx)ullz + llg5'(x, Dullz + [luliz,
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with a loss of 23 derivatives, because

Ker(ReFy) = {(x, §) € R®: x; = & =0},
Ker(ReFy Im F1) = {(x, &) e R®: x, = & = 0},
Ker(ReFy Im Fp) = {(x, &) € R®: x3 = & = 0},

with F; and F, being the Hamilton maps of the quadratic symhbmlsandg,. Of course,
Theorem 1.2.1 can highlight more complex interactions betwthe different operators
composing the system when we consider operators with differeal parts.

1.4. Comments on the condition for subellipticity. Theorem 1.2.1 gives a very
explicit and simple algebraic condition on the Hamilton ma quadratic operators en-
suring the subellipticity of the system. Let us notice thas tcondition is very easy to
handle and allows to directly measure the associated lostemfatives by a straight-
forward computation. We shall now explain how this is refate the Hérmander—
Kohn condition. Recall from [1] (Theorem 1.1) that the Hondar—Kohn condition
for microlocal subellipticity of overdetermined systemfspseudodifferential operators
with real principal symbols; reads as the existence of dptielliterated commutator of
the operators composing the system. In the case of a systemre$elfadjoint quad-
ratic operatorsd’)1<j<n, if we assume in addition that this system is maximal hypo-
elliptict, the natural condition becomes to ask the ellipticity of serated commutator
of the real parts ((R&j)")1<j<n and imaginary parts ((Im;)*)1<j<n Of the operators
composing the system. Coming back to our specific conditanstibellipticity (1.18),
we first notice that in the scalar case, it reads as the existefia non-negative integer
ko such that

ko
<ﬂ Ker[Re F(Im F)j]) NR2 = {0},

j=0

with F standing for the Hamilton map of the unique operaiti{x, Dy) composing the

system. As recalled in [20] (Section 1.2), this conditiorplies that, for any non-zero

point in the phase spacé, € R?", we can find a non-negative integlersuch that
VO<j=<2k—1, H),Req(Xe)=0 and HZ, Req(Xo) #0,

where Him ¢ stands for the Hamilton vector field of Im

IWe refer to [11] and [12] for conditions and general resufisnaximal hypoellipticity for over-
determined systems of non-selfadjoint pseudodifferenti@rators.



572 K. PRAVDA-STAROV
This shows that the k" iterated commutator
[Img”, [Imq”, [...,[Img"”, Req"]]] ---] = (—1)*(HX, Req)",

with exactly X terms Img®” in left-hand-side of the above formula; is elliptic Xb;
and underlines the intimate link between (1.18) and the Hda@ader—Kohn condition in
the scalar case. In the system case, the situation is morelicated and this link is
less obvious to highlight explicitly. More specifically, whadl see in this case that the
algebraic condition (1.18) implies that the quadratic form

Z Z Regq;(Im F, ---Im R, X),

is positive definite. This property implies that for any rmero point Xo € R?", one
can findk e N, j €{1,...,N} and (1, ...,lk) € {1,..., N}¥ such that

Req;(ImF, ---Im F,Xp) > 0.

By considering the minimal non-negative intedgemwith this property and using the
same arguments as the ones developed in [2] (p. 820—822);amactually check that
any iterated commutator of order less or equal ko-21, that is,

[Py, [P, [P3, [ .-, [Py Prga] -+ 1M1

with r <2k—1, B = Reqy or B =Imqg; and where at least on, is equal to Reg,

for 1 <s,5,5 < N; are not elliptic atXo. One can also check that the non-zero term
Req;(ImF, -+ Im F,Xo) > 0,
actually appears when expanding the Weyl symboXabf the k™ iterated commutator

(Imay, [Imay, [Imaqy , [Imagy , [...,[Imq}, [Imq}, Req{]]] ---]
= (=1 (Hg, -+ Hing, Rea;)”.

However, contrary to the scalar case, there may be also oibreizero terms in this
expansion; and it is not really clear if this natural comnmutaassociated to the term

Req;(Im F, ---Im R, Xo),

is actually elliptic atXo,

?
Himg, - Himg, R€0;(Xo) # 0.
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Though it may be difficult to determine exactly at each poihick specific commuta-
tor is elliptic, it is very likely that condition (1.18) enses that the Hérmander—Kohn
condition is fulfilled at any non-zero point of the phase s&pamnd that these associated
elliptic commutators are all of order less or equal t@.2It is actually what the loss
of derivatives appearing in the estimate (1.19) suggesis;tlais in agreement with the
optimal loss of derivatives obtained in [1] (Theorem 1.1) 8, commutators

1 2ko

2ko+1 2kg+ 1’

since we measure the loss of derivatidesvith respect to the elliptic case as

N
1A a2 <>l (x, Daulle + fJullz,
j=1

with A2 = ((x,£))?, because quadratic operators have their Weyl symbols isythéol
class S(A2, A2 d X?) whose gain isA2.

Because of the simplicity of its assumptions, Theorem 1p2diiides a neat setting
for proving global subelliptic estimates for systems of dpadic operators. It is possible
that some of these global subelliptic estimates for systefguadratic operators may
also be derived from the results of microlocal subellipyi@nd maximal hypoellipticity
proved in [1], [11] and [12]. However, given a particular &ra of quadratic operators,
one can notice that only checking the Hérmander—Kohn cmmdiin every non-zero
point turns out to be quite difficult to do in practice. The gsamomment applies for
checking the maximal hypoellipticity of the system. Anatlieterest of the approach
we are developing here comes from the fact that the proof eofédm 1.2.1 is purely
analytic and does not require any techniques of represemsadf nilpotent groups as
in [11] or [12]. Moreover, despite its length, the proof pmed here only involves
fairly elementary arguments whose complexity has no degfeeomparison with the
analysis led in [11] and [12].

Finally, let us end this introduction by mentioning thatstmesult of subellipticity
for systems of quadratic operators may broaden new perggedh the understand-
ing of overdetermined systems of pseudodifferential dpesawith double characteris-
tics; and that the construction of the weight functions iogasition 2.0.1 may be of
further interest and direct use in future analysis of doutiaracteristic problems. In
the scalar case, this construction of the weight functioecBjz to the structure of the
double characteristics obtained in [20] (Proposition D.Gas already allowed to derive
in [3] the precise asymptotics for the resolvent norm of aariclass of semiclassical
pseudodifferential operators in a neighborhood of the Houabaracteristic set. On the
other hand, this deeper understanding of non-trivial adgons between the different
guadratic operators composing overdetermined systemsatsaygive hints on how to
analyze the more complex case Nf by N systems of quadratic operators, which is
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a topic of current interest. On that subject, we refer theleedo the series of recent
works on non-commutative harmonic oscillators by A. Pargieg and M. Wakayama
in [13], [14], [15], [16], [17] and [18].

2. Proof of Theorem 1.2.1

In the following, we shall use the notatio®,(m(X)", m(X)~? d X?), where R is
an open set iR?", r,s € R andm € C*(, R%), to stand for the class of symbols
a verifying

aeC®(Q), Ya e N*" 3C, >0, [3%a(X)| < C,m(X) S X eq.

In the case wher@ = R?", we shall drop the indeg for simplicity. We shall also use
the notationsf < g and f ~ g, on 2, for respectively the estimatexC > 0, f < Cg
and, f <gandg=< f, on Q.

The proof of Theorem 1.2.1 will rely on the following key puamition. Consider-
ing for 1< j <N,

qj: R} x RQ — C,
(X! E) = qj(xi E)!

with n € N*, N complex-valued quadratic forms with non-negative reatgar

2.1) Regj(x,§) >0, (x,£)eR™ 1<j<N,

we assume that there exist a positive integee N* and an open se®q in R?" such
that the following sum of non-negative quadratic forms e

Ic > 0, VX € Qo

m
(2.2) Z Z Req;(Im F, ---Im R, X) > ¢o| X |4,
k=0 j=1,.N,

(1, lk)efd,....N}¥

where the notation Irfj stands for the imaginary part of the Hamilton mBp associ-
ated to the quadratic form;. Under this assumption, one can then extend the construc-
tion of the bounded weight function done in the scalar casR® (Proposition 2.0.1)

to the system case as follows:

Proposition 2.0.1. If (gj)i<j<n are N complex-valued quadratic forms d@&?"
verifying (2.1) and (2.2) then there exist N real-valued weight functions

gj € S(L, (X) ™V dX?), 1<j=<N,
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such that

dc, ¢y, ..., cy >0, VX € Qo,
N
@3) 1 Req;(X) + ¢ Himg 9j (X)) > ¢(X)%@m+D
+ Y _(Req;(X) + ¢jHimg, 9j (X)) = ¢(X) :
i=1

where the notation 3, stands for the Hamilton vector field of the imaginary part
of q;-

As in [20], the construction of these weight functions wid beally the core of this
work. This construction will be an adaptation to the systeamecof the one performed
in the scalar case.

To check that we can actually deduce Theorem 1.2.1 from Bipo 2.0.1, we
begin by noticing, as in [20], that the assumptions of Theork2.1 imply that the
following sum of non-negative quadratic forms

ko
(24) 3>0, r(X)=)Y_ > Req;(Im F, ---Im R, X) > co| X%,

is actually a positive definite quadratic form. Let us indemhsider X, € R?" such
thatr (Xo) = 0. Then, the non-negativity of quadratic forms ¢einduces that for all
0<k<ky j=1,...,Nand (1,...,Ik) €{L,..., N}X
(2.5) Reqj(lm |:|1 -o-Im F|kX0) =0.

By denoting Re;(X;Y) the polar form associated to Rg we deduce from the Cauchy—
Schwarz inequality, (1.10) and (2.5) that for ¥lle R?",

IReq;(Y;ImF, -+ Im F|kxo)|2 =lo(Y,ReF;ImF, ---Im FlkX0)|2
< Req;(Y)Req;(Im F, - --Im F, Xo) = 0.

It follows that for all Y € R?",

o(Y,ReFjImF, ---Im F, Xg) =0,
which implies that for all < k <ko, j =1,..., N and (1, ...,l) € {1,..., N}K,
(2.6) ReFjImF, ---ImF, Xo =0,

sinceo is non-degenerate. We finally deduce (2.4) from the assomfi.18).
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In the case wheréy = 0, we notice that the quadratic form

q=01+-+0n,

has a positive definite real part. This implies in particutat q is elliptic onR?". One

can therefore directly deduce from classical results aledligtic quadratic differential
operators proved in [21] (See Theorem 3.5 in [21] or commabtsut the elliptic case
in Theorem 1.2.1 in [20]), the natural elliptic a priori estte

3C >0, Vue D(@)N---ND(an),  I(((x, §)?)" ullez = C(Ig" (x, Dxullcz + llull.2),

which easily implies (1.19).
We can therefore assume in the following thkgt> 1 and find from Proposition 2.0.1
some real-valued weight functions

(2.7) gj € S(1, (X) @t gx?), 1<j <N,

such that
N

(2.8) 3c,C1,....cn > 0, VX €R™, 1+ (Req;(X)+Cj Himg, gj (X)) = ¢(X)Z/ @),
j=1

For 0< e <1, we consider the multipliers defined in the Wick quantatby symbols
1—ecjgj. We recall that the definition of the Wick quantization andnsoelements of
Wick calculus are recalled in Section 4.1. It follows from7AR 4.4, 4.7, 4.8 and the
Cauchy—Schwarz inequality that

Z RE(qWICkU (l — &G gj)WiCkU)

N
Z(Re((l SC]g])WICk WICk)U U)
1

(2.9)

IA

Mz Ig= 1

Wick Wick, (12 2
11— ecigjll=lla;" ullzllufl 2 < leq ullte + llullt2
j=1

G} ullz + llullZ,

Il
N

where

(2.10) aa=a (x5 )
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because the operators{l'rc,-gj)wiCK whose Wick symbol are real-valued, are formally
selfadjoint. Indeed, symbols(q;) defined in (4.8) are here just some constants since
g; are quadratic forms. The factorr2in (2.10) comes from the difference of normal-
izations chosen between (1.1) and (4.9) (See remark ind®eédtil). Since from (4.10),

]Wick n SJ-,

(1_50ng)WICK Mick — [(l £Cjgj)d; + CJng Va; — J{gJ q;}

with [|S]|z2@n) < 1, we obtain from the fact that real Hamiltonians get quamtin
the Wick quantization by formally selfadjoint operatorstth

Z Re((l 8CJ g])WICk Ick)

z

N Wick
= Z:ResJ Z[(l—stgJ)Req, cJVgJ V Req; + cJ H.mqjgj]

j=1 =1

becausey; are real-valued symbols. Since &e> 0 andg; € L*(R"), we can choose
the positive parameter sufficiently small such that

V1<j <N, VXeR™ 1-ecigi(X)=

NI =

in order to deduce from (2.8), (2.9) and (4.3) that

N
(2.11) ((X)?/FrDyWicky, u) < u?, + Zu qrullz. + D _I((Vg; - V Req;)V*u, u)),
j=1

because from (4.1) and (4.2)V¢< = Id

One can then complete the proof of Theorem 1.2.1 by follovérgctly the same
reasoning as the one used in [20]. We recall this reasoning foe the sake of com-
pleteness of this work.

By denoting X = (x, £/(27)) and Off(S(1, d X?)) the operators obtained by the
Weyl quantization of symbols in the clag1, d X?), it follows from (4.7), (4.8) and
usual results of symbolic calculus that

(212) () @t yWek — ((x)Z ety € Op*(S(1, dX?)
and
(213) (()2)1/(2k0+1))w(< )l/(2ko+1))w _ (<)~(>2/(2k0+1))w c opw(S(l, d XZ)),

sinceky > 0. By using that

(((X)EFD)2((X)VEFD)y, U) = [|((X)YEer Dy a2,
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we therefore deduce from (2.11) and the Calder6n—Vaillarictheorem that
~ N N "
(2.14) [I((X)YEr Dy u)Z, < ullz. + Y lGrull. + Y (V.Y Reqj)Vu, u)l.
j=1 j=1
Then, we get from (2.7) and (4.3) that
(2.15) I(Vg; - V Req;)*u, u)| < (IV Req;[V'*u, u).
Recalling now the well-known inequality
(2.16) /0P < 2f (I [l

fulfilled by any non-negative smooth function with boundest@nd derivative, we de-
duce from another use of (4.3) that

(2.17) (V Req;|""*u, u) < ((Req;)?)"u, u) < ((1+ Req;)"*u, u),
since Reyj is a non-negative quadratic form and that
2(Req;j)"? < 1+ Req;.
By using the same arguments as in (2.9), we obtain that
(1 + Reqj)"*u, u) = ((Req;)""*u, u) + ullf. = Re@;"*u, u) + ||ul|?
< llgf"*ullellullee + ull?z < flaf"ullZ. + lull?.
S NG5 ullEe + fulZ.-

It therefore follows from (2.14), (2.15) and (2.17) that
N

(2.18) I((X)YErDyr )2, S ull2, + ) llaull?..
j=1

In order to improve the estimate (2.18), we carefully reswue previous analysis and
notice that our previous reasoning has in fact establishet t

I((X) e Dyeu)2,

N

N
< ullfz + D IRe@"*u, (1 ecig)™ ™ Wl + Y I(Vg; - V Req))*u, u)|
j=1 j=1

N N
< Julz: + Y IRe@ "y, (1 - ec;g) " u)| + 3 IRe@!"*u, u)
j=1 j=1

N N
< JulZ: + Y IRe@!'u, (1— ecjg))"*u)] + Y IRe@!'u, u)l,
j=1 =1
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because (+ ecjgj)" is a bounded operator ob?(R"),
ick
(2.19) (1 — ec;9))"" N 22y < 11— &€ gj | L@

By applying this estimate to{K)Y@o+Dy»y we deduce from (2.13) and the Calderén—
Vaillancourt theorem that

”(( v )2/(2k0+1))11)u||2

< > IRe@ (X ¥y, ((X) My
(2.20) =

+Z|Re(q (X)), (1— ec;gy) K ((X) YD) )
j=1

+ ()Y@ U2, +jufl?
Then, by noticing that the commutator
(2.21) Gy, ((X)Y@rDy] e op” (S((X)VEHetD, (X)~2 d X)),
because]; is a quadratic form, and that
(2.22) (X) Y@y ((X)VEr by —1d € Op”(S((X) 2, (X) 2 dX?)),

we deduce from standard results of symbolic calculus andCéleleron—Vaillancourt
theorem that

@y, (X)) ul| 2
(2.23) S Iy, ((X)Y@rDyr((X)~HEorDyr((X)YVE Dy || 2 + |lul .2
S I EFDY 2 4 [ul] 2.
By introducing this commutator, we get from the Cauchy—Satawinequality and

(2.23) that
[Re @}’ ((X)Y/@otDyry, ((X)V ot Dyry))
S [Re@u, ((X)Y@erDy ()Gt Dyry)| + || (XYY@ Dy a2, + ull?,

Another use of the Cauchy—Schwarz inequality and the Caidéfaillancourt theorem
with (2.13) gives that

IRe(}'u, ((X)Y/ @t D)yr((X)H@atry))

S GY Ul (X)) ull e + g7 ullellull e
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We then deduce from (2.18) and the previous estimate that

N

ZIRe(q ((X)H@otDyey, ((X)H@EotDyry))|
j=1

< ((X)Z @t yey]) o Z||un||Lz + Zumn 2 + lull?..

By using again the Cauchy—Schwarz inequality, (2.18),9R.12.20) and (2.23), this
estimate implies that

(2.24)
[((X)?/ @Dy y)i2,

N

ZIRG([Q ((X)YEeryqy, (1—ec;gy) VoK ((X) V@t D) y)|
j=1

+Z|Re(un( (XYY @ty (1 —ec;g;)VeK((X >1/<2k°+1>)Wu)|+Z||un|| 2+ [ull?
j=1 j=1

N
5 Z|Re(q~wu ( )1/(2k0+1))w(1 SC g )WICk(( )1/(2k0+l))u)u)|+2” ~wu|| 2_‘_||u||ﬁ2

[y

j= j=1
N N
< Y NGYullll((X)YE Dy (1 - sc; g MOR((X)YE D)y 2+ Y G 2, + [ullZ,
j=1 j=1

because we get from (2.19) and (2.23) that
IRe((d, (X)) ]u, (1 sc;g;) V' ((X) @t D) )|
S IO EFDY U Z, 4 [[((X)YED) Uz ul 2.
Notice now that (2.7), (4.5) and (4.6) imply that
[((X)Y@eryr, (1 ec;g;)V™] € Op”(S(2, d X?)),

since (1— ecjg))'™* = g, with §; € S(1,dX?) and ko > 0. By introducing this
new commutator, we deduce from the Calderén—Vaillancouebitem, (2.13), (2.18)
and (2.19) that

()@ +Dy (1 — ey g MEK((X) VP D)y

S IRME D)0l 2 + (2 ec gy k(XYM B Dy ()Y@ Dyey
S IR)ME DY) 2 - [((R)MEoH Dy ()@t Dyry

S IR e+ 1Rl + il

S (XY@t Dy 2 + ZII dj'ullLz + [luflca.
j=1
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Recalling (2.24), we can then use this last estimate to whtwit
N

(2.25) I((X)Z/Er Dy a2, < Y arul?e + llull?e.
j=1

By finally noticing from the homogeneity of degree 2 @f that we have

- 1
(Gj o T)(X, &) = ZQJ(Xa £),
if T stands for the real linear symplectic transformation
T(x, £) = ((27) Y?x, (20)"2%),

we deduce from the symplectic invariance of the Weyl quatitnm (Theorem 18.5.9
in [7]) that

N
1)@ Dyrui2, < 3 grulZ + ull?,
i=1

which proves Theorem 1.2.1.

3. Proof of Proposition 2.0.1

We prove Proposition 2.0.1 by induction on the positive getem > 1 appearing
in (2.2). Letm > 1, we shall assume that Proposition 2.0.1 is fulfilled for apen
set Qo of R?", when the positive integer in (2.2) is strictly smaller than

In the following, we denote by, x andw someC>(R, [0, 1]) functions respect-
ively satisfying

8.1 v =1 on [1,1], suppy C[-2, 2],

1
8.2) x=1 on {xeR:1<|x| <2}, suppxc{xeR:§§|x|§3},

and
3.3) w=1 on {XxeR:|xX|>2}, suppw C {x e R: |x| > 1}.

More generically, we shall denote by;, x; andwj, j € N, some othelC*(R, [0, 1])
functions satisfying similar properties as respectivgly xy and w with possibly differ-
ent choices for the positive numerical values which defirertlBupport localizations.
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Let Qo be an open set oR?" such that (2.2) is fulfilled. Considering the quad-
ratic forms

N

(3.4) f1p(X) =) _Req;(X:Im FyX),
j=1

(3.5) fip(X) = Z Reg;(ImF, ---ImFR{,_, X;ImF, ---ImF,_, Im FyX),

(1, lk_1)e{l,..., N}k 1

forany 1< p<N, 2<k<m;

N
(3.6) ro(X) =) Req;(X), mn(X)= > Reqj(Im R, - --Im F, X),
j=1 j=1,.,N

for any 1<k <m; and defining
(3.7) Gm,p(X) = ¥ (rm-1(X) (X)72EN=VEMED) () =4 EMHDE, (),

where is the function defined in (3.1) and< p < N, we get from Lemma 4.2.1 that
(3.8)

Hlm ngm,p(X)
= 20 (rm_1(X)(X)~2@m=D/(@m+1))
Req](lm F|1 oo lm F|m,1 Im pr)
’ 1Z N (X)4m/(2m-+1)
=1

+ 29 (Fm1(X) (X)~2@m-D/@m+1))

Reqgj(ImF,---ImF{,_ _ X;ImF, ---ImF__ (Im Fp)ZX)
x 12 \ (X>4m/(2m+l)
j=1..,
(|1 ..... |m,1)€{1 ..... N}mi1
o(om Tm, p(X)
+ Himg, (¥ (rm-1(X)(X) 24" 1)/(ZmH)))W

+ Y (o1 (X)(X) 2@ EMEDY L (X)TAVEMDY L (X).
We first check that

(3.9) Gm,p € S(L, (X)~2@n-/CmHD g x2),



SUBELLIPTICITY FOR SYSTEMS OF QUADRATIC OPERATORS 583

In order to verify this, we notice from Lemma 4.2.6 that theadratic forms

(3.10) Regj(ImF, ---Im R/ X;ImF, ---Im R, Im FpX)
and
(3.11) Regi(Im R, ---Im R, X;Im R/, ---Im R, (Im Fp)?X),

belong to the symbol class
(312) %((X>4m/(2m+l)' (X)—Z(Zrn—l)/(2m+1) d XZ),

for any open sef2 in R?" wherer;_1(X) < (X)2@-D/@m+1) To check this, we just
use in addition to Lemma 4.2.6 the obvious estimates

Req;(ImF, ---Im R, Im FpX)Y2 < (X)

and
Req;(ImF, ---Im R/, (Im Fp)?X)Y2 < (X).

Moreover, since
(313) (X)74m/(2m+1) c S((x)—4m/(2m+1), <X>72 dx2)'

we obtain (3.9) from (3.1), (3.5), (3.6), (3.7), (3.10),1@) and Lemma 4.2.2.
Denoting respectivelyA; , Az p, Asp and A4, the four terms appearing in the right
hand side of (3.8), we first notice from (3.1), (3.10), (3,13)13) and Lemma 4.2.2 that

(3.14) Agp € (1, (X)2@nm=byem+l) g x2),

Next, by using that
Im g € S((X)?, (X)2dX?),

since Imgp is a quadratic form, we get from (3.1), (3.5), (3.6), (3.1(3.,12), (3.13)
and Lemma 4.2.2 that

(315) A3 b c S((x)Z/(2m+l)’ (x>72(2m71)/(2m+1) dx2)'
since
Hlmq (w(rm_l(x)<x>72(2m71)/(2m+l))) e S(<X)2/(2m+l) (X)72(2m—1)/(2m+1) dXZ)
p ) .
By using now that

Him g, ((X) 4™/@™HD) € g((X)~4m/@mHD) (X)=2d X?),
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we finally obtain from another use of (3.1), (3.5), (3.6),1(3, (3.12) and Lemma 4.2.2
that

(3.16) Ay p € (1, (X)2Em-D/@emil) g x2),
Since the termAg , is supported in
SUpPY’ (rm-1(X)(X)~2@n-1/em+u),
we deduce from (3.8), (3.14), (3.15) and (3.16) that theist®x, a C*(R,[0,1]) func-

tion satisfying similar properties as in (3.2), with posgildifferent positive numerical
values for its support localization, such that, ¢, > 0, VX € R?",

N
C1 + Caxo(f m-1(X)(X) 2@ /CMED) () 2/CMHD LN ™ Hyy g, Gin,p(X)
(3.17) p=1

(X
> 2¢(rm—1(x)(x)z(zmw(zmﬂ))%-

Recalling (2.2), one can find some positive constagis, > 0 such that

m-1
(3.18) Do r(X) = el X P,
k=0
on the open set
(3.19) Q1 = {X € R®: rp(X) < ¢4l X[} N Q.

When m > 2, one can find according to our induction hypothesis somévedaed
functions

(3.20) Gmp € So, (1, (X) ™D dX?), 1<p=<N,

such that

N
(3.21) Jcs5p >0, VX €, 1+ Z(Reqp(X) + C5,pHim g, 8m,p(X)) 2 (X)%/@m-1),
p=1

For convenience, we set in the followingg,, = 0 whenm = 1. By choosing suitably
Yo and wg someC>(R, [0, 1]) functions satisfying similar properties as the dtions
respectively defined in (3.1) and (3.3), with possibly difet positive numerical values
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for their support localizations, such that

(3.22) supplo(rm(X)[X|7A)wo(X) C {X € R*: ry(X) < cal X[,
and setting
(3-23) Gm,p(x) = gm,p(x) + 1//0(rm(X)|X|_2)w0(X)§m,p(X), X € Qq,

we deduce from a straightforward adaptation of the Lemma&4g recalling (3.1) and
(3.3) that

(3.24) Yo(rm(X)X|7?)wo(X) € S(1, {(X)72dX?).
According to (3.9) and (3.20), this implies that
(3.25) Gip € Soo(L, (X)#2dX?) and Gmp e So(L, (X) ¥ D dx?),
whenm > 2. Since from (3.24),
Him g, (Wo(rm(X)| X[ )wo(X)) € S(1, (X)72 d X?),
because Ing, is a quadratic form, we first notice from (3.19), (3.20) and2} that
Him g, (Wo( m()IX [T wo(X))dm, p(X) € Soy(1, (X)~7E™D d X?),

and then deduce from (3.17), (3.19), (3.21), (3.22) and3{3tRat there exist some
positive constantss ,, ¢; > 0 such that for allX € Qq,

N
> (Reqp(X) + €6.pHimag, G, p(X)) + 1 + Crxo(rm-1(X){X)2Cm1/CmD) (x)2/@m+1)
p=1

Im(X)

2 w (r m—1(x) ( X)72(2m—l)/(2m+1)) —( X)4m/(2m+1)

+ l/fo(l’m(X)|X|*2)wo(x)(x)2/(2m71),
whenm > 2. Since

- rm(X)
(X>2/(2m 1) > <X>2/(2m+1) and (X)4r:n/(2m+l) > |X|2/(2m+1),

when r,(X) = |X|?, we deduce from the previous estimate by distinguishingréhe
gions in Qg where

rm(X) S [XI> and ru(X) 2 [X%,
according to the support of the function

Yolrm(X)IX|7),
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that one can find &> (R, [0, 1]) function w; with the same kind of support as the
function defined in (3.3) such that

(3.26)

dcg,p, Co > 0, VX € Qo,

N

(I {er(X) CB pl I| q Gm p(x)) C9wl(| m—l(x)<x) ( 4 ))(X> /( ) 1
’ p s
p=1

z (x)2/emD,
whenm > 2. Whenm = 1, we notice from (2.2) that
(3.27) ri(X) 2 (X)%,
on any set where
N
(3.28) X| = c1o and ro(X) =) Reqp(X) < (X)7°,
p=1

if the positive constantyg is chosen sufficiently large. Moreover, since in this case
G1,p = §1p and that Rep, > 0, one can deduce from (3.1), (3.3), (3.17), (3.27) and
(3.28), by distinguishing the regions @y where

ro(X) £ (X)¥° and ro(X) 2 (X)¥°,
according to the support of the function
Y (ro(X)(X) 2%,

that the estimate (3.26) is also fulfilled in the came= 1. Continuing our study of the
case wheren = 1, we notice from (3.3) and Rg, > 0, that one can estimate

N
wi(ro(X)(X) %) (X)¥% < ro(X) = > Reqp(X),
p=1

for all X € R?. It therefore follows that one can findiy,, > O such that for all
X € Qo,

N
> (Reqp(X) + Ci1,pHimg,G1p(X)) + 1 2 (X)?3,
p=1

which proves Proposition 2.0.1 in the case where= 1, and our induction hypothesis
in the basis case.
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Assuming in the following thatn > 2, we shall now work on the term
wl(rm_l(x)(X>72(2mfl)/(2m+l))<X>2/(2m+1)’

appearing in (3.26). By considering some constanfs> 1, for 0< j < m—2, whose
values will be successively chosen in the following, we kpabve that one can write
that for all X € R?",

(3.29)

m-1(X .
wl(IXT%E#%Véﬁiﬁ) < Wi (X) Wo(X)

N

m

j m-1
+3 O(X)<1‘[ V\A(X)) Wi (X) + v"vo<><)<1‘[ vv|(><)),
=1

j=1 =1

with

@a0) W)= vk ) 0=i=m-2
(331)  W(X) = wz(rm_j(Q)i&rlnf_n;jil)l/g)_wl)), 1<j<m-1,
632 W0 = v (i )

wherey is the C*(R, [0, 1]) function defined in (3.1), and, is a C*(R, [0, 1]) func-
tion satisfying similar properties as the function defined3.3), with possibly different
positive numerical values for its support localization,order to have that

(3.33) supp)’ C {w, =1} and suppw, C {¢ = 1}.

In order to check (3.29), we begin by noticing from (3.3),3@. and (3.32) that for
O0<j=m-1,
(3.34)

rm_j_:L(x)l/(szijl) Z rm_j(x)l/(2m72j+l) z . 2 l,m_l(x)l/(mel) Z (X)Z/(2m+1),

on the support of the function

i
sup;(WOHV\A), if 1<j<m-—1, or suppNy, if j=0.
=1

Notice that the constants in the estimates (3.34) only ditmenthe values of the par-
ametersAo, ..., Aj_1 but not onA;, whenl > j. This shows that the functions

m-1

j
Wo: <]_[VV|)\I!,-, for 1<j<m-2 and [[W,
=1

1=1
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are well-defined on the support of the functid. Now, by noticing from (3.1), (3.3),
(3.30), (3.31) and (3.33) that

(3.35) 1< W + Wi,y
on the support of the function
~ l ~
sup;(WoHV\A) if 1<j<m-—2 or suppNo, if j=0,
I=1
we deduce the estimate (3.29) from a finite iteration by ushegfollowing estimates
Wo < WoWo + WoW,
and
~ j ~ j i+
wo<1'[vv|) < W0<HW|)‘I/,' +Wo<1—[ vw),
I=1 I=1 I=1
for any 1< j < m—2. One can also notice that (3.35) implies that
m-2 k m-1
(3.36) 1svj+ > < [1 vvl)wk+ [] w.
k=j+1 \I=j+1 I=j+1
on the support of the function
~ J ~
sup WOHV\A), if 1<j<m-=2, or suppWy, if j=0.
=1
Since Reyp > 0, we then get from (3.34) that
m-1 N
(3.37) VX eR™, WO(X)<1_[ VV|(X)> (XYM < 85 A, Y ReGp(X),
1=1 p=1

wheredé,, A, , IS @ positive constant whose value depends on the parameters

(A1)o<1 <m-2.

We define for 1< p < N,

~ J ~m7.7 x
(3:38)  pjp(X) = Wo(X) (1‘[ W (X)) w;(X) rm_j_l(;)@;lz’f’(z)/)@mzj1),

=1
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forl1<j=<m-2, and

r~m—l, p(x)
mil(x)(Zm—Z)/(Zm—l) !

(3-39) Po,p(X) = WO(X)\IJO(X)r

where the quadratic form§ , are defined in (3.4) and (3.5). We get from (3.1),
(3.3), (3.30), (3.31), (3.32), (3.34), Lemma 4.2.2, Lemma.4f, Lemma 4.2.5 and
Lemma 4.2.7 that

(3.40) pip € S(L, (X)7Hem=2i=3y/@mt) g x2)

forany 0< j <m-2.
We shall now study the Poisson brackéts,q,pj .- In doing so, we begin by
writing that

(3.41)
HIm quj,p(X)

- i P i X
= (Hlm quO)(X) (E W (X)) ‘“I}j (X) Foj _1(;)(2:111é;)(2)/)(2m2j ~1)

fm—j—1,p(X)
i _1(X)@n-2i-2/@m-2]-)

j
+W0(X) HVVI(X) (H|meLIjj)(X)r

+ Wo(X) [ [ TWI(X) )W} (X)Him g, (rm—j—o(X)"@m-2=2/@m=2i=thg ) ((X)

i ~
~ Him qprm—jfl,p(x)
+ Wo(X)| | | W(X) | ¥ (X)rmijil(x)(Zm—Zj72)/(2m72j71)

erfj -1, p(x)
- _1(X)(2m—21 -2)/(2m-2j-1)"’

j i
+ D Wo(X)(Him g, WO | [T We(X) [9(X)-
— _ m
=1 iy
for 1< =m-—2. We denote by respectivelB, j p, B j p, B3 p, Bajp andBsj p
the five terms appearing in the right hand side of (3.41). Vé® alrite in the case
where j =0,

fm-1,p(X)
m_1()()(2m72)/(2m—1)

fm-1,p(X)
m—1( X)(2m72)/(2m—1)

+ Wo(X) Wo(X) Him g, (Fm—1(X)"@™2/@M=D)7 4 1(X)

HIm dp erfl, p(X)
mil(x)(Zm—Z)/(mel)’

Him qppo,p(x) = (Him quo)(x) Wo(X) r

(3.42) + WO(X)(HImqp\I’())(X)r

+ Wo(X) Wo(X)-
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and denote as before by respectivdy o, Bzop, Bsop and Bsop the four terms
appearing in the right hand side of (3.42).

Since the constants in the estimates (3.34) only depend ewalues of the par-
ametersAo, . .., Aj—1; but not onA;, whenl > j; we notice from (3.29), (3.34) and
whose values with respect to the parameté{gd<m—2 only depend omy,..., Aj_1;
but not onA;, whenl > j; such that for any constant&(i<j<m-2, with «; > 1; and
X € R,

m 1) 2/(@m+1)
wl(m)m m

< agWo(X) Wo(X)rm_1(X)* @1

m-2 j
(3.43) + Z o}y, Ag,...A; Wo(X) <H W (X)) g (X)I’m,j,l(X)l/(zm_zl_l)
j=1 I=1
N
+ am-1,A0,. Am—2 Z Reqp(X).
p=1

The positive constardy is independent of any of the parameters )g<i<m—2. Setting

m—2

(3.44) Pp =a0p0’p+2ajaj,,\o ,,,,, AP ps
j=1

we know from (3.40) that

(3.45) pp € S(1, (X)) g x2),

For anye > 0, we shall prove that after a proper choice for the const@f3o<j<m-2
and @j)i<j<m-2, With Aj > 1, «; > 1, whose values will depend an one can find a
positive constant;,, > 0 such that for allX € R?",

N
Ci2e Z(Reqp(X) + Him qppp()()) + 8(x)2/(2m+1)
(3.46) p=1

m1(%) 2/(2m+1)
zwl(m (X)2/@m1),

Once this estimate proved, Proposition 2.0.1 will diredtjlow from (3.25), (3.26),
(3.45) and (3.46), if we choose the positive parametsufficiently small and consider
the weight functions

Op = C13,6Gm,p + Ci4Pp) 1<p=<N,
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after a suitable choice for the positive constanits. and cia,.
Let ¢ > O, it therefore remains to choose properly these constanty{;<m—> and
(j)1<j<m—2, With Aj > 1, @; > 1, in order to satisfy (3.46).
Recalling from (4.22) that for all ¥ p< N and 0<s<m-2,
(3.47)
Hlmqpfmfsfl,p(x)

=2 > Regj(ImF,---ImF__, ImF,X)
j=1,...N
(|1,...,|m,5,2)€{1 ..... N}m7572
+2 Z Reqj(ImF,---ImF,__,X;ImF,---ImF___,(Im Fp)?X),
j=1,...N

p=1 p=1

by using (3.41), (3.42) and (3.44) that the terms in

N m—2 N
DILTE IS LN
p=1 j=1 p=1
produced by the terms associated to

> Regj(ImF, ---ImF__, Im F,X),

while using (3.47), give exactly two times the term

aoWo(X) Wo(X)rm-1(X)YEmD

m-2 j
(3.48) + J; oy ..., - Wo(X) <|11 W (X)> (XY mj-1(X)HEm=2-D

N

+ am—l,Ao,...,Am,z Z Reqp(x)r
p=1

for which we have the estimate (3.43). To prove the estimai6], it will therefore
be sufficient to check that all the other terms appearing id41()3and (3.42) can also
be all absorbed in the term (3.48) after a proper choice ferabnstants A ;)o<j<m-2
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and @j)i<j<m-2; at the exception of a remainder term in

8<X)2/(2m+1).

We shall choose these constants in the following ordgres, Aq, oo, ...,am_2 andAm ».

We successively study the remaining terms in (3.42) an®}3By increasing value
of the integer 0< j < m — 2. We first notice from (3.1), (3.3), (3.30), (3.32), (3.42),
Lemma 4.2.8 and Lemma 4.2.12 that one can choose the firsiacbrs) > 1 such that
for all X € R?",

N
(3.49) 80 )_|Brop(X)| S AgVA(X)2EMY < = (x)2/@meD),
p=1
By noticing from (3.34) that the estimates
(3.50) Fm(X) < (X)2 < g (X)@MHD/@m-1)

are fulfilled on the support of the functiol,, we deduce from (3.1), (3.30) and (3.42)
that the modulus of the termBs o, can be estimated as

N N

0 Y [Bsop(X)| = a0 Y _[rm a(X)E™VCDH L o (1 g (X)~EA/EmD))
p=1 p=1

X [Fm_g(X)~@M-2/@m=Dp (X)W (X) Wo(X)
< A PWo(X)Wo(X)Fm-1 (X)),

for all X € R?"; since from Lemma 4.2.8 and Lemma 4.2.10, we have for prin
{1,..., N} that

[ (X) M2 CM DR, o (1 (X) M 2/EM D) < (X))
- (rm- <rm-

and

IFm_a(X)~@M-2/@m=Dp_ 1 (X)| < AgY2

on the support of the functioiVo(X)Wo(X). By possibly increasing sufficiently the
value of the constant\y, which is of course possible while keeping (3.49), one can
control this term with the “good” term (3.48).

Next, we deduce from (3.1), (3.30), (3.42), (3.50) and Len#hfa9 that the mod-
ulus of the second terms B4 o associated to

2 Z Req;(ImF,---ImF,_,X: ImF, -+ Im F_,(Im Fp)?X),
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while using (3.47), denoted hei, o,

ié () = Wo(X) (x)i e 100
2 4,0,p{A) = Wo 0 ~ Fm_1(X)@M-2)/2m-1)

Reg;(ImF, - ImF,_,ImF,X)
Z rm_l(x)(Zm—Z)/(Zm—l)

N ~
:WO(X)\I—’O(X)<Z LS —2rm1<><)1/<2““‘”>

= rmil(x)(Zm—Z)/(mel)

can be estimated as

N
dp Z|B4’pr(x)| § Aal/zwo(x)qjo(x)rmil(x)l/(mel),
p=1

for all X € R?". By possibly increasing sufficiently the value of the consta, which

is of course possible while keeping (3.49), one can alsorabtihis term with the
“good” term (3.48). The value of the constang is now definitively fixed. In (3.42),
it only remains to study the termB; o .

About these terms, we deduce from (3.1), (3.30), (3.42p0)3.Lemma 4.2.8 and
Lemma 4.2.11 that for alX € R?",

N

(3.51) 80 Y |B2,0,p(X)| S Wo(X)Wa(X)rm 1(X)"/™D.
p=1

By using now (3.34) and (3.36) with = 1, we obtain that for allX € R?",

N m-1 N
20 ) _[B.0p(X)| < Cmt.no,.., Amzwo(X)<1'[ \N.(X)) Y Redy(X)

p=1 =1 p=1

m-2 j
+ Z Cj, Aoy A,lVVo(X)<H W (X)) Wy (X meja (X)VEM2D,

j=1 =1

which implies that

(3.52)
N N
20 Y _[B2.0p(X)| < Gn-v.n0.n D REAR(X)
p=1 p=1

m-2 j
+ 3 Cing Ajlwo(x)<l_[ W (X)) Wi (X)Fmej g (X)CM27D,

j=1 =1
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Ao, ..., Aj_q, but not on Ak)j<k<m—2 and )i<k<m-2, according to the remark done
after (3.34). One can therefore choose the constartt 1 in (3.44) sufficiently large
in order to absorb the term of the indgx= 1 in the sum appearing in the right hand
side of the estimate (3.52) by the term of same index in thedfderm (3.48). This
is possible since the constards,, and ci 4, are now fixed after our choice of the
parameterAyg.

This ends our step index = 0 in which we have chosen the values for the two
constantsAg anda; > 1. We shall now explain how to choose the remaining constants
(Aj)1<j<m—2 and @j)a<j<m—2 in (3.44) in order to satisfy (3.46). This choice will also
determine the values of the constangg A, ..a, ,)1<j<m 2 appearing in (3.44). After
this step indexj = 0, we have managed to absorb all the terms appearing in (8142)
the “good” term (3.48) at the exception of a remainder confiogn (3.49) and (3.52),

m-2 j
~ o &
D Cia. A,-lwo(X)(l'[ vvl(X))wj(X)rm_j-l(X)Wm A o (X)2 D,
j=2 I=1

where one recall that the positive constagfs,,
but not on Ak)j<k<m—2 and @u)1<k<m—2-

We proceed in the following by finite induction and assume,thathe beginning
of the step indexk, with 1 < k <m — 2, we have already chosen the values for the
constants £ )o<j<k-1 and @;)i<j<x in (3.44); and that these choices have allowed to
absorb all the terms appearing in the right hand side of {3a4@ (3.41), when K
j =k—=1, in the “good” term (3.48) at the exception of a remaindemte

A, only depend oM, ..., Ajg,

k
m-—1
(3.53) m-2 i
(H W (X)> Wi (X)rm-ja (X)),

=1

8(x>2/(2m+1)

j=k+1

where the quantitie§; a,,...A; ;.e...«, Stand for positive constants whose values only
depend onAg, ..., Aj_1, a1, ..., oK_1; but not on (\)j<i<m—2 and ¢ )x<i<m—2.

We shall now explain how to choose the constantsand; oy 1, whenk < m-—3;in
this step indexX in order to absorb the terms appearing in the right hand dida.41),
when j = k, at the exception of a remainder term of the type (3.53) wkesdll be re-
placed byk +1; in the “good” term (3.48). Since the constamts Jo<j<k-1 and @)1<j<k
have already been chosen, we shall only underline in theviallg the dependence of
our estimates with respect to the other paramet®f$(j<m-2 and ¢;)k+1<j<m—2, whose
values remain to be chosen.
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We notice from (3.1), (3.30), (3.31), (3.32), (3.34), (3. 4Lemma 4.2.8 and

Lemma 4.2.12 that one can assume by choosing the constantl sufficiently large
that for all X € R?",

N
_ &
(354)  a@nrgnes I IBricp(X)] S ATTHX)FEMD < (x)2/@m+),

i m-—1

since the constantsg, Ao, ..., Ax_1 have already been fixed.

Next, we deduce from (3.1), (3.30), (3.34) and (3.41) thatrttodulus of the terms
Bsk,p can be estimated as

p=1

k
X [Fokog (X)~@M2C2/@m=2Dr, g o(X)| Wo(X) <l_[ W (X)) Wi(X)
=1

k
< A;1/2W0(X) (]_[ W (X)) Wi (X) Mg (X) Y @m-2-1)
=1

for all X € R?"; since from Lemma 4.2.8 and Lemma 4.2.10, we have for prip
{1,..., N} that

|rm K l(x)(Zm—Zk—Z)/(2m—2k—l)Hlmq (rm K l(x)—(2m—2k—2)/(2m—2k—1))|
Kk o Fm—k—

< Fmoken(X) V@21

and
IFnoken(X)~@m-Z-2/@m=2-Dp 0 (X)) < ALY,
on the support of the function
k
Wo(X) (1‘[ W (X)) Wi (X).

=1

By possibly increasing sufficiently the value of the constap which is of course pos-
sible while keeping (3.54), one can control this term witk tigood” term (3.48).
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Next, we deduce from (3.1), (3.30), (3.34), (3.41) and Lenmh®a9 that the mod-
ulus of the second terms B,y , associated to

2 Z Req;(ImF,---ImF,_ ,X;Im R, ---1m R, ,(Im Fp)?X),

while using (3.47), denoted hei ,

N
> BakpX)
p=1

i k N Himafm k1,p(X)
=Wo(X) (HWO@) ‘L’k(x)z rmikil(Ix;(p;m—:k—:l-z?/(Zm—Zk—l)
I=1 p=1

-2 > Req;(ImFi-~ImF_, JmFyX)
j=1...N I m—k—1(X)(@m—2k-2)/(2m~2k-1)
(|1,...,|m,k,2)e'{“]: _____ N}m—kfz
k N ~
- H| —k—1, (X) .
=Wo(X) (HVVI(X)> Wi(X) ZI’ R} 1(;;é$—2k—2?/(2m—2k_1)_Zrm—k—l(x)l/(zm 2%k-1)
=1 p=1 m—k—

can be estimated as

N k
ammoAmiﬂamunsmﬂmumOIWMOWMmMHMWWﬂ“% ,,,,,
p=1 I1=1

for all X € R?". By possibly increasing sufficiently the value of the consta, which
is of course possible while keeping (3.54), one can alsorcbuiis term with the
“good” term (3.48).

For 1<1| <k and 1< p < N, we shall now study the term

r~m—k—1, p(X)
i 1(X)@m-2k-2)/(@m-2k-1)"

k

Bs k.1 (X) = Wo(X)(Him o, WOX) [ [T W5 (X) [w(X)-
i

appearing in the ternBs , in (3.41). By noticing that

Ml _2(X) ~ Aflr e _1(X)(2m72I —3)/(2m-2l 71),
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on the support of the functiommq, W1, it follows from (3.1), (3.3), (3.30), (3.31),
(3.32), (3.34), (3.50), Lemma 4.2.8 and Lemma 4.2.13 thatafo X € R?",

N

N -1
B Ao hs 9 IBskpt (X)] S A;”Vvo(X)<1'[ WJ(X)) Wy (X) 1oy (X)Y/EM25),
p=1 j=1

whenl > 2. By possibly increasing again the value of the constantone can there-

fore control the term
N

p=1

with the “good” term (3.48). The value of the constaki is now definitively fixed.
About the termsB; ,, we deduce from (3.1), (3.30), (3.34), (3.42), Lemma 4.2.8
and Lemma 4.2.11 that for ak € R?",

N k+1
(3:55) @, AHZIBz,k,p(XNsWo(X)<HV\A(X))rm_k_l(xw(zmZk1>_
p=1 =1

By distinguishing two cases, we first assume in the followihgt k < m— 3. In this
case, by using (3.34) and (3.36) wijh= k + 1, we obtain that for allX € R?",

N
B Ao hir Y| Bakp(X)]
=1
P _ m—-1 N
S Cl/T]*l,Ao ..... Amz,al,...,akwo(x)(l—[ \/Vl (X)) Z Reqp(x)
I=1 p=1

m-2 j
+ Z C’j'AO A,-l,al,...,akWO(X)<l_[ \N|(X)>\I’J'(X)rmjl(X)l/(Zm—ZJ—l)’

j=k+1 =1

which implies that

N
B Ao hr P Bakp(X)]
p=1
N
(356) < 1a0rm e O REAR(X)

m-2 j
+ Z C]’AD ’’’’’ Ajl,al,...,akWO(x)<HWI(X)> \Ifj(X)rm_j_l(x)l/(zm—ZJ*l),

j=k+1 =1
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where the quantities; \ . ... Stand for positive constants whose values only
depend onAg, ..., Aj_1, @1,...,ax, but not on §\)j<i<m— and @ )x+i<i<m—2. Indeed,
we recall that the constants appearing in the estimated)(8rdy depend on the values
of the parameters\, ..., Aj_1; but not on }\)j<i<m—2 and @)i<i<m—. One can
therefore choose the constamt,; > 1 in (3.44) sufficiently large in order to absorb
the term of indexj = k + 1 in the sum (3.53); and the term of indgx=k + 1 in
the sum appearing in the right hand side of the estimate Y3tB6the term of same
index in the “good” term (3.48).

Whenk = m—2 and takingAp,_» = 1, it follows from (3.34), used witlj = m—1,
and (3.55) that for allX € R?",

N m-1
Im-28m-2,A0,..Ams P | Bam-2,p(X)| S WO(X)(H V\A(X)) ri(X)"?
(3.57) P =

N
< Y Reqp(X).

p=1

This process allows us to achieve the construction of thghteunctionsp,, 1< p <
N, satisfying (3.46), which ends the proof of (3.46). Thisoaénds the proof of Prop-
osition 2.0.1. O

4. Appendix

4.1. Wick calculus. The purpose of this section is to recall the definition and
basic properties of the Wick quantization that we need fergloof of Theorem 1.2.1.
We follow here the presentation of the Wick quantizationegisby N. Lerner in [10]
and refer the reader to his work for the proofs of the resdtsalied below.

The main property of the Wick quantization is its propertypafsitivity, i.e., that
non-negative Hamiltonians define non-negative operators

a>0= a¥*k>o.
We recall that this is not the case for the Weyl quantizatioa r@fer to [10] for an explicit
example of non-negative Hamiltonian defining an operatackvis not non-negative.

Before defining properly the Wick quantization, we first ndedrecall the defin-
ition of the wave packets transform of a functiore S(R"),

Wuy, n) = (U, gy, L2@n = 2" / u(x)e "W e BT gy (y, n) € R?,
RI‘I

where

Qyn(X) = 2n/4e—n(x—y)2e2i7r(x7y).n, x € R",
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and x2 = x2 + ... + x2. With this definition, one can check (see Lemma 2.1 in [10])
that the mappingi — Wu is continuous fromS(R") to S(R?"), isometric fromL2(R")
to L2(R?") and that we have the reconstruction formula

(4.2) Yue S[R"), Vx eR", u(x) = /Rzn Wu(y, n)ey,,(x)dy dy.

By denoting Xy the operator defined in the Weyl quantization by the symbol
py(X) = 2"%e ZXYF ¥ = (y, n) e R,

which is a rank-one orthogonal projection

(Zyu)(x) = WU(Y)ey(X) = (U, ¢y) L@@y (X),

we define the Wick quantization of ary*(R?") symbola as
4.2) aVick — / a(Y)zy dY.
R2n

More generally, one can extend this definition when the synabbklongs toS’(R?")
by defining the operatoaV'* for any u andv in S(R") by

(aWiCkU, 5)5/(Rn)'5(Rn) = (a(Y), (EYU, U)LZ(RH))S’(Rzn),S(RZ”)v

where(-,-) s®n,s®n denotes the duality bracket between the spa&€@R") and S(R").
The Wick quantization is a positive quantization

(4.3) a>0= aVk>o.

In particular, real Hamiltonians get quantized in this guaation by formally self-adjoint
operators and one has (see Proposition 3.2 in [10])tAER?") symbols define bounded
operators orL?(R") such that

(4.4) @YK £ 2@ny < Nl eny.-

According to Proposition 3.3 in [10], the Wick and Weyl quaations of a symboh
are linked by the following identities

(4.5) alVick = gv,
with

(4.6) a(x) = / a(X + Y)e " gy, X e R™,
]RZn
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and
4.7) aViek = g 4 r(a)”,

wherer (a) stands for the symbol
1 2
(4.8) r@)(X)= / f A-0)a’(X +0Y)Y2eZF2"dy 9, X e R™,
0 JR2n
if we use here the normalization chosen in [10] for the Weyhrgization

@9 @) = [ @menta(X 7Y ¢ Ju dy e

which differs from the one chosen in this paper. Because isf difference in nor-

malizations, certain constant factors will naturally agpé the core of the proof of
Theorem 1.2.1 while using certain formulas of Section 4, these are minor adapta-
tions. We also recall the following composition formula @ibed in the proof of Prop-
osition 3.4 in [10],

Wick
(4.10) avekpwiok — [ap— Loy 4 1 (a b IC +5S,
4r 4im

with |[Sllzzgny < allallxy2(b), when a € L®(R*) and b is a smooth symbol
satisfying
v2(b) =  sup  |b@(X)T?| < 4o0.

XeR™,
TeR™, |T|=1

The termd, appearing in the previous estimate stands for a positivetaaoh depending
only on the dimensiom, and the notatio{a, b} denotes the Poisson bracket

doa ob 9da b

4.2. Some technical lemmas. This second part of the appendix is devoted to
the proofs of several technical lemmas.

Lemma 4.2.1. Foranyl1<j <N, 1<p=<N, (1,...,k)e{1,...,N}¥ and
s, & € N, we have
Himg,(Req;(Im F, - Im K, (Im Fp)® X Im F, - - Im R (Im Fp)%2X))
(4.11) =2Reqj(ImF, ---Im F{,(Im Fp)sl“X; ImF, ---Im R, (Im Fp)*2X)
+2Reqj(ImF, ---Im F (Im Fp)2X; Im F, - - - Im R, (Im Fp)%*tX),
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whereReq; (X;Y) stands for the polarized form associated to the quadratimfReq;.

Proof. We begin by noticing from (1.10) and the skew-symgngdroperty of
Hamilton maps (1.11) that the Hamilton map of the quadradienf

F(X) =Req;(ImF, ---Im R/ (Im Fp)2X; Im F, - - Im R, (Im Fp)2X),

is given by

= 1
F= E(—l)”sl(lm Fo)*ImBF, ---Im R, ReFj Im R/, ---Im K, (Im Fp)%

(4.12) .
+ E(—l)k“?(lm Fo)?>ImF, ---Im R, ReFj Im F, ---Im R, (Im Fp)%,
since
(=1)*+So (X, (Im Fo)*ImF, ---ImF, ReF; ImF, ---Im R/, (Im Fp)%X)
=o(mF,---ImF(Im Fp)*X, ReFj Im F, - - - Im R, (Im Fp)%X)
(4.13) =Reqj(ImF, ---Im R, (Im F)*X: Im R, - - - Im F, (Im Fp)S’ZX)

=Req;(ImF, ---Im R (Im Fp)2X: Im R, - - - Im R, (Im Fp)*X)
=o(mF, ---Im R (Im Fp)%X, ReFj Im F, - - - Im R, (Im Fp)*X)
= (=120 (X, Im Fp)2 Im R, ---Im A, ReF; Im R/, - - - Im R, (Im Fp)®X).

Then, a direct computation (see Lemma 2 in [19]) shows that-amilton map of the
quadratic form

dlmgag, of dlmgp oF
oE X X o’

HImqpr~ = {Im Ap, F} =

is given by the commutator-2[Im Fp, F], that is,
Him g, (X) = —20/(X, [Im Fp, F1X).
A computation as in (4.13) then allows to directly get (4.11) []
Lemma 4.2.2. Let f be a C°(R) function such that
f € L®(R), dc1,c2 > 0, suppf’ Cc {x eR:c; < |X| < ¢y},
and r a non-negative quadratic form. Thefor all 0 < o < 1,

(4.14) f(r (X)(X)™%) e (1, (X)"2 d X?).
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Proof. It is sufficient to check that
(4.15) V(r (X)(X)") € Su((X) ™, (X) 2 dX?),

whereQ is a small open neighborhood of supr (X)(X)~2%). We deduce from (2.16)
and the fact that (X) is a non-negative quadratic form that

r(X) ~ (X)*

and

[Vr (X)] S r(X)"? < (X)*,
on Q. By noticing that O< o < 1, (X)" € S((X)", (X)=2d X?), for anyr € R; and that
the functionr (X) is just a quadratic form, we directly deduce (4.15) from ginevious
estimates and the Leibniz’s rule, since

r(X) € So({X)®, (X) 2 dX?). O

In all the following lemmas, we shall denote by the quadratic forms defined in
(3.6) for 0O<k <m.

Lemma 4.2.3. ForallseR and0<j <m-—2, we have
mej—1(X)® € Solrm=j—1(X)®, rmj_1(X) 1 d X?),
if Q is any open set where

Fmj_1(X) 2 (X)2@m-2i-D/@m+1)

Proof. Recalling from (3.6) that the symbg)_;_1(X) is a non-negative quadratic
form and that we have from (2.16) that

(4.16) IVEmj—1(X)] < Fmejo1(X)Y2,
which implies that for alls € R,

V(- 1O _ [V j-a(X)|
(4.17) rmej-1(X)* 7 rmoj—a(X)
< rmejoa(X) Y3

on 2, we notice that the result of Lemma 4.2.3 is therefore agittborward conse-
qguence of the Leibniz’s rule. L]
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Lemma 4.2.4. Let ¥; be the function defined i(3.30) Then for any 0 < j <
m-— 2,

\IJJ c &2(1’ rm_j_l(x)f(meZj73)/(2m72j71) dx2)'
if Q is any open set where
Mo jo1(X) 2 (X)2@m-2j-1)/@m+1),
This implies in particular that
\IJJ c &2(1, (X)72(2m72j73)/(2m+1) dXZ)
Proof. We first notice from (3.1) and (3.30) that
Fmej—2(X) ~ Im_j_y(X)@m-2I=3)/@m=2i-1)

onQn supp\lljf. Since from (2.16),

IVEmej—2(X)| < Fmj_a(X)Y?

(4.18) , .
< P (X)@m-2i-3y(@(@n-2i-1)

on Q N supp¥;, we deduce that the quadratic symbgl ;_»(X) belongs to the class

. . d X2
A xy@n-2i-3yen-2i-1)
(4.19) Sfmsupp\lli (rm—]—l(x) ) rm,-1(X)(2m—21—3>/(2m—21—1))'

It follows from Lemma 4.2.3 that

. 2
Im—j-2(X) € Sﬂﬁsupp\ll} (11 ax ) )

M j_1(X)@m=2i-3)/@m=2j-1) Fm_j_1(X)@m=2i=3)/@m=-2j-1)

which implies that
\I/j e &2(1, rmijil(x)f(Zm72j73)/(2m72j71) dx2)
This ends the proof of Lemma 4.2.4. O

Lemma 4.2.5. Let W, be the function defined i(8.31) Then for any1 < j <
m-—1,

W € So(l, rm-j_1(X) 1 d X3,
if Q is any open set where

Mo j-1(X) = (X)2@n-2i-1)/@m+1)
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This implies in particular that
WJ c &2(1' <X>72(2m—2j—1)/(2m+1) de)
Proof. By noticing from (3.3) and (3.31) that
P j1(X) ~ P (X)@M-2i~1)/(2m=2+1)

and

rm—j(x) > (X>2(Zn—2j+l)/(2m+l),

on QN supij/, and that the two derivative¢y’ and w, of the functions appearing
in (3.30) and (3.31) have similar types of support as the tfancdefined in (3.2), we
notice that we are exactly in the setting studied in Lemma44vidth | replaced by
j — 1. We therefore deduce the result of Lemma 4.2.5 from ouryarsaled in the
proof of Lemma 4.2.4. ]

Lemma 4.2.6. Ifs;, €N, 1<j,p<N, (1,...,1) € {1,...,N}¥ then we have
|IReq;(ImF, - - - Im R/ (Im Fp)>X: Im F, - - Im R, (Im Fp)%X)|
< Reqj(Im F, -+ Im F,(Im Fp)*X)Y2 Req;(Im R, - - - Im F, (Im Fp)%2X)Y?

< T (X)Prig s, (X)2
and

I[VIReq;(Im R, -+ Im R, (Im Fp)>X: Im R, -+ - Im F, (Im Fp)%X)]|
< Reqj(Im F, -+ Im F,(Im Fp)*X)Y2 + Req;(Im R, - - - Im F, (Im Fp)®2X)Y2

S Mg maxes) ()2

Proof. By reason of symmetry, we can assume in the followirad ¢; < s,. Re-
calling that the quadratic form Rg is non-negative, the first estimate is a direct con-
sequence of (3.6) and the Cauchy—Schwarz inequality. Atfmitsecond estimate, we
recall from (4.12) that the Hamilton map of the quadrationfor

Regj(Im F, ---Im F{ (Im Fp)2X; Im F, - - - Im R, (Im Fp)*2X),

1
E(—l)”si(lm Fo)* ImF, ---Im R, ReFj Im F, -+ Im F{,(Im Fp)%

1
+ é(—l)kﬁ'z(lm Fp)2ImBF, ---Im R/, ReF; Im R, --- Im R, (Im Fp)™.
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A direct computation as in (3.18) of [19] shows that

VIReq;(ImF, ---Im R (Im Fp)>X; Im F, - - - Im R, (Im F)* X)]
(4.20) = (-1 e(ImFy)*ImF, ---Im R, ReF; Im R, --- Im R, (Im Fp)%
+ (1) e (Im Fp)® Im R, -+ - Im B, ReFj Im R, --- Im R, (Im Fp)>

o= 0 Iy
S\ =1, o)
The notationl, stands here for tha by n identity matrix. We deduce from (2.16) and
(4.20) that for anys € N,

where

(Im Fp)*ImF, ---Im F, ReF; Im F, - - - Im R, (Im Fp)°X|
(4.22) < |VIReq;(Im R, - - - Im R, (Im Fp)*X)]|
< Req;j(Im F, -+ Im F (Im Fp)$X)Y2,

By using twice the estimate (4.21) with respectivédyand (ImF,)% s X, and the index
s = s, we deduce from (3.6) and (4.20) the second estimate in Leh&. []

Lemma 4.2.7. Letim_j_1,p be the quadratic form defined {8.4) and (3.5). Then
forany0<j<m-2andl1<p=<N,

r~m—j—1,p(x)
Fmj _1(X)@m-2j-2)/(2m-2j-1)

€ SalL, Ty 1(X)@2-9/@M-2ID) g )

if Q is any open set where

F i 1(X) 2 (X)2@n-2i-1)/(2m+1)

and
Fn-j—2(X) S Fmojoa(X)EM2I73/@m=2170),

This implies in particular that

fm—j—1,p(X)
F . 1(X)@M—2i=2)/@n—2j=1)

c &2(1' <X>72(Z‘|’172j —3)/(2m+1) dXZ)
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Proof. Since from Lemma 4.2.6,
[fin-—1,p(X)] < Fm-j_1(X)@m-21-2/@m-2i-1)
and

[Vim=i—1,p(X)] S Fmej—a(X)? + rmej_a(X) Y2
< rmejoa(X)Y2,
on Q, we get that the quadratic foriy_;_1,, belongs to the symbol class
&2(rm_j_l(x)(Zm—Zj—2)/(2m—2j—1)7 rm_j_l(x)—(Zm—Zj—3)/(2m—2j—:|.) d XZ)
One can then deduce the result of Lemma 4.2.7 from Lemma.4.2.3 ]
When adding a large parametar; > 1 in the description of the open s&, a
straightforward adaptation of the proof of the previousreargives the followind-*($2)

estimate with respect to this parameter.

Lemma 4.2.8. Letim—j_1,p be the quadratic form defined {8.4) and (3.5). Then
forany0<j<m-2andl1<p<N,

—(2m—2j— —2j—1) -1/2
Irmj_a(X)~Cm=2i=2VEm=2i=D, ) ((X)lle@) S A 2,
if 2 is any open set where
rmfjfl(X) 2 (X>2(2m72j71)/(2m+1)

and

Fm—j—2(X) < Aj‘lrm_ _1(X)@m-2i-3)/(@m-2j-1)

In the following lemmas, we shall carefully study the depmmuk of the estimates
with respect to the large parametar > 1.

Lemma 4.2.9. For any0 < j <m-—2, we have for all Xe Q,

N Hlm Qprmijfl'p(x) 2 X 1/(2m-2j-1) <A_1/2 X 1/(2m-2j-1)
pglrm,J,1(X)(2m*21*2)/(2m*21*1)_ rmfj—l( ) ~ j rmfjfl( ) ’
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if Q2 is any open set where
fm-j-1(X) 2 (X)2En-2im/emeD,
rm—j—Z(X) s AIlrm_j_1(x)(2m72j73)/(2m72j71),

Fm (X) < rm,j,l(X)(Zm_Zj+1)/(2m_21_1),
with A} > 1.

Proof. We begin by writing from (3.4), (3.5) and Lemma 4.2natt
(4.22)
Hlmqprm—j—l,p(x)

= > Regs(Im Fi, -+ Im F_,_, Im FpX)
s=1,...,N
(1ol j2)€{ 1, NY™1 2
+2 > Regs(ImF,---ImF,_ ,X;ImF, - ImF__ ,(Im Fp)®X).
s=1,...,N

Lemma 4.2.9 is then a consequence of the following estimate
IRegs(imF, ---ImF_  X;ImF, ---Im B (Im Fp)ZX)|
<Regs(ImF, ---ImF,_ ,X)"*Regs(Im R, ---Im R, ,(Im Fp)2X)"/?
< Tmj-2(X)?rm (X)Y2
< AP 2a(X),
fulfilled on € that we obtain from the Cauchy—Schwarz inequality. []

Lemma 4.2.10. Forany0O<j<m-2andl=<p =N, we have for all Xe ,
|rm7j71(X)(2m72j72)/(2m72j71)H|mqp(rmil_71(X)7(2m72j72)/(2m72j71))|
< rm,j,l(X)l/(zm_ZJ_l),
if Q is any open set where
rm—j—l(x) Z (X>2(2m72j71)/(2m+1)’
Fm-j—2(X) < Aj_lrm—jfl(x)(zm_Zj ~3y(em=2j-1),

rm—j (X) s rm_j_l(x)(szzj+1)/(2m72]'71),

with Aj > 1.
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Proof. We begin by writing from (3.6) and Lemma 4.2.1 that
(4.23)

HIm qprm—j—l(x)
=4 Z Regs(ImF/,---ImF_, X;ImF, ---ImF_,, Im FyX).

) L (X)@m-2i-2yem-2i-1 0 (m _(X)~(@m-2i-2)/(2m-2j-D))

_ _2m —2j —2Hm qprmfj—l(x)
To2m—=2j -1 rpa(X)

Lemma 4.2.10 is then a consequence of the following estimate

IRegs(imF, ---ImF . X;ImF, ---ImF_ Im FpX)|
<Regs(ImF,---Im R, X)"*Regs(Im F, ---Im F__,_, Im FpX)Y/2

(4.24)
< i1 (X) 2o (X)Y2
< rm_j_l(x)1+1/(2m72j71)’
fulfilled on @ that we obtain from the Cauchy—Schwarz inequality. L]

Lemma 4.2.11. Let ¥; and W, be the functions defined i(8.30) and (3.31)
Then forany0<j <m-—2and1< p <N, we have for all Xe Q,

1/2 e
|Hlmqquj(x)| 5 Aj/ rm—j—l(x)l/(zm 2 1)Wj+1(X),
if 2 is any open set where
rm—j—l(x) 2 (X>2(2m—2j—1)/(2m+1),
rm—j—Z(X) s Aflrm_j_1(X)(2m72j73)/(2m72]'71),
rm,j(X) 5 rmil_il(x)(Zm—Zj+1)/(2m—2j—1),
with Aj > 1.
Proof. We begin by noticing from (3.31) and (3.33) that

Ajrm-j—2(X)
, jIm—j-2
(4.25) ‘lﬂ (rm_j_l(x)(Zm—Zj—3)/(2m—2j—1))

S W] +1(X)l
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and by writing from Lemma 4.2.1 that

(4.26)
HIm qprm—j—Z(X)
=4 Z Regs(ImF, ---ImF_,  X;ImF, ---ImF_, Im F,X).

It follows from the Cauchy—Schwarz inequality that for dle €,

[Regs(Im F, ---ImF_ ,X;ImF, ---Im F Im F, X)|
<Regs(ImF,---Im R, ,X)"?Regs(Im F, ---Im F,_,, Im FpX)Y?
= Fmoj2(X)Y2rm- - a(X) 2

< A;l/zrm_j_1(X)(2m72j72)/(2m72j71).

m—j—2

(4.27)

Then, by writing that

Hlm qp( Ajrmiji.Z(x) n )
M _1(X)@n-2]-8)/@n-2] 1)
. AjHm qprmfj—Z(X) B 2m—2j — 3 Ajrm—j—2(X)Him qprm—jfl(x)
M j_1(X)@N 21 8/@0 210~ 2m— 2] — Lry_;_q(X)-+@2-3)/@m2 1)’

Lemma 4.2.11 is a consequence of (3.30), (4.23), (4.2426)4.(4.27) and (4.28),
since

Fmoj-2(X) ~ A} g (X)@m-21-3)/em-2i-1),
on the support oﬁ/j. .

Lemma 4.2.12. Let m> 2 and W, be the function defined i¢8.32) Then for
al X eR™and1<p=N,

| HIm quO(X)| 5 (X)Z/(2m+1)-

Proof. SincgVImgp(X)| < (X), because I, is a quadratic form, Lemma 4.2.12
is then a consequence of (3.3), (3.6), (3.32) and Lemma 4.2.2 []

Lemma 4.2.13. Let W1 be the function defined i(3.31) Then for any 0 <
j<m-—2and1=<p=<N, we have for all Xe Q,

1/2 —2i_
| Him g, Wi1(X)] < A} rmj o (X)YE™27Dg (X),
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if 2 is any open set where
Fm-j-1(X) 2 (X)2@Em-2-/emD),
Fmoj—2(X) S A} Hmoj_y(X)EM-20-3y/em-2i-1)
rm—j(x) 5 rmijil(x)(Zm—Zj+1)/(2m—2j—1),

with A > 1.

Proof. One can notice from (3.1), (3.3), (3.30), (3.31) aB3) that
Ajrm_j—2(X) )

M _1(X)@-2i=3)/@n-2i-1)

(4.28) VO<j<m-2, ‘w;( < Vi(X),

and that the derivatives of; and W; 1 are exactly the same types of functions. It
follows that Lemma 4.2.13 is just a straightforward conseme of Lemma 4.2.11.[]
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