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1: A[0] = 100;

2: B[0] = A[O0];

3: par 1 = 1 to 100 do

4 A[i] = B[i-1] + A[i-1];
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recursive void MergeSort (int *ary, int n)

in: ary, n;

out: ary;

cond: n>4096;

mode: simple;

{
int i, j, k, m, topl2], sizel[2], *b;
if (n<=1) return;

b = (int *)malloc (n*sizeof (int)) ;
m= (n-1)/2;

top[0] = 0; size[0] = m+1;
top[l] = m+l; size[l] = n-(m+l);

par x=0 to 1 do
MergeSort (&ary[top[x]],size[x]) ;

for (i=m+1; i>0; i--)
bli-1]l=ary[i-1];

for(j=m; j<n-1; Jj++)
bln-1l+m-jl=ary[j+1];

for (k=0; k<=n-1; k++)
arylkl=(b[il<b[j])? bli++]:b[j--1;

free (b) ;
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