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Abstract

In this note we study lower bounds of energy growth for solutions to wave equations which are compact in space perturbations of the wave equation $\partial_t^2 u - \Delta u = 0$. Assuming that there exists a null bicharacteristic $(x(t), \xi(t))$, parametrized by the time $t$, such that $x(t)$ remains inside a ball and $\xi(t)$ outside a ball for $t \geq 0$ we prove that the solution operator $R(t)$ is bounded from below by constant times $\sqrt{\|\xi(t)\|/\|\xi(0)\|}$ in the operator norm. We apply this result to examples constructed by the same idea as in Colombini and Rauch [1] and show that there exist compact in space perturbations which cause $\exp(ct^n)$ growth of the energy for any given $0 \leq \alpha \leq 1$.

1. Introduction

In this note we are interested in lower bounds of energy growth for solutions to

$$(1.1) \quad \partial_t^2 u - \sum_{i,j=1}^n \partial_{x_i} (a_{ij}(t, x) \partial_{x_j} u) = 0$$

where $a_{ij}(t, x) = a_{ji}(t, x)$ are smooth with bounded derivatives of all orders such that

$$\begin{align*}
a_{ij}(t, x) &= \delta_{ij}, \quad |x| \geq R_1, \\
A^2 |\xi|^2 &\leq \sum_{i,j=1}^n a_{ij}(t, x) \xi_i \xi_j \leq A^2 |\xi|^2, \quad (t, x) \in \mathbb{R}^{1+n}
\end{align*}$$

with some $R_1 > 0$, $A > 0$, that is, (1.1) is a compact in space perturbation of the wave equation $\partial_t^2 u - \Delta u = 0$.

There are many detailed studies about upper and lower bounds of energy of solutions to wave equations $a_{ij}(t, x) = a_{ij}(x)$ with lower order terms. We refer to [8] for compact manifolds without boundary case and [6] for compact manifolds with boundary case.

In the case that $a(t, x)$ depends only on $t$, and hence not compact in space perturbation, there are also many results about lower bounds of energy, see for example [3], [10], [2], [9].
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In compact in space perturbation case, in Colombini and Rauch [1] they have studied an example which would give exponentially growing solutions. Unfortunately the proof there is not complete because there is no null bicharacteristic which is periodic and amplifying at the same time (see Remark below). Nevertheless essentially the same type examples gives not only exponentially but also \( \exp(t^\alpha) \) growing solutions. To prove this we first formulate a result, in terms of a null bicharacteristic, which gives a lower bound of energy (Theorem 1.1). Then we apply this result to these examples to get the desired growth of energy (Theorems 1.2 and 1.3).

In what follows we put
\[
a(t, x, \xi) = \sum_{i,j=1}^{n} a_{ij}(t, x)\xi_i \xi_j.
\]

Denote by \( \mathcal{H} \) the Hilbert space which is the completion of \( C_0^\infty(\mathbb{R}^n) \) with respect to the norm
\[
\|u\|_{\mathcal{H}}^2 = \int_{\mathbb{R}^n} \sum_{i=1}^{n} |\partial_x u|^2 \, dx = \int_{\mathbb{R}^n} |\nabla u|^2 \, dx.
\]

Let \( \mathcal{R}(t, 0) \) be the solution operator defined by
\[
C_0^\infty(\mathbb{R}^n) \times C_0^\infty(\mathbb{R}^n) \ni \begin{pmatrix} u(0, \cdot) \\ \partial_t u(0, \cdot) \end{pmatrix} \mapsto \begin{pmatrix} u(t, \cdot) \\ \partial_t u(t, \cdot) \end{pmatrix} \in C_0^\infty(\mathbb{R}^n) \times C_0^\infty(\mathbb{R}^n)
\]
which extends uniquely to bounded operator in \( \mathcal{H} \times L^2 \). We first give a simple upper bound on the possible growth of \( \|\mathcal{R}(t, 0)\|_{\text{Hom}(\mathcal{H} \times L^2)} \);

**Proposition 1.1.** We have
\[
\|\mathcal{R}(t, 0)\|_{\text{Hom}(\mathcal{H} \times L^2)} \leq C \exp \left( \frac{1}{2} \int_0^t \sup_{x, \xi} |\partial_t a(\tau, x, \xi)| a(\tau, x, \xi) \, d\tau \right)
\]
with some \( C > 0 \).

We now investigate lower bounds on \( \|\mathcal{R}(t, 0)\|_{\text{Hom}(\mathcal{H} \times L^2)} \). We assume that there is a bicharacteristic \( (x(t), \xi(t)) \) of \( \sqrt{a(t, x, \xi)} \) or \( -\sqrt{a(t, x, \xi)} \) with \( \xi(t) \neq 0 \);

\[
\frac{dx}{dt} = \pm \frac{\partial}{\partial \xi} \sqrt{a(t, x, \xi)}, \quad \frac{d\xi}{dt} = \mp \frac{\partial}{\partial x} \sqrt{a(t, x, \xi)} \tag{1.3}
\]
such that

\[
|x(t)| \leq C^*, \quad |\xi(t)| \geq c^* \tag{1.4}
\]
with some \( C^* > 0, c^* > 0 \) for \( t \geq 0 \). Then we have
Theorem 1.1. Assume that there is a bicharacteristic verifying (1.4). Then there is a positive constant $C$ such that

$$
\|R(t, 0)\|_{\text{Hom} (\mathcal{H} \times L^2)} \geq C \exp \left( \frac{1}{4} \int_0^t \frac{\partial a}{a} (\tau, x(\tau), \xi(\tau)) \, d\tau \right)
$$

$$
\geq CA^{-1} \sqrt{\frac{\|\xi(t)\|}{\|\xi(0)\|}}
$$

Remark. It will be observed in the remark in section 4 that if $|x(t)|$ remains in a bounded set for $t \geq 0$ then we have

$$
\int_0^t \frac{\partial a}{a} (\tau, x(\tau), \xi(\tau)) \, d\tau = \log \frac{a(t, x(t), \xi(t))}{a(0, x(0), \xi(0))}
$$

and hence

$$
\int_0^t \frac{\partial a}{a} (\tau, x(\tau), \xi(\tau)) \, d\tau \to \infty, \quad t \to \infty
$$

is equivalent to $\lim_{t \to \infty} |\xi(t)| = \infty$. In particular, if $\xi(t)$ is periodic in $t$ then Theorem 1.1 gives no information about energy growth.

We now construct examples following Colombini and Rauch [1] to which one can apply Theorem 1.1 to get lower bounds on $\|R(t, 0)\|_{\text{Hom} (\mathcal{H} \times L^2)}$. Our construction works in all dimensions $n \geq 2$ though we present only the case $n = 2$ for simplicity. Consider the wave equation

$$
\partial_t^2 u - \sum_{i=1}^2 \partial_{x_i} (a(t, x) \partial_{x_i} u) = 0
$$

that is, $a_{12} = a_{21} = 0$ and $a_{11} = a_{22} = a(t, x)$ which is smooth with bounded derivatives of all orders and

$$
C^{-1} \leq a(t, x) \leq C, \quad (t, x) \in \mathbb{R}^{1+2}, \quad a(t, x) = 1 \quad \text{when} \quad |x| \geq 2
$$

with some $C > 0$.

Theorem 1.2. For any non-negative bounded measurable function $\delta(t)$ on $[0, \infty)$ and for any $\epsilon > 0$ there exists $a(t, x)$ satisfying (1.6) such that for the associate solution operator $R$ to (1.5) we have

$$
C_1 \exp \left( \int_0^t \delta(\tau) \, d\tau \right) \leq \|R(t, 0)\|_{\text{Hom} (\mathcal{H} \times L^2)}
$$

$$
\leq C_2 \exp \left( (2 + \epsilon) \int_0^t \delta(\tau) \, d\tau \right)
$$
with some $C_i > 0$ independent of $\epsilon$.

If we impose some conditions on $\delta(t)$ the upper bound of energy growth in Theorem 1.2 can be improved. Denote by $H^1$ the usual Sobolev space $H^1(\mathbb{R}^n)$ then

**Theorem 1.3.** Let $\delta(t)$ be a smooth non-negative bounded function on $[0, \infty)$ such that $\delta'(t) \leq 0$, $\delta''(t) \geq 0$. Then there exists $a(t, x)$ verifying (1.6) such that for the associate solution operator $\mathcal{R}(t, 0)$ to (1.5) we have

$$C_1 \exp\left(\int_0^t \delta(s) \, ds\right) \leq \|\mathcal{R}(t, 0)\|_{\text{Hom}(H^1 \times L^2; \mathcal{H} \times L^2)} \leq C_2 \exp\left(\int_0^t \delta(s) \, ds\right)$$

with some constants $C_i > 0$.

Let us take $\delta(t) = (1 - \kappa)(1 + t)^{-\kappa}$, $0 \leq \kappa < 1$. Then Theorem 1.3 shows that there is an $a(t, x)$ satisfying (1.6) such that the solution operator $\mathcal{R}(t, 0)$ verifies

$$C_1 e^{(1 + t)^{-\kappa}} \leq \|\mathcal{R}(t, 0)\|_{\text{Hom}(H^1 \times L^2; \mathcal{H} \times L^2)} \leq C_2 e^{(1 + t)^{-\kappa}}.$$

If we choose $\delta(t) = m(1 + t)^{-m}$, $m > 0$ then from Theorem 1.3 one can find an $a(t, x)$ with (1.6) such that the associate $\mathcal{R}(t, 0)$ satisfies

$$C_1 (1 + t)^m \leq \|\mathcal{R}(t, 0)\|_{\text{Hom}(H^1 \times L^2; \mathcal{H} \times L^2)} \leq C_2 (1 + t)^m.$$

2. Preliminaries

Let $c(x, y, \xi) \in C^\infty(\mathbb{R}^{3n})$ verify for any $l \in \mathbb{N}

$$|\partial_x^a \partial_y^b \partial_{\xi}^c c(x, y, \xi)| \leq C_{\alpha \beta \gamma l}(\xi)^{m-|\alpha|}(x-y)^{2l}(\gamma)^{l} - l^l, \quad \forall \alpha, \beta, \gamma.$$

We define $\text{Op}(c)$ by

$$\text{Op}(c)u(x) = \int e^{i(x-y)\xi} c(x, y, \xi)u(y) \, d\xi \, dy.$$

Let us denote $g = |dx|^2 + |\xi|^2 |d\xi|^2$ and by $S(w, g)$ the set of all $a(x, \xi) \in C^\infty(\mathbb{R}^{2n})$ verifying

$$|\partial_x^a \partial_{\xi}^b a(x, \xi)| \leq C_{\alpha \beta} \omega(x, \xi)(\xi)^{-|\alpha|}, \quad \forall \alpha$$

(see [4]). We assume that a positive function $\omega(x, \xi)$ is $g$ continuous and $\sigma$, $g$ temperate (see [4]). For $a(x, \xi) \in S(w, g)$ we define

$$\text{Op}'(a)u(x) = \int e^{i(x-y)\xi} a((1 - t)x + ty, \xi)u(y) \, d\xi \, dy.$$
Lemma 2.1. Let $c$ verify (2.1) and let $\text{Op}(c) = \text{Op}^{1/2}(b) = \text{Op}^w(b)$. Then we have $b \in S(\langle \xi \rangle^m (x)^{-k}, g)$ for any $k \in \mathbb{N}$. If $b \in S(\langle \xi \rangle^m (x)^{m'}, g)$ with $m < 0$, $m' < 0$ then $\text{Op}^w(b)$ is compact in $L^2(\mathbb{R}^n)$.

Proof. Let us write $\text{Op}(c) = \text{Op}^w(b) = B$. Recall that $b(x, \xi)$ is given by

$$b(x, \xi) = \int e^{i(x-\xi)\eta} c \left( x + \frac{\theta}{2}, x - \frac{\theta}{2}, \eta \right) d\eta d\theta$$

(see for example [7]). We first show that

$$b(x, \xi) \in S(\langle \xi \rangle^m (x)^{-k}, g)$$

for any $k \in \mathbb{N}$. To see this we consider

$$\partial_x^\alpha \partial_\xi^\beta b = \sum_{\beta' + \beta'' = \beta} \frac{\beta!}{\beta'! \beta''!} \int e^{i\eta_\theta} \partial_x^\alpha \partial_\xi^\beta' \partial_x^\alpha \partial_\xi^\beta'' \left( x + \frac{\theta}{2}, x - \frac{\theta}{2}, \eta + \xi \right) d\eta d\theta$$

$$= \sum_{\beta' + \beta'' = \beta} \frac{\beta!}{\beta'! \beta''!} \int e^{i\eta_\theta} \langle D_\eta \rangle^N \langle \theta \rangle^{-N} \langle D_\theta \rangle^M \langle \eta \rangle^{-M} \times \partial_x^\alpha \partial_\xi^\beta' \partial_x^\alpha \partial_\xi^\beta'' \left( x + \frac{\theta}{2}, x - \frac{\theta}{2}, \eta + \xi \right) d\eta d\theta.$$

Noting that

$$\langle \eta + \xi \rangle^{m-|\alpha|} \leq C^{m+|\alpha|} \langle \xi \rangle^{-m-|\alpha|} \langle \eta \rangle^{m+|\alpha|}$$

we see that

$$|\partial_x^\alpha \partial_\xi^\beta b| \leq C_{\alpha \beta N} \int \langle \xi \rangle^{m-|\alpha|} \langle \theta \rangle^{-N+2l} \langle \eta \rangle^{-M+|m|+|\alpha|} \times \left( x - \frac{\theta}{2} \right)^{-l} \left( x + \frac{\theta}{2} \right)^{-l} d\eta d\theta.$$

Since $C_l(x)^{-l} \geq \langle x - \theta/2 \rangle^{-l} \langle x + \theta/2 \rangle^{-l}$ we get the desired assertion choosing $M \geq n + 1 + |m| + |\alpha|$, $N \geq n + 1 + 2l$.

We turn to the second assertion. Assume that $b(x, \xi) \in S(\langle \xi \rangle^m (x)^{m'}, g)$. Since $B^* B = \text{Op}^w(\tilde{b}b)$ and $\tilde{b}b \in S(\langle \xi \rangle^{2m}(x)^{2m'}, g)$ we see

$$(B^* B)^N = \text{Op}^w(b_N), \quad b_N \in S(\langle \xi \rangle^{2Nm}(x)^{2Nm'}, g).$$

We remark that the kernel $K_N(x, y)$ of $\text{Op}^w(b_N)$ is in $L^2(\mathbb{R}^{2n})$ taking $N$ large. Indeed

$$|K_N(x, y)| = \left| \int e^{i(x-y)\xi} \langle x-y \rangle^{-L} \langle D_\xi \rangle^L b_N \left( \frac{x+y}{2}, \xi \right) d\xi \right|$$

$$\leq C_L \langle x+y \rangle^{2Nm'} \langle x-y \rangle^{-L} \int \langle \xi \rangle^{2Nm} d\xi.$$
which proves \( K_N(x, y) \in L^2(\mathbb{R}^{2n}) \) choosing \( N, L \) so that \( 2Nm' < -n/2, \ L > n/2, \ 2Nm < -n \). Thus \((B^*B)^N\) is compact in \( L^2(\mathbb{R}^n)\) and hence \( B\) is also compact in \( L^2(\mathbb{R}^n)\).

**Lemma 2.2.** Let \( a_i(x, \xi) \in S(\langle \xi \rangle^{m_i}, g) \) and assume that \( \partial^\alpha_x a_i(x, \xi) = 0 \) for \( |x| \geq R \) if \( \alpha \neq 0 \). Then we have

\[
a_1 \# a_2 = \sum_{|\alpha|+|\beta| < N} \frac{(-1)^{|\beta|}}{(2i)^{k_0|\alpha|} \beta!} a_1^{(\alpha)} a_2^{(\beta)} \left[ a(x, \xi) + r_N \right] \in S(\langle \xi \rangle^{m_1+m_2-N} \langle x \rangle^{-1}, g)
\]

where \( a_1^{(\alpha)} \) is the differential operator of order \( |\alpha| \). In particular for \( a_1 = a_2 = a \in S(\langle \xi \rangle^{m}, g) \) we have

\[
a \# a = a^2 + r, \quad r \in S(\langle \xi \rangle^{2m-2} \langle x \rangle^{-1}, g).
\]

Proof. Recall that one has \( \text{Op}^w(a_1) \text{Op}^w(a_2) = \text{Op}^w(a_1 \# a_2) = \text{Op}^w(b) \) with

\[
b(x, \xi) = 2^{2n} \int e^{2i\xi \eta - 2iz\eta} a_1(x + \tilde{z}, \xi + \eta) a_2(x + z, \xi + \eta) d\tilde{z} d\eta d\tilde{z} d\eta.
\]

Applying the Taylor formula and making integration by parts it suffices to estimate terms such as

\[
\int e^{2i\xi \eta - 2iz\eta} a_{\#} a_1(x + \tilde{z}, \xi + \eta) \xi + \eta a_2(x + z, \xi + \eta) d\tilde{z} d\eta d\tilde{z} d\eta
\]

where \( |\alpha| + |\beta| = N \) and \( |\theta_i| \leq 1 \). Since we have \( \langle x \rangle \leq C \langle z \rangle \) if \( \beta \neq 0 \) and \( \langle x \rangle \leq C \langle z \rangle \) if \( \alpha \neq 0 \) on the support of the integrand then the oscillatory integral (2.3) defines a symbol in \( S(\langle \xi \rangle^{m_1+m_2-N} \langle x \rangle^{-1}, g) \).

**3. Reduction**

We are concerned with the Cauchy problem

\[
\begin{align*}
D_t^2 u(x) - \sum_{i,j=1}^n D_x (a_{ij}(t,x) D_x u(x)) &= 0, \\
u(0, x) &= \chi(x) f(x), \quad D_t u(0, x) = \chi(x) g(x)
\end{align*}
\]

where \( f \in H^1(\mathbb{R}^n) \), \( g \in L^2(\mathbb{R}^n) \) and \( \chi(x) \in C_0^\infty(\mathbb{R}^n) \) with \( \chi(x) = 1 \) on \( |x| \leq C^* \). We assume that \( a_{ij}(t,x) \) verifies (1.2) and hence \( \partial_t^k \partial_x^\alpha a_{ij}(t,x) \) are bounded in \( \mathbb{R} \times \{ |x| \leq R_1 \} \).

Let us set

\[
h(t, x, \xi) = \sqrt{\sum_{i,j} a_{ij}(t,x) \xi_i \xi_j + \psi(\xi)}
\]
where \( 0 \leq \psi(\xi) \in C_0^\infty(\mathbb{R}^n) \) with \( \psi(\xi) = 1 \) near the origin and \( \psi(\xi) = 0 \) for \( |\xi| \geq c^* \).

Since

\[
\text{Op}^w \left( \sum_{i,j} a_{ij}(t,x) \xi_i \xi_j \right) = \sum_{i,j} D_{x_i} a_{ij}(t,x) D_{x_j} + 4^{-1} \sum \partial_{x_i} \partial_{x_j} a_{ij}(t,x)
\]

we have with \( H = \text{Op}^w(h) \) that

\[
\sum_{i,j} D_{x_i} a_{ij}(t,x) D_{x_j} = H^2 + b^w - \psi(D), \quad b \in C^1(\mathbb{R}; S((\xi)^{-1}, g))
\]

by Lemma 2.2. Writing \( b = (b/h) \# h + r' \) with \( r' \in S((\xi)^{-1}(x)^{-1}, g) \) one has

\[
\sum_{i,j} D_{x_i} a_{ij}(t,x) D_{x_j} u = H(Hu) + B'Hu + R'u - \psi(D)u
\]

where \( B', R' \in C^1(\mathbb{R}; S((\xi)^{-1}(x)^{-1}, g)) \). On the other hand one can write

\[
D_t h = \left( \frac{D_t h}{h} \right)^w h + b'' \# h + r'', \quad b'', r'' \in C^1(\mathbb{R}; S((\xi)^{-1}(x)^{-1}, g))
\]

from Lemma 2.2 and hence

\[
D_t (Hu) = HD_t u + \left( \frac{D_t h}{h} \right)^w Hu + B''Hu + R'u
\]

with \( B'', R'' \in C^1(\mathbb{R}; S((\xi)^{-1}(x)^{-1}, g)) \). Thus the equation (3.1) can be written with \( U = (Hu, D_t u) \) (where \( u \) is the solution to (3.1)) as

\[
(3.2) \quad D_t U = \begin{pmatrix} 0 & H \\ H & 0 \end{pmatrix} U + BU + R_1 u + R_2 u,
\]

with \( R_1 \in C^1(\mathbb{R}; S((\xi)^{-1}(x)^{-1}, g)) \) where

\[
B = \begin{pmatrix} \left( \frac{D_t h}{h} \right)^w & 0 \\ 0 & 0 \end{pmatrix} + B_{-1}, \quad B_{-1} \in C^1(\mathbb{R}; S((\xi)^{-1}(x)^{-1}, g))
\]

and \( R_2 = R_2(\xi) \) vanishes outside a neighborhood of the origin. Fix \( T > 0 \) and consider the Cauchy problem in the strip \([0, T] \times \mathbb{R}^n \). From the finite propagation speed, choosing \( \tilde{\xi} \in C_0^\infty(\mathbb{R}^n) \) so that

\[
\text{supp}_x u(t, \cdot) \subset \{ x \mid \tilde{\xi}(x) = 1 \}, \quad 0 \leq t \leq T
\]

we have \( R_2 u = R_2 \tilde{\xi} u \) and note that \( R_2 \tilde{\xi} \in C^1([0, T]; S((\xi)^{-1}(x)^{-1}, g)) \).
Lemma 3.1. Let \( k(t, x, \xi) \in C^1([0, T]; S(\xi)^{-1}(x)^{-1}, g) \) and \( K(t) = \text{Op}^n(k) \). Then the mapping

\[
H^1 \times L^2 \ni (f, g) \mapsto K(t)u(t) \in C^0([0, T], L^2)
\]

is compact.

Proof. Let \((f_n, g_n) \in H^1 \times L^2\) be bounded in \(H^1 \times L^2\). Then it is clear from the energy inequality for the wave equation (3.1) that

\[
\| (D)u_n(t) \| + \| D_t u_n \| \leq C, \quad 0 \leq t \leq T
\]

with \( C \) independent of \( n \). From this we have \( \| u_n(t') - u_n(t) \| \leq C|t' - t| \). Since \( \| K(t') - K(t) \|_{\text{Hom}(L^2)} \leq C|t' - t| \) for \( t' \in [0, T] \) by the assumption it is clear that \( \{K(t)u_n(t)\}\) is an equi-continuous sequence. It is also clear that \( \{K(t)u_n(t)\}\) is uniformly bounded in \( C^0([0, T]; L^2) \). Since for each \( t \in [0, T] \), \( \{K(t)u_n(t)\}\) contains a convergent (in \( L^2 \)) subsequence, then Ascoli-Arzela theorem implies that we can take a subsequence \( \{K(t)u_{n_i}(t)\}\) which converges in \( C^0([0, T]; L^2) \).

Let us consider the solution \( V(t) \) to the Cauchy problem

\[
(3.3) \quad D_t V = \begin{pmatrix} 0 & H \\ H & 0 \end{pmatrix} V + BV, \quad V(0) = U(0) = \begin{pmatrix} H(0)u(0) \\ D_t u(0) \end{pmatrix}
\]

Then from the energy inequality for the hyperbolic system (3.3) it follows that with \( R = R_1 + R_2 \)

\[
\| U(t) - V(t) \| \leq C \int_0^t \| R \tilde{X} u(s) \| \, ds, \quad t \in [0, T].
\]

Thanks to Lemma 3.1 this proves that the mapping: \( H^1 \times L^2 \ni (f, g) \mapsto U(t) - V(t) \in L^2 \times L^2 \) is compact.

Let us denote by \( \mathcal{R}(t, 0) \) the solution operator;

\[
\mathcal{R}(t, 0): (u(0), D_t u(0)) \mapsto (u(t), D_t u(t))
\]

of the Cauchy problem

\[
\begin{cases}
D_t^2 u - \sum_{i,j=1}^n D_x (a_{ij} (t, x) D_x u) = 0, \\
 u(0, x) = f(x), \quad D_t u(0, x) = g(x)
\end{cases}
\]

so that \( U(t) = \begin{pmatrix} H(t) & 0 \\ 0 & 1 \end{pmatrix} \mathcal{R}(t, 0) \begin{pmatrix} f \\ g \end{pmatrix} \). Then we conclude that

\[
\begin{pmatrix} f \\ g \end{pmatrix} \mapsto \begin{pmatrix} H(t) & 0 \\ 0 & 1 \end{pmatrix} \mathcal{R}(t, 0) \begin{pmatrix} f \\ g \end{pmatrix} - V(t)
\]
is compact in $\text{Hom}(H^1 \times L^2; L^2 \times L^2)$. Denoting by $\mathcal{T}(t,0)$ the solution operator to (3.3)

$$\mathcal{T}(t, 0): V(0) \mapsto V(t)$$

we see that

$$\begin{pmatrix}
H(t) & 0 \\
0 & 1
\end{pmatrix} \mathcal{R}(t, 0) \chi - \mathcal{T}(t, 0) \begin{pmatrix}
H(0) & 0 \\
0 & 1
\end{pmatrix} \chi$$

is compact. Let us set

$$H^{-1}(t) = \text{Op}^w(h^{-1}(t, x, \xi))$$

and note that $H^{-1}(t)$ is bounded in $\text{Hom}(L^2; H^1)$ with a bound independent of $t$. From Lemma 2.2 we see $H^{-1}H = 1 + r^w$ with $r \in C^1(\mathbb{R}; S((\xi)^{-1}x^{-1}, g))$, which is compact in $\text{Hom}(L^2; H^1)$ by Lemma 2.1, and hence we see that

$$(3.4)\quad \mathcal{R}(t, 0) \chi - \begin{pmatrix}
H^{-1}(t) & 0 \\
0 & 1
\end{pmatrix} \mathcal{T}(t, 0) \begin{pmatrix}
H(0) & 0 \\
0 & 1
\end{pmatrix} \chi$$

is compact in $H^1 \times L^2$.

We diagonalize the system (3.3) up to zero-th order term. Let us set

$$T = T_0 + T_{-1} = \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix} + \begin{pmatrix}
(D_t h)^w & 0 \\
0 & -\left(\frac{D_t h}{2h^2}\right)^w
\end{pmatrix}$$

where $D_t h/2h^2 \in S((\xi)^{-1}x^{-1}, g)$. Let us put

$$\Lambda = \Lambda_1 + \Lambda_0 = H \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix} + \left(\frac{D_t h}{2h}\right)^w \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}$$

then, noting that $T_{-1} \in C^1(\mathbb{R}; S((\xi)^{-1}x^{-1}, g))$, it is easy to check that

$$(3.5)\quad D_{t}(TV) = \Lambda TV + RV, \quad R \in C^1(\mathbb{R}; S((\xi)^{-1}x^{-1}, g)).$$

Let $W(t)$ be the solution to

$$(3.6)\quad D_{t}W = \Lambda W$$

with $W(0) = T(0)V(0)$. Then from the energy inequality we have

$$\|T(t)V(t) - W(t)\| \leq C \int_0^t \|R(s)V(s)\| \, ds.$$
From the same arguments proving Lemma 3.1 it follows that the operator

\[ V(0) \mapsto T(t)V(t) - W(t) \]

is compact in \( L^2 \times L^2 \). Let us denote by \( S(t, 0) \) the solution operator of the system (3.6)

\[ S(t, 0) : W(0) \mapsto W(t) \]

then we conclude that

\[ T(t)T(t, 0) - S(t, 0)T(0) \]

is compact in \( L^2 \times L^2 \). Since \( T_{0}^{-1}T(t) = I + R, \ R \in C^1(\mathbb{R}; S((\xi)^{-1}(x)^{-1}, g)) \) and hence we see that

\[ T(t, 0) - T_{0}^{-1}S(t, 0)T(0) \]

is compact. Inserting this into (3.4) we get

**Proposition 3.1.** Let \( \chi \in C_0^\infty(\mathbb{R}^n) \). Then

\[ \mathcal{R}(t, 0)\chi = \begin{pmatrix} H^{-1}(t) & 0 \\ 0 & 1 \end{pmatrix} T_{0}^{-1}S(t, 0)T(0) \begin{pmatrix} H(0) & 0 \\ 0 & 1 \end{pmatrix} \chi \]

is compact in \( H^1 \times L^2 \).  

4. Lower bounds (proof of Theorem 1.1)

In this section we essentially follow the arguments in [8]. Recall that the system (3.6) consists of uncoupled two single equations so that \( S(t, 0) \) is diagonal. Let us consider

\[ D_t U = \Lambda_1 U \]

and denote by \( \mathcal{U}(t, s) \) the solution operator

\[ \mathcal{U}(t, s) : U(s) \mapsto U(t). \]

Note that \( \mathcal{U}(t, s) \) is unitary because \( H^* = H \). Let us put

\[ P(t) = S(t, 0)\chi(x)\mathcal{U}(0, t) = \text{diag}(P_1(t), P_2(t)). \]

Since \( \mathcal{U}(t, s) \) satisfies \( D_t \mathcal{U}(0, t) = -\mathcal{U}(0, t)\Lambda_1(t) \) it is easy to see

\[ \begin{aligned}
D_t P_1(t) &= [H, P_1] + \left( \frac{D_t \hbar}{2\hbar} \right)^w P_1, \quad P_1(0) = \chi(x), \\
D_t P_2(t) &= -[H, P_2] + \left( \frac{D_t \hbar}{2\hbar} \right)^w P_2, \quad P_2(0) = \chi(x).
\end{aligned} \]
Since the arguments is the same for the second equation, we consider the first equation. Writing $P_1 = P$ it yields

$$
\begin{align*}
D_t P(t) &= [H, P] + \left( \frac{D_t h}{2\hbar} \right)^w P, \\
P(0) &= \chi(x).
\end{align*}
$$

Following [11] we look for $Q(t) = \text{Op}^w(q)$, $q(t, x, \xi) \in S(1, g)$ solving the equation (4.3). Then $q$ must satisfy

$$
\hat{\partial}_t q = \{h, q\} + \frac{\partial h}{2\hbar} q, \quad q(0, x, \xi) = \chi(x).
$$

**Lemma 4.1.** There is a solution $q(t, x, \xi) \in C^1(\mathbb{R}; S(1, g))$ to (4.4) such that $q(t, x, \xi)$ vanishes outside some compact set in $x$ and hence

$$
q(t, x, \xi) \in C^1([0, T]; S(\langle x \rangle^{-1}, g))
$$

for any $T > 0$.

Proof. Let $(X(t), \Xi(t))$ be a bicharacteristic of $-h(t, x, \xi)$, that is

$$
\begin{align*}
\frac{d}{dt} X(t) &= -\frac{\partial h}{\partial \xi}(t, X, \Xi), \quad X(s) = x, \\
\frac{d}{dt} \Xi(t) &= \frac{\partial h}{\partial x}(t, X, \Xi), \quad \Xi(s) = \xi.
\end{align*}
$$

Then from the ellipticity of $h$ it is not difficult to check that

$$
X(t; x, \xi) \in S(1, g), \quad \Xi(t; x, \xi) \in S(\langle \xi \rangle, g).
$$

From

$$
\frac{d}{dt} q(t, X(t), \Xi(t)) = \frac{\partial h}{2\hbar}(t, X(t), \Xi(t)) q(t, X(t), \Xi(t))
$$

we have

$$
q(s, x, \xi) = \exp\left(\int_0^s \frac{\partial h}{2\hbar}(\tau, X(\tau), \Xi(\tau)) d\tau\right) \chi(X(0)).
$$

From this we conclude that $q(t, x, \xi) \in C^1(\mathbb{R}; S(1, g))$. Since $|dX(t)/dt| = |(\partial h/\partial \xi)(t, X, \Xi)| \leq C$ and $\chi(x)$ has compact support it is clear that for each $t$, $q(t, x, \xi)$ vanishes outside some compact set $|x| \leq C_t$. This proves the assertion. \(\square\)
Let us set

\[ Q(t) = \text{Op}^w(q(t, x, \xi)). \]

Then by Lemma 2.2 we have

\[ D_t Q = [H, Q] + \left( \frac{D_t h}{2h} \right)^w Q + R, \quad R \in C^1(\mathbb{R}, S((\xi)^{-1}(x)^{-1}, g)). \]

We remark that

\[ \frac{d}{dt} \log h(t, X(t), \Xi(t)) = \frac{\partial_t h}{h}(t, X(t), \Xi(t)) \]

which follows from (4.5). Since \( \partial_t h/h = \partial_t a/2a \) for \( |\xi| \geq e^* \) and \( \chi(x) = 1 \) for \( |x| \leq C^* \) it follows from (4.6) and (4.7) that

\[ q(t, X(t), \Xi(t)) = \exp \left( \int_0^t \frac{\partial_t a}{4a} (\tau, X(\tau), \Xi(\tau)) d\tau \right) \]

\[ = \sqrt{\frac{a(t, X(t), \Xi(t))}{a(0, X(0), \Xi(0))}} \geq A^{-1} \sqrt{\frac{\Xi(t)}{\Xi(0)}} \]

provided \( |X(t)| \leq C^* \) and \( |\Xi(t)| \geq e^* \) for \( t \geq 0 \).

**Remark.** From (4.7) it follows that

\[ \int_0^t \frac{\partial_t a}{a}(\tau, X(\tau), \Xi(\tau)) d\tau = \log \frac{a(t, X(t), \Xi(t))}{a(0, X(0), \Xi(0))}. \]

With \( S(t, s) = \text{diag}(S_1(t, s), S_2(t, s)), \mathcal{U}(t, s) = \text{diag}(\mathcal{U}_1(t, s), \mathcal{U}_2(t, s)) \) we recall that \( P(t) = S_1(t, 0)\chi(x)\mathcal{U}_1(0, t) \). Following [11] we estimate the difference \( P(t) - Q(t) \). Since \( (P(t) - Q(t))\mathcal{U}_1(t, 0) = S_1(t, 0)\chi(x) - Q(t)\mathcal{U}_1(t, 0) \) setting with \( f \in L^2 \)

\[ u(t) = S_1(t, 0)\chi(x)f, \quad v(t) = Q(t)\mathcal{U}_1 f \]

we have

\[ D_t(u - v) = (H + (D_t h/2h)^w)(u - v) - R(t)\mathcal{U}_1(t, 0)f. \]

From the energy inequality (see for example Theorem 23.1.2 in [4]) for any \( T > 0 \) there is \( C > 0 \) such that

\[ \|u(t) - v(t)\| \leq C \int_0^T \|R(s)\mathcal{U}_1(s, 0)f\| ds, \quad t \in [0, T]. \]
Since \( \| (D)^{-1}U(t, 0)f - (D)^{-1}U(t', 0)f \| \leq C|t - t'|\|f\| \), from the proof of Lemma 3.1 it follows that \( L^2 \ni f \mapsto R(t)U(t, 0)f \in C^0([0, T]; L^2) \) is compact. Since \( U(t, 0) \) is unitary we conclude that \( P(t) - Q(t) \) is compact in \( L^2 \). Since \( \phi(D)Q(t) \) is compact in \( L^2 \) if

\[
(4.10) \quad \phi(\xi) \in C^{\infty}_0(\mathbb{R}^n), \quad \phi(\xi) = 0, \quad |\xi| \geq \frac{c^*}{2}
\]

and hence \( \phi(D)P(t) \) is also compact in \( L^2 \).

Assume that there is a bicharacteristic \((x(t), \xi(t))\) of \(-h(t, x, \xi)\) satisfying (1.4). Since \( h(t, x, \xi) = \sqrt{a(t, x, \xi)} \) for \(|\xi| \geq c^*\) then from the homogeneity in \( \xi \) it is easy to see that \((x(t), \lambda \xi(t)), \lambda \geq 1\) is also a bicharacteristic of \(-h(t, x, \xi)\).

Let \( t > 0 \) be fixed. Since \( |\lambda \xi(t)| \geq R \) if \( c^*\lambda \geq R \) then we have

\[
\sup_{|\xi| \leq R} \sup_{x} |q(t, x, \xi)| \geq \sup_{|\xi| \leq R} |q(t, x(t), \xi)| \geq |q(t, x(t), \lambda \xi(t))| = \exp\left( \int_{0}^{t} \frac{\partial_a a}{4a} (\tau, x(\tau), \lambda \xi(\tau)) d\tau \right) = \exp\left( \int_{0}^{t} \frac{\partial_a a}{4a} (\tau, x(\tau), \xi(\tau)) d\tau \right) \geq A^{-1} \sqrt{\frac{|\xi(t)|}{|\xi(0)|}}
\]

Let us set

\[
\exp\left( \int_{0}^{t} \frac{\partial_a a}{4a} (\tau, x(\tau), \xi(\tau)) d\tau \right) = G(t).
\]

Noting \( \text{Op}^w(q(t, x, \xi)) = \text{Op}^0(q(t, x, \xi)) + K \) where \( K \) is compact in \( L^2 \) we apply Theorem 3.3 in [5] to conclude

\[
\| Q(t) \|_{\text{Hom}(L^2)/K} \geq G(t)
\]

which proves that

\[
\| P(t) \|_{\text{Hom}(L^2)/K} \geq G(t).
\]

Recalling that \( U(0, t) \) is unitary we conclude that

\[
(4.11) \quad \| S(t, 0) \chi \|_{\text{Hom}(L^2)/K} \geq G(t).
\]

To prove Theorem 1.1 it suffices to show

**Proposition 4.1.** Let \( \Phi(\xi) = 1 - \phi(\xi) \) with \( \phi(\xi) = 1 \) near \( \xi = 0 \) verifying (4.10). Then there is a \( C > 0 \) such that

\[
(4.12) \quad \| \Phi(D)\mathcal{R}(t, 0)\chi \|_{\text{Hom}(H^1 \times L^2; H^1 \times L^2)} \geq CG(t).
\]
Proof. Let us set

\[ M(t) = \begin{pmatrix} H^{-1}(t) & 0 \\ 0 & 1 \end{pmatrix} T_0^{-1}, \quad L = T(0) \begin{pmatrix} H(0) & 0 \\ 0 & 1 \end{pmatrix} \]

so that

\[ \mathcal{R}(t, 0) \chi - M(t) S(t, 0) L \chi \]

is compact in \( H^1 \times L^2 \). Since

\[ [L, \chi] = \begin{pmatrix} S(\langle x \rangle^{-1}, g) & 0 \\ S(\langle x \rangle^{-1}, g) & 0 \end{pmatrix} + S(\langle \xi \rangle^{-1} \langle x \rangle^{-1}, g) \]

and hence compact from \( H^1 \times L^2 \) to \( L^2 \times L^2 \) then \( M(t) S(t, 0)[L, \chi] \) is compact in \( H^1 \times L^2 \). Thus we see that \( \mathcal{R}(t, 0) \chi - M(t) S(t, 0) \chi L \) is compact in \( H^1 \times L^2 \). Hence one can write

\[ \Phi(D) \mathcal{R}(t, 0) \chi = \Phi(D) M(t) S(t, 0) \chi L + \hat{K} \]

where \( \hat{K} \) is compact in \( H^1 \times L^2 \). Since \([\Phi(D), M(t)] \in S(\langle \xi \rangle^{-2} \langle x \rangle^{-1}, g)\) we get \( \Phi(D) \mathcal{R}(t, 0) \chi - M(t) \Phi(D) S(t, 0) \chi L \) is compact in \( H^1 \times L^2 \). Since \( \phi(D) S(t, 0) \chi \) is compact in \( L^2 \) we conclude that

\[ \Phi(D) \mathcal{R}(t, 0) \chi = M(t) S(t, 0) \chi L + \hat{K} \]

where \( \hat{K} \) is compact in \( H^1 \times L^2 \). We denote

\[ M^{-1}(t) = T_0 \begin{pmatrix} H(t) & 0 \\ 0 & 1 \end{pmatrix}, \quad L^{-1} = \begin{pmatrix} H^{-1}(0) & 0 \\ 0 & 1 \end{pmatrix} T_0^{-1} \]

so that we have

\[ M^{-1}(t) M(t) = I + K_1, \quad LL^{-1} = I + K_2, \quad K_1 \in S(\langle \xi \rangle^{-1} \langle x \rangle^{-1}, g). \]

Thanks to Lemma 2.1 we see that \( K_i \) are compact in \( L^2 \). Consider

\[ M^{-1}(t)[M(t) S(t, 0) \chi L + \hat{K}] L^{-1} = (I + K_1) S(t, 0) \chi (I + K_2) + K_3 = S(t, 0) \chi + K_4 \]

where \( K_3 \) and \( K_4 \) are compact in \( L^2 \). From (4.11) it follows that

\[ G(t) \leq \| S(t, 0) \chi + K_4 \|_{\text{Hom}(L^2 \times L^2)} \]

\[ = \| M^{-1}(t)[M(t) S(t, 0) \chi L + \hat{K}] L^{-1} \|_{\text{Hom}(L^2 \times L^2)} \]
where we note that $C$ is independent of $t$. This proves (4.12).

To prove Theorem 1.1 note that $\Phi(\xi)$ vanishes near $\xi = 0$ and hence $\|\Phi(D)u\|_{H^1} \leq C\|u\|_{\mathcal{H}}$. Thus it follows from (4.12)

$$\|\mathcal{R}(t, 0)\chi\|_{\text{Hom}(\mathcal{H} \times L^2)} \geq C'G(t)$$

which proves Theorem 1.1.

**Remark.** Let $\alpha(t)$ be any positive function such that $\alpha(t)/G(t) \to 0$ as $t \to \infty$. Then from (4.12) and the uniform boundedness principle it follows that there exists $(f, g) \in H^1 \times L^2$ such that

$$\lim_{t \to \infty} \alpha(t)^{-1}\|\mathcal{R}(t, 0)\chi'(f, g)\|_{H^1 \times L^2} = 0.$$ 

Note that the initial data $\chi'(f, g) = \langle c(x), c(g) \rangle$ has compact support which is a main difference from Theorem 1 in [10].

### 5. Proof of Theorems 1.2 and 1.3

In this section we construct examples to which one can apply Theorem 1.1 and we prove Theorems 1.2 and 1.3. We follow the construction given by Colombini and Rauch in [1] and generalize it a little bit. We first check Proposition 1.1.

Let $E(t)$ denote the standard energy;

$$E(t) = \int_{\mathbb{R}^n} \left\{ \|\partial_t u\|^2 + \sum_{i,j=1}^n a_{ij}(t, x)\partial_{x_i} u \partial_{x_j} u \right\} dx.$$ 

Then for any initial data in $C^\infty_0(\mathbb{R}^n)$ it is easy to see

$$\frac{d}{dt} E(t) = \int_{\mathbb{R}^n} \sum_{i,j=1}^n \partial_t a_{ij}(t, x)\partial_{x_i} u \partial_{x_j} u d x$$

$$\leq \sup_{x, \xi} \left| \frac{\partial_t a(t, x, \xi)}{a(t, x, \xi)} \right| \int_{\mathbb{R}^n} \left\{ \sum_{i,j=1}^n a_{ij}(t, x)\partial_{x_i} u \partial_{x_j} u \right\} dx$$

$$\leq \left[ \sup_{x, \xi} \left| \frac{\partial_t a(t, x, \xi)}{a(t, x, \xi)} \right| \right] E(t)$$
because
\[
\sup_{\xi \in \mathbb{C}^n} \sum_{i,j=1}^n \partial_i a_{ij}(t, x) \xi_i \xi_j = \sup_{\xi \in \mathbb{R}^n} \sum_{i,j=1}^n \partial_i a_{ij}(t, x) \xi_i \xi_j
\]
which proves the assertion since
\[
A^{-2} \int_{\mathbb{R}^n} \|
abla u\|^2 \, dx \leq \int_{\mathbb{R}^n} \left\{ \sum_{i,j=1}^n a_{ij}(t, x) \partial_x \partial_x \tilde{u} \right\} \, dx \leq A^2 \int_{\mathbb{R}^n} \|
abla u\|^2 \, dx
\]
for all \( t \in \mathbb{R} \).

In what follows we take \( n = 2 \) while the same argument works in the general \( n \geq 2 \). To apply Theorem 1.1 we look for \( a(t, x) \) such that the hamiltonian \( \mp \sqrt{a(t, x)|\xi|} \) admits a bicharacteristic \((x(t), \xi(t))\) such that \(|\xi(t)|\) is away from zero while \(|x(t)|\) remains to be bounded when \( t \to +\infty \);

\[
\begin{align*}
\frac{dx(t)}{dt} &= \mp \frac{\partial(\sqrt{a(t, x)|\xi|})}{\partial \xi}, \\
\frac{d\xi(t)}{dt} &= \pm \frac{\partial(\sqrt{a(t, x)|\xi|})}{\partial x}.
\end{align*}
\tag{5.1}
\]

Using the standard identification \( \mathbb{C} \ni u + iv \mapsto (u, v) \in \mathbb{R}^2 \) of \( \mathbb{R}^2 \) with the complex plane we write
\[
x = re^{i\theta}, \quad \xi = \rho e^{i\phi}.
\]

Let \( \delta(t) \) be a smooth function on \( \mathbb{R} \) with bounded derivatives of all order. Motivated by [1] we choose \( a(t, x) = a(t, r, \theta) \) so that

\[
\sqrt{a(t, r, \theta)} = \exp \left( \chi(r)(r - 1 - 2\delta(t) f \left( \theta - t - \frac{\pi}{2} \right) \right)
\]

where \( \chi(r) \in C^\infty_0(\mathbb{R}) \), \( 0 \leq \chi(r) \leq 1 \) which is zero near \( r = 0 \) and identically equal to 1 on a small neighborhood of \( r = 1 \). Here \( f(t) \in C^\infty(\mathbb{R}) \) is \( 2\pi \) periodic verifying

\[
\begin{align*}
f(0) &= 0, & f'(0) &= 1.
\end{align*}
\tag{5.3}
\]

To simplify notations let us write \( h(t, r, \theta) = \sqrt{a(t, r, \theta)} \) then the Hamilton equation (5.1) with the hamiltonian \(-\sqrt{a}|\xi| = -h(t, r, \theta)\rho \) yields

\[
\begin{align*}
\frac{dr}{dt} &= -h \cos (\theta - \phi), \\
\frac{d\theta}{dt} &= \frac{h}{r} \sin (\theta - \phi), \\
\frac{d\phi}{dt} &= -\frac{\partial h}{\partial r} \sin (\phi - \theta) + \frac{1}{r} \frac{\partial h}{\partial \theta} \cos (\phi - \theta)
\end{align*}
\tag{5.4}
\]
and

\[ \frac{d}{dt} \rho = \rho \left[ \frac{\partial h}{\partial r} \cos (\phi - \theta) + \frac{1}{r} \frac{\partial h}{\partial \theta} \sin (\phi - \theta) \right]. \tag{5.5} \]

**Lemma 5.1.** Let \( a(t, r, \theta) \) be given by (5.2). Then \( \theta(t) = t + \pi/2, \phi(t) = t, r(t) = 1 \) solve (5.4). Moreover we have

\[ \rho(t) = \rho(0) \exp \left( 2 \int_0^t \delta(s) \, ds \right). \]

**Proof.** Since \((\partial h/\partial r)(t, 1, \theta(t)) = h(t, 1, \theta(t))\) the first assertion is clear from (5.3). Note that when \( \theta(t) = t + \pi/2, \phi(t) = t, r(t) = 1 \) we have from (5.5) that

\[ \frac{d}{dt} \rho = -\rho \frac{\partial h}{\partial \theta}(t, 1, \theta(t)) = 2\delta(t)\rho \]

which proves the assertion. \( \square \)

We now prove Theorem 1.2. Suppose that \( \delta(t) \) is given. Take \( \chi_1(t) \in C_0^\infty(\mathbb{R}) \) such that \( 0 \leq \chi_1(t) \leq 1 \) verifying \( \int \chi_1(t) \, dt = 1, \chi_1(t) = 1 \) for \(|t| \leq 1/4\) and \( \chi_1(t) = 0 \) for \(|t| \geq 3/4\). Define \( \tilde{\delta}(t) \) by

\[ \tilde{\delta}(t) = \int \chi_1(t-s)\delta(s) \, ds \]

then it is easy to see that

\[ \begin{cases} C_1 + \int_0^t \delta(s) \, ds \leq \int_0^t \tilde{\delta}(s) \, ds \leq C_1 + \int_0^t \delta(s) \, ds, \\ \int_0^t |\tilde{\delta}'(s)| \, ds \leq C_2 \int_0^t \delta(s) \, ds + C_3 \end{cases} \tag{5.6} \]

with some constants \( C_i \) independent of \( t \geq 0 \). For any given \( \sigma > 0 \) small it is clear that one can find a \( 2\pi \) periodic \( f(t) \) verifying (5.3) such that

\[ \sup |f'(t)| \leq 1, \quad \sup |f(t)| \leq \sigma. \tag{5.7} \]

We define \( \sqrt{a(t, r, \theta)} \) by (5.2) with this \( f(t) \) and \( \delta(t) = \tilde{\delta}(t) \). Choosing \( \rho(0) = 1 \), for example, from Lemma 5.1 there exists a solution \( (x(t), \xi(t)) \) to the Hamilton system (5.1) with \( a(t, x) \) such that

\[ \|x(t)\| = 1, \quad \forall t \in \mathbb{R}, \quad \frac{\|\xi(t)\|}{\|\xi(0)\|} = \exp \left( 2 \int_0^t \tilde{\delta}(s) \, ds \right), \]
which clearly verifies (1.4). Applying Theorem 1.1, together with (5.6) we obtain the lower bound of Theorem 1.2.

To get the upper bound we note that

$$\frac{\|\partial_t a(t, x)\|}{a(t, x)} \leq 4|\tilde{\delta}'(t)| \sup f' + 4\delta(t) \sup f' \leq 4\sigma |\tilde{\delta}'(t)| + 4\delta(t).$$

Thus we have

$$(5.8) \quad \int_0^t \left( \sup_x \frac{\|\partial_t a(s, x)\|}{a(s, x)} \right) ds \leq 4 \int_0^t \tilde{\delta}(s) ds + 4\sigma \int_0^t |\tilde{\delta}'(s)| ds.$$

On the other hand from Proposition 1.1 it follows that

$$\|\mathcal{R}(t, 0)\|_{\text{Hom}(\mathcal{H} \times L^2)} \leq C_1 \exp\left(\frac{1}{2} \int_0^t \left[ \sup_x \frac{\|\partial_t a(\tau, x)\|}{a(\tau, x)} \right] d\tau \right)$$

which, together with (5.6) and (5.8), proves the upper bound taking $\sigma > 0$ small enough.

We turn to the proof of Theorem 1.3. Assume that $u$ solves (1.5) with initial data $(u(0), \partial_t u(0)) = (\phi, \psi)$ where $a(t, x)$ is given by (5.2) with $f$ verifying (5.7). We consider a modified energy:

$$\tilde{E}(t) = E(t) + \beta(t) \text{Re}(\partial_t u, u) + \gamma(t) \|u\|^2$$

where

$$E(t) = \int_{\mathbb{R}^n} (|\partial_t u|^2 + a(t, x)|\nabla u|^2) dx, \quad (u, v) = \int_{\mathbb{R}^n} u \overline{v} dx, \quad \|u\|^2 = (u, u).$$

Real valued functions $\beta(t)$ and $\gamma(t)$ will be determined later. Noting

$$\frac{d}{dt} E(t) \leq 4(\delta'(t) - \delta(t)) \int_{\mathbb{R}^n} a(t, x)|\nabla u|^2 dx$$

we put $\alpha(t) = 4(\delta'(t) - \delta(t))$. Since $\partial^2_t u = \sum_{i=1}^2 \partial_{s_i} (a(t, x)\partial_{s_i} u)$ we see

$$\frac{d}{dt} \tilde{E} \leq \beta \|\partial_t u\|^2 + (\alpha - \beta) \int_{\mathbb{R}^n} a|\nabla u|^2 dx + (\beta' + 2\gamma) \Re(\partial_t u, u) + \gamma' \|u\|^2 = \beta \tilde{E} + (\alpha - 2\beta) \int_{\mathbb{R}^n} a|\nabla u|^2 dx + (\beta' + 2\gamma - \beta^2) \Re(\partial_t u, u) + (\gamma' - \beta \gamma') \|u\|^2.$$

We choose $\beta = 2\delta$ and $2\gamma = \beta^2 - \beta'$. Since $\gamma \geq \beta^2/2$ we have

$$(5.9) \quad E(t) \leq 2\tilde{E}(t).$$
Taking (5.9) into account we obtain
\[ \frac{d}{dt} \tilde{E} \leq (-8\delta' \sigma + 2\delta) \tilde{E} + (6\delta\delta' - \delta'' - 4\delta^3) \|u\|^2 \]
where we remark that \( \delta \geq 0, \delta' \leq 0, \delta'' \geq 0 \) and hence
\[ \frac{d}{dt} \tilde{E}(t) \leq (-8\delta'(t) \sigma + 2\delta(t)) \tilde{E}(t). \]
Thus we obtain
\[ \tilde{E}(t) \leq \tilde{E}(0) e^{8\sigma \delta(0)} \exp \left( 2 \int_0^t \delta(s) \, ds \right) \]
\[ \leq C \| (\phi, \psi) \|_{H^1 \times L^2}^2 \exp \left( 2 \int_0^t \delta(s) \, ds \right) \]
for \( \tilde{E}(0) \leq C' \| (\phi, \psi) \|_{H^1 \times L^2}^2 \) with some \( C' > 0 \). Thanks to (5.9) one obtains
\[ \| R(t, 0)'(\phi, \psi) \|_{H \times L^2} \leq C_2 \| (\phi, \psi) \|_{H^1 \times L^2} \exp \left( \int_0^t \delta(s) \, ds \right). \]
On the other hand, from Proposition 4.1 it follows that
\[ C_1 \exp \left( \int_0^t \delta(s) \, ds \right) \leq \| R(t, 0) \chi \|_{\text{Hom}(H^1 \times L^2; H \times L^2)} \]
which together with (5.10) proves the assertion.

We finally give a little bit more general examples than we took in the proof of Theorems 1.2 and 1.3. Let \( \phi(t), \rho(t), r(t) \in C^\infty(\mathbb{R}) \) satisfy the followings;
(i) \( r, \rho \) are strictly positive on \( \mathbb{R} \),
(ii) \( \phi', r, \rho'/\rho \) have bounded derivatives of all orders,
(iii) we have
\[ \sup_{t \in \mathbb{R}} \left| \int_0^t r e^{i\phi} \, ds \right| < \infty. \]
We put
\[ \tilde{a}(t, x_1, x_2) = r(t)^2 \{ \sin(r(t)^{-2} p_1(t)(x_1 - x_1(t))) + 2 \} \]
\[ \times \{ \sin(r(t)^{-2} p_2(t)(x_2 - x_2(t))) + 2 \} \]
where, with the standard identification of \( \mathbb{C} \) and \( \mathbb{R}^2 \),
\[ x(t) = (x_1(t), x_2(t)) = -2 \int_0^t r e^{i\phi} \, ds + x(0), \]
\[ (p_1, p_2) = \frac{2r}{\rho} (\rho' e^{i\phi} + i \rho \phi' e^{i\phi}). \]
Then \( \{x(t): t \in \mathbb{R}\} \) is contained in a compact set by the assumption (iii) and \( \tilde{a}(t, x) \) is smooth and \( \inf_{\mathbb{R}^1} \tilde{a}(t, x) > 0 \).

**Lemma 5.2.** \( x(t) \) and \( \xi(t) = \rho(t)e^{i\phi} \) solve the Hamilton equation with the hamiltonian \(-\sqrt{\tilde{a}}|\xi|\).

Proof. Since \( \tilde{a}(t, x(t)) = 4r(t)^2 \) the first equation of (5.1) follows easily. To check the second equation of (5.1) it suffices to note \( \nabla_x \tilde{a}(t, x(t)) = 2(p_1(t), p_2(t)) \) and \( d\xi/dt = \rho/(2r)(p_1, p_2) \).

We define \( a(t, x) \) by

\[
a(t, x) = \chi(x)\tilde{a}(t, x) + (1 - \chi(x))
\]

where \( \chi(x) \in C_0^\infty(\mathbb{R}^2), 0 \leq \chi(x) \leq 1 \) which is identically equal to 1 on a small neighborhood of \( \{x(t): t \in \mathbb{R}\} \), for which one can apply Theorem 1.1 with \( (x(t), \xi(t)) \).

If we take \( r(t) = 1 + e^{-t} \) \( (t \geq 0) \), \( \phi(t) = t \) and \( x(0) = (1, 3) \) for instance, then we see easily that

\[
|x(t) - 2ie^{it}| = \sqrt{2}e^{-t}
\]

and hence the orbit \( \{x(t): t \geq 0\} \) is not closed.
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