
Title Colored Hook Formula for a Generalized Young
Diagram

Author(s) Nakada, Kento

Citation 大阪大学, 2008, 博士論文

Version Type VoR

URL https://hdl.handle.net/11094/23434

rights

Note

The University of Osaka Institutional Knowledge Archive : OUKA

https://ir.library.osaka-u.ac.jp/

The University of Osaka





Colored Hook Formula 

for a Generalized Young Diagram 

Submitted to 

Graduate School of Information Science and Technology 

Osaka University 

. January 2008 

Kento NAKADA . 



r> 

List of Publications. 

K. Nakada ， Colored hook formula for a generalized Young diagram ， (to ap-
pear in Osaka J. of Math. 2007) 

Presentations at Workshops. 

K. Nakada ， Colored Hook Formula for a Generalized Young Diagram ， r表
現論とその周辺」研究集会， Osaka University ， Apr. 22. 2006. 

K. Nakada ， Colored hook formula for a generalized Young diagram ， r組合

せ論的表現論とその周辺」研究集会， RIMS ， Oct. 25. 2006. 

K. Nakada ， Colored hook formula for a generalized young diagrams ， r組合せ論サマ

ースクール2007J 研究集会， Sep. 5. 2007. 

K. Nakada ， q-Hook formula for a generalized Young diagram ， r組合せ論

的表現論の拡がり」研究集会，.RIMS ， Oct. 26. 2007. 



COLORED HOOK FORMULA 
FOR A GENERALIZED YOUNG DIAGRAM 

KENTO NAKADA 

ABSTRACT. We prove the colored hook fonnula for a finite pre-dominant 
integral weight. As a corollary of this, we get a new proof of the Peter­
son's hook fonnula. 

1. INTRODUCTION 

Let A be a partition of d, andx,l the corresponding irreducible character 
of the symmetric group 6 d • As is well-known (e.g. [8]), the degreeX,l(1) 
of X,l is given by the hook formula: 

(1.1) 
d! 

XiI) = n h' 
veY.l v 

where Y,l is the Young (or Ferrers) diagram of shape A, and hv is the hook­
length at a cell v of Y,l. Since the left hand side of (1.1) is equal to the 
number #STab(Y,l) of standard tableaux of shape A, the formula (1.1) can be 
rewritten as: 

(1.2) 
d! 

#STab(Y,l) = n h 
veY.l v 

The purpose of this paper is to prove a generalization of (1.2), the colored 
hookformula, for a generalized Young diagram in the sense ofD. Peterson 
and R. A. Proctor (see [1][5]). We stress that the colored hook formula is 
new even for a Young diagram. 

Let II ~ {aj liE I} be the set of simple roots of a Kac-Moody Lie algebra 
g, and <D + the set of real positive roots. Then we have the colored hook 
formula: 

(1.3) 

where A is afinite pre-dominant integral weight of g, D(A) is the diagram 
of A, and Path(A) is a set of sequences in <1>+ with certain conditions. See 
Section 4 and 5 for unexplained notion and furthur details. In Section 2, the 
reader can see how the colored hook formula looks like in the case of the 
2 x 2 Young diagram. 
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Taking the lowest degree part of (1.3), we have: 

2: 1 lin 1 
a · a· + a· ... a· + ... + a· = [3-.' 

(ail' ... ,aid)EMPath(A) 1\ 1\ 12 1\ Id j'lED(A) . 

(1.4) 

where MPath(lI.) is the set of elements of maximal length in Path(II.). Taking 
the specialization aj ~ 1 (i E l) of (1.4), we furthur get: 

(1.5) 1 n 1 #MPath(lI.)dl = h ([3) , 
• j'lED(A) t 

where ht([3) is the height of[3. According to [1], around 1989, D. Peterson 
proved: 

(1.6) 
lew)! 

#Red( w) = n h· ([3) 
j'lEr:t.>(W) t 

for a minuscule element [1][5] w of the Weyl group of g, where 

ell (w) = {[3 E ell+ Iw-I([3) < o} 
and #Red(w) is the number of reduced decompostions of w. Peterson's 
formula (1.6) is equivalent to our reduced formula (1.5). 

The colored hook formula (1.3), in the simply-laced case, was conjec­
tured by N. Kawanaka and S. Okamura in their study [9][11] of game­
theoretical aspects of Coxeter groups. We also point out that another proof 
of Peterson's formula (1.6) has been obtained by S. Okamura [10] using a 
probabilistic argument. Although Okamura's proof wa.s an original moti­
vation behind the colored hook formula (1.3), our proof of (1.3) is entirely 
algebraic. 

We have also succeeded in generalizing the q-hook length formula 
(R. P. Stanley [2]) to minusucule elements. The proof will be given in a 
forthcoming paper [12]. 



3 

2. .AN EXAMPLE 

Let {a}, a2, a3} be a simple system of the root system <I> of type A3 de­
picted by the Dynkin diagram in Figure 2.1. 

o~o~oa3 

FIGURE 2.1 

Let A := -W2, where W2 is the fundamental weight corresponding to a2. 
Using the standard notation explained in section 3, we put: 

D(A) := {,B E <1>+ I (A,,BV) = -I} . 
Then we have: 

D(A) = {a2' al +a2, a2+a3 , al +a2+a 3}, 

which, in a usual ordering, can be considered as a realization of the 2 x 2 
Young diagram. See Figure 2.2. 

FIGURE 2.2 

Now we consider a directed graph given in Figure 2.3, where, for integral 

weights 11, v and,B E <1>+, the arrow 11 ~ v means (j1, ,BV) = -1 and v = 
sf3(P)(= 11 + ,B), where sf3 is the reflection associated with a root,B. A se­
quence of arrows like 

f31 f32 f3/ 
(2.1) A = An ~ Al ~ ... ~ Al 

is called a A-path of length I, where I is a non-negative integer. Note that 
the origin ofa A-path is always A. With each A-path (2.1), we associate the 
rational function: 

(2.2) 
1 

For example, with the A-path 
a1+a2 a3 a2 

A ~ A + al + a2 ~ A + al + a2 + a3 ~ A + al + 2a2 + a3 

appearing in Figure2.3, we associate: 

1 1 1 1 1 1 -------_._----- = ----'--------
al +a2 (al +a2)+a3 (al +a2)+a3+a2 al +a2 al +a2+a 3 al +2a2+a3 . 

The colored hook formula (1.3), in the present case, asserts that the sum 
of the rational functions obtained in this way is equal to 

n (1 + 2.) . 
f3eD(A) ,B 
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FIGURE 2.3 

Thus we have: 
1 1 1 1 

1+-+ + +-----
0:'2 0:'1 + 0:'2 0:'2 + 0:'3 0:'1 + 0:'2 + 0:'3 

1 1 1 1 1 1 
+ +- + 

0:'2 0:'1 + 0:'2 0:'2 0:'2 + 0:'3 0:'2 0:'1 + 20:'2 + 0:'3 

1 1 1 1 
+ + ---------

0:'1 + 0:'2 0:'1 + 0:'2 + 0:'3 0:'1 + 0:'2 0:'1 + 20:'2 + 0:'3 

1 1 1 1 
+ + ---------

0:'2 + 0:'3 0:'1 + 0:'2 + 0:'3 0:'2 + 0:'3 0:'1 + 20:'2 + 0:'3 

1 1 
+ -----------

0:'1 + 0:'2 + 0:'3 0:'1 + 20:'2 + 0:'3 

1 1 1 1 1 1 
+ + 

0:'2 0:'1 + 0:'2 0:'1 + 0:'2 + 0:'3 0:'2 0:'1 + 0:'2 0:'1 + 20:'2 + 0:'3 

1 1 1 1 1 1 
+ - + ----------

0:'2 0:'2 + 0:'3 0:'1 + 0:'2 + 0:'3 0:'2 0:'2 + 0:'3 0:'1 + 20:'2 + 0:'3 

1 1 1 
+ --------------

0:'1 + 0:'2 0:'1 + 0:'2 + 0:'3 0:'1 + 20:'2 + 0:'3 

1 1 1 
+ ~. -----

0:'2 + 0:'3 0:'1 + 0:'2 + 0:'3 0:'1 + 20:'2 + 0:'3 

1 1 1 1 
+ -------------~---

0:'2 0:'1 + 0:'2 0:'1 + 0:'2 + 0:'3 0:'1 + 20:'2 + 0:'3 

1 1 1 1 
+ 

0:'2 0:'2 + 0:'3 0:'1 + 0:'2 + 0:'3 0:'1 + 20:'2 + 0:'3 

= (1 + .2...) (1 + 1 ) (1 + 1 ) (1 +. 1 ) . 
. 0:'2 0:'1 + 0:'2 0:'2 + 0:'3 0:'1 + 0:'2 + 0:'3 
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Taking the lowest degree part of this equation, we also get: 

11 1 1 11 1 1 
- + --------------
a2 aI +a2 aI +a2 +a3 aI + 2a2 +a3 a2 a2 +a3 aI +a2 +a3 aI + 2a2 +a3 

111 1 

a2 aI + a2 a2 + a3 aI + a2 + a3 
Note that the left hand side is the sum of the rational functions associated 
with the A-paths of maximal length, which are in bijective correspondence 
with the standard tableaux of the 2 x 2 Young diagram. 
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3. PRELIMINARIES 

Let A = (ai,j )i,jEl be a ( not necessarily symmetrizable ) Cartan matrix of a 
Kac-Moody Lie algebra [3][4]. We denote the set of real numbers by R Let 
l)be an R -vector space and l)* the dual space ofl) and (,) : l)* x l) ~ R the 
cannonical bilinear form. We suppose the existence oflinearly independent 

subsets II := {ai Ii E I} c l)* and riv := {a~ Ii E I} c l) such that (aj, an = 
ai,j. An element A E l)* is said to be an integral weight if 

(A, a~) E Z, i E 1. 

The set of integral wc;:ights is denoted by P. For each i E I, we define 
Si E GL(l)*) by: 

• ') ) ( ) V) ) E l'.*. Si . /L H /L - /L, ai ai, /L <, 

The group W generated by {Si Ii E I} is called the Weyl group, which acts on 
l)by: 

(wCA), w(h) = (A, h), wE W, A E l)*, hE l). 

We define the root system (resp. coroot system) by cI> := WIl (resp. cI>v:= 
WIlV). We denote: 

Q+:= EBNai (k P), 
iEl 

where N is the set of non-negative integers. For integral weights (in partic­
ular, roots) A, /1, we denote A ~ /1 if 

/1- A E Q+. 
We denote ,1< /1 if A ~ /1 and ,1*-/1. We denote by cI>+ and cI>_ the sets of 
positive and negative roots of cl>, respecively. The dual f3v E cl>v of a root 
f3 E cl> is defined so that 

w(f3V) = w(f3) v, W E W. 

For eachf3 E cI>, we define sf3 E Wby: 

sf3(A) = A - (A, f3V )f3, A E l)*, 

or, equivalently, by 

sf3(h) = h - {f3, h)f3v , h E l). 

We note that sa; = s-a; = Si. For each WE W, we define a set cI>(w) (k cl>+) 
by: 

cl>(w) := {Y E cI>+ Iw-1(y) < o}. 
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See [4, chap.5] for the following facts. 
Let w = sh ... Sid be a reduced decomposition of w E W. Then we have 

<I> (w) = {ail' Sil (ai2)'· •• ,Sil ••• Sid_l (aid)} 

For w, w' E W, we have: 

<I>(w) = <I>(w) ¢:> W = w', 

For {3, y E <1>, we have: 

and 
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4. PRE-DOMINANT INTEGRAL WEIGIn'S 

In this section, we define and study pre-dominant integral weights, which 
play important roles in this paper. -

Definition 1. An integral weight A is pre-dominant if 

(A,f3V) ~ -1, f3 E <1>+. 

The set of pre-dominant integral weights is denoted by P~-l. 

Definition 2. For A E P~_}, the set D(A) defined by 

D(A) := {f3 E <1>+ I (A,f3V) = -1 } 

is called the diagram of A. An element of D(A) is called a A-move. An 
element of D(A) n II is called a simple A-move. A pre-dominant integral 
weight A is said to befinite if#D(A) < 00. 

We note that D(A) = 0 if and only if D(A) n II = 0. The terminology 
"move"is suggested by the game theoretic study ofKawanaka [9]. 

Lemma 4.1. Let A E P~-l and f3 E D(A). Then we have: 

(1) Sp(A) E P~-l. 
(2) D(sP(..l» = sp(D(A) \ <I>(sf3». 

Proof (1) Let y E <P+, we have: 

(SP(A), yV) = (A, sp(yV». 

If sp(yV) > 0, then since A is pre-dominant, 

(A, sf3(YV» ~ -1. 

If, on the other hand, sp(yV) < 0, then 

(A,Sf3(YV» = (A, yV) - (j3, yV)(..l,f3V) = (A, yV) + (j3, yV) ~ -1 + 1 ~-1. 

This proves part (1). 
(2) Let y E D(sf3(..l». Since 

-1 = (Sp(A), yV) = (A, yV) + (j3, yV) ~ -1 + (j3, yV), 

we have (j3, yV) ~ O. Since (y, f3V) ::; 0, we have sp(y) > 0 and sp(y) rt. 
<I>(sp). Since 

-1 = (Sf3(A), yV) = (A, sp(y) V), 

we have sp(y) E D(A) \ <I> (Sf3). Hence, y ESp (D(A) \ <I> (sp)). 

Conversely, lety E sf3(D(A) \ <I> ~f3)). Then we have sp(y) E D(A) \ <P ~p). 
Since sp(y)rt.<P (Sf3), we have y > O. Since, moreover, 

(Sf3(A), yV) = (A, sf3(yt) = -1, 

we have y E D(sp(A». This proves part (2). o 



Definition 3. Let A E P?=-l. If ai E II satisfies 

(A, (-aDV) = -1 ( or, equivalently, (A, a:) = 1), 

then -ai is called a simple backward A-move. 
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Lemma 4.2. Let A E P?=-l and -:ai a simple backward A-move. Then we 
have: 

(1) s-a;(A) E P?=-l. 
(2) D(s-alA)) = si(D(A)) U {ad. 

Proof (1) Let y E <1>+, we have: 

(LalA), yV) = (A, s/y)V). 

If Si(y) > 0, then since A is pre-dominant, we have: 

(A, s/yt) ~ -1. 

If, on the other hand, Si(y) < 0, then we have y = ai. Hence, 

(A,Sj(y)V) = -(A,a:) =-1. 

This proves part (1). 
(2) Since ai is s_a,{A)-move, we have D(sa,s_a,{A)) = si(D(La,{A)) \ {ail) by 
Lemma 4.1 (2). Hence we get part (2). 0 

Thus, if J1 E P?=-l, ~ai is a simple backward J1-move if and only if J1 = 
sa;(A) and ai E D(A) n II for some A E P?=-l. 
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5. A-PATHS 

Definition 4. Let A E P?-l. Let I be a nonnegative integer. A sequence of 
positive roots!l3 = (f3J,[32,· .. ,[31) is said to be a A-path if 

[3p E D(s,Bp-I ... S,BI (A» , 1 '5. P '5. I. 

We callI the length of the A-path!l3 and denote it by f(!l3). Note that f(!l3) 
may be 0. The set of A-paths is denoted by Path(A). 

Theorem 5.1. Let A E P?-l and (f31 ,[32, . ·,[31) E Path(A). Let aj E D(A) n II. 
Then we have: 

(S,BI •.. S,BI (A), af> = -1, ° or l. 

Proof The statement is trivial for 1= 0. Since S,BIS,BI_I ... s,BI(A) E P?-I. we 
have: 

We also have: 

(S,BIS,BI_I ... S,BI (A), af> = (SjS,BISjSjS,BI_I ... s,BJA), sj(af» 

= -(Ss;(f3I)SiS,BI_I ... S,BI (A), af>. 

Hence, it is sufficient to show that sSi(f3I)SjS,BI_I ... S,BI (A) E P?-l. 
If [31 = aj, then we have sS;(f3/)SjS,BI_I ... S,BI (A) = S,BI_I ... S,BI (A) E P?-l. Hence 
we may assume [31 '* aj. By induction, we may assume 

(S,BI_I •.. S,BI (A), af> = -1,0, or l. 

If (S,BI_I ... S,BI (A), af) = -1, then we have sa;s,BI_I ... S,BI (A) E P?-l by 
Lemma 4.1 (1). 
If (S,BI_I· .. S,BI (A), a:> = 0, then we have SjS,BI_I· .. S,BI (A) = S,BI_I· .• S,Bl (A) EP?-l· 
If (S,BI_I •.• S,BI (A), af> = 1, then we have s-ais,BI_I ... S,BI (A) E P?-l by 
Lemma 4.2 (1). 
Thus, we always have SjS,BI_I ... S,BI (A) E P?-l. Since 

Sj(f3l) > 0, and 

(SjS,BI_I ... S,BI (A), sl[3l) v> = (S,BI_I ... S,BI (A), [3r> = -1, 

we have Sj(f3,) E D(sjs,B,_I ... S,BI (A». Hence, by Lemma 4.1 (1), we have 

ss;(f3I)SjS,BI_I ... S,BI (A) E P?-l. 

This proves the Theorem. o 

Corollary 5.2. Let A E P?-l and aj E D(A) n II. Let (f3J, • •• ,[31) E Path(A). 
Then we have: 

(Jh,af> =-2,-1,0,1, or 2, l'5.k'5.l. 

Proof By Theorem 5.1, we have: 

(.1+[31 +···+[3k-1 +[3h a:> =-1,0, or l. 

(A+[31+···+[3k-J,af>=-1,0, or l. 
Hence we have <13k, a:> = -2, -1, 0,1, or 2. o 
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Corollary 5.3. Let A E P~-l and ai E DCA) n II. Let (/3}, ... ,/31) E Path(A). 
Let 1 5: k 5: I. 

(1) If<l3ko a() = 2, then we have 
(sfh_l ... SPI (A), a() = -1 and (SPkSPk_l ... SPI (A), an = l. 

(2) If<l3ko a() = -2, then we have 
(SPk_l ... SPI (A), an = 1 and (SPkSPk_l ... SPI (A), an = -l. 

Proof First, we have 

-1 5: (SPk-l ... SPI (A), a() 5: 1 and - 1 5: (SPkSPk_l ... SPI (A), a() 5: 1 

by Theorem 5.1. Since (SPkSPk_l' . 'SPI (A), an = (Sf3k_l' . 'SPI (A), a()+<I3k' an, 
we get part (1) and (2). 0 

Corollary 5.4. Let A E P~-l' 13 E D(A) and ai E D(A) n II. Then we have: 

<13, a() = 0, 1, or 2. 

Proof By Theorem 5.1, we have: 

(A +13, a() = -1,0, or l. 

(A, a() = -l. 
Hence we have <13, a() = 0, 1, or 2. 

Lemma 5.5. Let A E P~-l and 13, y E D(A). Then we have: 
(1) If<J3, yY) = 2, then (y, f3V) = 1 or 2 
(2) If A isfinite and <13, yY) = (y, f3V) = 2, then /3 = y 

o 

Proof (1) Since <13, yV) > 0, we have (y, f3Y) > 0. Hence it is sufficient to 
show (y, /3Y) 5:2. If Sy(/3) > 0, then, since 

(Sy( A), Sy(/3) Y) = (A, f3V) = -1, 

a sequence (y, Sy(/3» is a A-path. Hence we have SSy(J3)Sy(A) E P~-l' We note 
that 

-1 5: (sSy(J3)Sy(A), f3V) = (A + 13 - y, f3V) = -1 + 2 - (Y,./3V). 

Hence, we have (y,f3V
) 5: 2. If, on the oher hand, Sy(/3) < 0, then, since 

-1 5: (A, (-Sy(/3» Y) = (A, -f3Y + (y, f3Y)yY) = 1 - (y, f3Y), 

we have (y,f3Y
) 5: 2. (2) Suppose 13 =1= y. We putf3n := (spSy)n(/3) for each 

integer n E Z. Then we have: 

f3n = 13 + n(2f3 - 2y), 

and 

Hence 

(A, 13:) = (A,f3Y + n(2f3v - 2yV» = (A, f3Y) + 2n(A, f3V) - 2n(A, yV) = -l. 
Since there exists infinitely many n E Z such that ht (/3n) > 0, there exists 
infinitely many n E Z such that f3n E D(A). This contradicts the finiteness 
~~ 0 



Lemma 5.6. Let 13, y, 13 -+ y E <1>. If <13, yV), (y, f3V) ~ -1, then we have: 

. (1) <13, yV) = (y,f3V). 
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(2) Put n := <13, yV) = (y,f3V). Then we have (f3+y)V = (f3v +yV)/(n+2). 

Proof. We have 

2 = <13 + y, (f3 + y) V) = <13, (f3 + yt) + (y, (f3 + y) V). 

Since (f3 + y, f3V), <13 + y, yV) ~ 1, we have <13, (f3 + yt), (y, (f3 + y)V) ~ l. 
Hence, we have 

<13, (f3 + yr) = (y, (f3 + yr) = l. 

Since sp+,,( -13) = -13 + <13, (f3 + y) V)(f3 + y) = y, we have: 

yV = sp+"(-f3V) = -f3v + (f3 + y, f3V)(f3 + y)v. 

Hence, we have: 

f3V + yV = (y, f3V) + 2)(f3 + yt. 

By the symmetry of f3 and y, we have: 

f3v + yV = (<13, yV) + 2)(f3 + y)v. 

Hence, we get part (1) and (2). ,0 

Lemma 5.7. Let;t E P?-lLetf3, y E D(;t).Suppose that (f3, yV) =(y, f3V)=2. 
Then: 

(1) We have either Sy(f3) < 0 or (y, f3-2y, y) E Path(;t). 
(2) We have 13 - y fI. (1) and f3 + y fI. (1). 

Proof. (1) Suppose that Sy(f3) > O. First, we have: 

(S.l) y E D(;t). 

Next, since (;t + y, (f3 - 2yt) = (s,,(;t), Sy(f3t) = (;t, f3V) = -1, we have: 

(S.2) 13 - 2y E D(;t + y). 

Finally, since (;t + y + (f3 - 2y), yV) = -1 + 2 + (2 - 2·2) = -1, we have: 

(S.3) y E D(;t + y + (f3 - 2y)). 

By (S.l) , (S.2) ,and (S.3), we have: 

(y, f3-2y, y) E Path(;t). 

(2) Iff3-y E <1>, then we have <I3-y, yV) = (y, (f3-y)V) = O. Hence, by 
Lemma S.6, we have f3v = (1/2)(f3 - yr + (1/2)yv. Hence 

111 1 
(y, f3v) = (y, 2(f3 - yt + 2YV) = 2(y, (f3 - y)V) + 2(y, yV) = 1, 

which is a contradiction. If, on the other hand, f3 + y E (1), then, by Lemma 
S.6, we have (f3 + y)V = (1/4)f3v + (1/4)yv. Hence 

1 1 1 1 1 
(;t, (f3 + y)v) = (;t, "4f3v + "4YV) = "4(;t, f3V) + "4(;t, yV) = -2' 

which contradicts the fact that ;t is an integral weight. o 



Definition 5. Let,B, y E <1>. The root,B is said to be y-shiftable if 

,B - y E <I> or ,B + y E CPo 
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We note that if,B is y-shiftable and w E W, then w(j3) is w(y)-shiftable. 

Lemma 5.S. Let A E P'?-1 and,B, y E D(A). Suppose that <13, yV) = 2. Then 
we have: 

(y, ,BV) = 1 if and only if ,B is y-shiftable. 

Proof Supposingthat(y, ,BV) = 1. Since,B-y = sp(-y) E <I>,,B is y-shiftable. 
Conversely, supposing that,B is y-shiftable. By Lemma 5.5 (1), we have 
(y, ,BV) = 1, or 2. If (y, ,BV) = 2, then, by Lemma 5.7 (2), we have 
,B - y f£ <I> and,B + y f£ CPo This contradicts that,B is y-shiftable. Hence, we 
have (y, ,BV) = 1. 0 

Lemma 5.9. Let A E P'?-1 and,B, y E D(A). We assume,B is y-shiftable. 
Then we have: 

(1) ,B + y E D(A) if <13, yV) = O. 
(2) ,B - y E D(A) if <13, yV) = 2 and,B > y. 

Proof (1) If,B - y E <1>+, then we have,B + y = Sy(j3 - y) E cP+. Hence, 
in anyway, we have,B + y E <1>+. Hence, by Lemma 5.6, we have (j3 + y)V = 
(1/2),Bv + (1 /2)yv. Since 

(A, (j3+y)V) = (A, (1/2),Bv + (1/2)yV) = -1, 

we have,B + y E D(A). 
(2) By Lemma 5.8, we have (y, ,BV) = 1. And, we have ,B-y = sp( -y) E <1>. 
Since,B > y, we have,B - y E <1>+. Since 

(A,(j3_y)V) == (A, spC-yt) = (Sp(A), _yV) = -(/I.+,B, yV) = -1, 

we have,B - y E D(A). o 

Lemma 5.10. Let A E P'?-I. Let(j3b··· ,,Bk-b,Bh,Bk+b,Bk+2,··· ,,Bz) E Path(A). 
If<l3h,B~+I) = 0, then we have: (j3b··· ,,Bk-b,Bk+b,Bt,,Bk+2,··· ,,Bz) E Path(A). 

Proof Since 

(Spk_1 ···SpI (A), ,Br+l) = (SpkSpk_I···SpI (A), spk(j3k+dV) = (SpkSpk_1 ···SpI (A), ,B~+l) = -1, 

we have: 

(5.4) 

Since 

(SPk+1 SPk_1 ... SPI (A), ,B~) = (Spk_1 ... SPI (A), SPk+1 (j3k) V) = (Sf3k_1 •.. SPI (A), ,Bn = -1, 

we have: 

(5.5) 

Since Sf3kSf3k+1 = Spk+1 Spk' we have: 

(5.6) Sf3k+1 Sf3kSf3H ... sf31 (A) = Sf3kSf3k+1 SPk_1 ... sf31 (A) 

By (5.4),(5.5),and (5.6), we get (j31 ,··,,Bk-l ,,Bk+l ,,Bh,Bk+2'··,,BZ) EPath(A). 0 
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6. HOOKS 

Proposition 6.1. Let f3 E <1>+. Let ai E <I> (Sf3) n Illff3 '* aj, then we have: 

<I> (Sf3) = {ail U Si (<I> (SS;(f3»)) U {-sf3(ai)} (disjoint union). 

Proof First, we have: 

(6.1) 

Let I' E Si (<I> (SS;(f3»)). Then Si(Y) E <I> (ss;(f3»). Hence, we have Si(Y) > 0 and 
SiSf3(Y) < o. 
If I' < 0, then we have I' = -ai. Hence, we have ai = Si(Y) E <I>(SS;(f3»). 
Since sisf3slai) = sS;(f3)(ai) < 0, we have sisf3(ai) > O. By (6.1), we have 
SpCai) < O. Hence, we have sf3(ai) = -ai. Hence, we get f3 = ai. This 
contradicts our assumption. Hence, we have 1'>0. . 
If spCy) > 0, then we have spCy) = ai. Hence, we have I' = sf3(ai) < 0 by 
(6.1). This contradicts that I' > O. Hence, we have sf3(Y) < O. We have: 

(6.2) 

Since ai E <I> (Sf3), we have: 

(6.3) 

By (6.1), (6.2), and (6.3), we have: 

<I> (Sf3) d {ad U Si (<I> (ss;(f3»)) U {-sf3(ai)}. 

If aiE Si( <I> (SS;(f3»)), then we have -ai= SiC ai) E <I> (SS;(f3»). This is contradiction. 
Hence, we get: 

(6.4) 

If ai = -sf3(ai), thenf3 = ai. This is contradiction. Hence, we get: 

(6.5) ai'* -sf3(aD. 

If -sf3(ai) E Si (<I> (SS;(f3»)), then we have -sisf3(ai) E <I> (SS;(f3»). Hence, we 
have a = Ss;(f3)(-sisf3(ai)) < O. This is contradiction. Hence, we get: 

(6.6) 

By (6.4), (6.5), and (6.6), we get: 

(6.7) <I> (Sf3) d {ad U Si (<I> (ss;(f3»)) U {-sf3(ai)} (disjoint union). 

Since ss;(f3) = SiSf3Sj, we have [(sf3) = [(ss;(f3») - 2, [(ss;(f3»), or [(ss;(f3») + 2. By 
(6.7), we have: 

This proves the statement. o 
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Definition 6. Let /I. E P~-l' Let j3 E D(/I.). We define a set HA (/3) by: 

HA (f3) := D(/I.) n <I> (S,8) . 

The set HA (f3) is called the hook at j3 (in the diagram D(/I.)). The number 
#HA (/3) is called the hooklength at j3 (in the diagram D(/I.) ).(See [9]) 

Lemma 6.2. Let /I. E P~-l' Let ajE II satisfy (/I., an = O. Then we have: 

Sj (D(/I.)) = D(/I.). 

Proof. Let j3 E D(/I.). Since j3 =f:. ai, we have Si(f3) > O. Since 

(/I., Sj(f3) V) = (SjC/I.), j3V) = (/I., j3V) = -1, 

we have Sj(f3) E D(/I.). Hence, we have j3 E Sj (D(/I.)). This proves the 
statement. o 

Lemma 6.3. Let/l.EP~_l andj3ED(/I.). Let ajE«P(S,8) n II. Ifj3=f:.aj, then 
we have either: 

or 

(/I., ai) = -1 and (j3, ai) = 1, 

(/I., ai) = -1 and (j3, ai) = 2, 

(/I., ai) = 0 and (j3, ai) = 1. 

Proof Since O>s,8(aj)=aj-(aj, j3V)j3, we have (aj, j3V), (j3, an~ 1. Since 
j3 =f:. aj, we have Sj(f3) > O. Since -1 = (/I., j3V) = (/I., Sj(f3) V) + (aj, j3V)(/i., an, 
we have (/I., ai) = -1 or (/I., Sj(f3)V) = -1. 1f(/I., an = -1, then, byCorol­
lary 5.4, we have either (j3, an = 1 or 2. 
If, on the other hand, (/I., Sj(f3)V) = -1, then we have (/I., ai) = O. Since 
-s,8(aj) > 0, we have -1 ~ (/I., -s,8(aj)V) = -(j3, an. Hence, we have 
(j3, ai) = 1. This proves the statement. 0 

Lemma 6.4. Let /I. E P~-l andj3 E D(/I.). Let ai E «p(S,8) n II. Ifj3 =f:. aj, 
then we have: 

(1) If(/I., an = -1 and (j3, an = 1, then we have -s.eCaj) ~ D(/I.). 
(2) If(/I., ai) = -1 and (j3, an = 2, then we have -s,8(aj) E D(/I.). 
(3) If(/I., ai) = 0 and (j3, an = 1, then we have -s,8(aj) E D(/I.). 

Proof. (1) Since 

(/I., (-s,8(aj))V) = -(s,8(/I.), ai) = -(/I., ai) + (j3, ai») = -(-1 + 1) = 0, 

we have -s.eCaj) ~ D(/I.). 
(2) First, we have -s,8(aD > O. Since 

(/I., (-s,8(aj))V) = -(s,8(/I.), ai) = -(/I., ai) + (j3, ai») = -(-1 + 2) = -1, 

we have -s,8(ai) E D(/I.). 
(3) First, we have -s,8(aD > O. Since 

(/I., (-s,8(aD)V) = -(s,8(/I.), ai) ~ -(/I., ai) + (j3, ai») = -(0 + 1) = -1, 

we have -s,8(aj) E D(/I.). o 
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Lemma 6.5. Let A E P?-l andf3 E D(A). Let ai E <I> (S.8) n II. Iff3 =/; ai, 
then we have: 

(1) If(A, a~> =-1 and ([3, a~> = 1, then HS;(l)(slf3» = si(H1([3)-{ai}). 

(2) If(A, a~)=-1 and ([3, a~> =2,then HS;(l)(slf3» = si(Hif3)-{ai,S.8(ai)}). 

(3) If(A, a~> = 0 and ([3, a~) = 1, then HS;(l)(Si([3» = si(H1([3)-{-S.8(ai)}). 

Proof (1) By Lemma 4.1(2), Proposition 6.1 and Lemma 6.4(1), we have: 

Hsa;(l) (slf3» = D(sa,lA» n <I> (SS;(]3») 

= Si (D(A) - {ad) n Si (<I> (S.8) - {ai, -S.8(ai)}) 

= Si (D(A) n <I> (S]3) - {ad) = Si (Hl (J3) - {ad)· 

(2) By Lemma 4.1 (2), Proposition 6.1 and Lemma 6.4(2), we have: 

Hsa;CA) (Sj(J3» = D(salA» n <I> (SS;(B») 

= Si (D(A) - {ad) n Si (<I> (S.8) - {ai, -S.8(ai)}) 

= Si (D(A)n<I> (S.8)-{ai,-S.8(ai)}) = Si (H1 (s.8)-{ai,-S.8(ai)})' 

(3) By Lemma 6.2, Proposition 6.1 and Lemma 6.4(3), we have: 

HS;(l) (Sj(J3» = D(si(A» n <I> (SS;(B») 

= Si (D(A» n Si (<I> (S.8) - {ai, -S.8(ai)}) 

= Si (D(A) n <I> (S.8) - {-S.8(ai)}) = Sj (Hi! (S.8) - {-s.8(aJ}) . 

o 

Lemma 6.6. Let A E P?-l and 13 E D(A). Let aj E <I> (S.8) n II. If 13 =/; aj, 

then we have: 
#H1 (J3) = #Hs;(l) (Si(J3» + ([3, a:>. 

Proof This follows from Lemma 6.3 and Lemma 6.5. 0 

Lemma 6.7. Let A E P?-l and 13 E D(A). Let ai E <I> (S.8) n II. If 13 =/; ai, 
then we have: . 

ht(J3) = ht(Si(J3» + ([3, a:>, 
where ht (J3) is the height of 13. 
Proof It is straightforward to see. 

Theorem 6.8. Let A E P?-l. Let 13 E D(A). Then we have: 

#H1 (J3) = ht (J3) . 

o 

Proof This follows from Lemma 6.6, Lemma 6.7 and induction on #<1> (S.8). 
o 



7. MAIN THEOREM AND ITs CONSEQUENCES 

We now state the main result of this paper. 
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Theorem 7.1 (Colored Hook Formula). Let A E P~-1 be finite. Then we 
have: 

(7.1) L: ~ 1 . . . 1 = n (1 + .!.) . 
(fl},. .. "B/)EPath(,!) 131131 + 132 /31 + ... + 131 ,BED('!) 13 

I~O 

where both handsides are considered as rationalfunctions in {ai Ii E I} ~l)*. 
We call ai (i E 1) color variables, when, as in Theorem 7.1, we consider 

them as independent variables. We note that the Weyl group W naturally 
acts on the rational function field Q( ail i E 1) in color variables. 

Let A E P~-1 be finite. Put d := #D(A). We denote the set of A-paths of 
length dby MPath(A). 
By Lemma 4.1 and Theorem 6.8, a A-path 13 in MPath(A) is a sequence of 
simple roots of length #D(A). ' . 

Corollary 7.2. Let A E P~-1 befinite. Put d:= #D(A). Then we have: 

(7.2) L::. a. ~ a· ... a· +. ~. + a· = n f3'!'. 
(ail" .. ,aid)EMPath(,!) .... ZI ZI 12 II Id ,BED('!) 

Proof Let t be an indeterminate. For each color variable ai (i E 1), we 
substitute tai in (7.1). Comparing. the coefficients of the lowest degree r d 

of both hand sides, we get (7.2). 0 

Corollary 7.3. Let A E P~-1 befinite. Put d:= #D(A).Then we have: 

d! 
(7.3) #MPath(A) = I1 h (j3) 

,BEO('!) t 
where ht(j3) denotes the height off3 E <P+. 

Proof. For each color variable ai (i E 1), we substitute 1 in (7.2). Then we 
get (7.3). 0 

Applying Theorem 6.8 to (7.3), for a finite pre-dominant integral weight A, 
we have: 

(7.4) 
#D(A)! 

#MPath(A) = I1 #H (j3)' 
,BED('!) ,! 
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8. PROOF OF THE MAIN THEOREM ( FIRST PART) 

Definition 7. Let A E P~-I and ai E D(A) n II. Let!l3 = (/31> ... ,131) E 

Path(A). If 13k is ai-shiftable for some 1 ::; k ::; I, we denote the minimum 
value of such k by PI. If such k does not exist, we put PI := I + 1. 
We put 

and 

fial!l3) := (/31> .•• ,f3Pl-I) 

n:)(!l3) := (/3Pl' ... ,131)' 
and call them the ground ai-floor and the ai-up-stairs of!l3, respectively. 
Thus!l3 is wiitten as: 

!l3 = (fia;(!l3), r~:)(!l3)). 

Proposition 8.1. Let A E P~-I befinite and ai E D(A) n II. Let!l3 E Path(A), 
and fia;(!l3) = (/31> •.• ,f3Pl-d· Then,for 1 ::; k::; PI - 1, we have 

<13k. a:> = 0, unless 13k = ai. 

Moreover, an index k such thatf3k = ai is unique ifit exists. 

Proof. Let 1 ::; k ::; PI - 1. By Corollary 5.2, we have: 

<13k. a:> = -2,-1,0,1, or 2. 

If <13k. a:> = 1 (resp. - 1), then 13k - ai = Si(/3k) E <1>+ (resp. 13k + ai = 
Si(/3k) E <1>+). Hence 13k is ai-shiftable. This contradicts the definition of the 
ground arfloor. 
If <13k. an = -2, then, by Corollary 5.3, we have: 

(Sf3k-l ... Sf31 (A), a:> = 1. 

By Lemma 4.2, we have S-a;sf3k_l···sf31(A)EP~-I and ai ED(s-a;sf3k-l·"Sf31(A)). 
Since 

Si(/3k) > 0, and 

(S-a;sf3k_l ... Sf31 (A), Si(/3k) v> = (Sf3k_l ... Sf31 (A), f3~> = -1, 

we have slf3k) E D(s-a;sf3k_l ... Sf31 (A)). Since 

(Slf3k), a:> = 2 and Si(/3k) is not arshiftable, 

we have (ai, Si(/3k)v> = 2, by Lemma 5.8. Hence, we have Si(/3k) = ai by 
Lemma 5.5 (2). Hence we have 13k = -ai. This contradicts the definition of 
a A-path.. 
If <13k. a:> = 2, then, since 13k is not arshiftable we have (ai, f3X> = 2 by 
Lemma 5.8. Hence, we have 13k = ai by Lemma 5.5 (2). 
Hence we have either (f3k. a:>=O or f3k=ai' This proves the first statement. 
If there exists kJ, k2 (kI *- k2) such thatf3kj= ai U = 1,2), then 

(Sf3P1 -l ... Sf31 (A), a:> = (A + 131 + ... + f3P l-J, a:> 

~ (A, a:> + <13k!' a:> + <l3k2' a:> = -1 + 2 + 2 = 3 

This contradicts Theorem 5.1. Hence we get the uniqueness part of the 
Proposition. 0 



Lemma 8.2. Let J.l E P?-I and aj E D{J.L) n II. 
(1) Let 13 E D{J.L) be arshiftable. Then we have 13 - aj E D(sa;{J.L))· 
(2) Let 13 E D(sa;{J.L)) be arshiftable. Then we have 13 + aj E D{J.L). 

Proof (1) By Corollary 5.4, we have (j3, a:> = 0, 1, or 2. 
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If (j3, a:> = 0, then, by Lemma 5.9 (1), we have 13 + aj E D{J.L). Hence, by 
Lemma 4.1, 

13 - aj = Sj(f3 + aJ E D(sa;{J.L)) 

If (j3,a:> = 1, then we have: 

13 - aj = Sj(f3) E D(sa;{J.L)). 

If (j3, a:> = 2, then, by Lemma 5.9 (2), we have 13 - aj E D{J.L). Hence, 

13 - aj = Sj(f3 - aj) E D(sa;{J.L)). 

Thus, we always have 13 - aj E D(sa;{J.L)). 
(2) By Corollary 5.4, we have (Sj(f3), a:> = 0,1, or 2. 
If (Sj(f3), a:> = 0, then, by Lemma 5.9 (1), we have Sj(f3) + aj E D{J.L). 
Hence, 

13 + aj = Sj(f3) + aj E D{J.L). 

If (Sj(f3), a:> = 1, then, we have: 

13 + aj = Sj(f3) E D{J.L). 

If (Sj(f3), a:> = 2, then, by Lemma 5.9 (2), we have Sj(f3) - aj E D{J.L). 
Hence, 

13 + aj = Sj(f3) - aj E D{J.L). 

Thus, we always have 13 + aj E D{J.L). o 

For a sequence 13 = (f3], ... ,f3t) of roots. We define a rational function 
/13 by: 

if .l:f=I 13k "* ° for any p. 
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Proposition 8.3. Let A E P?-l befinite and ai E D(A) n II. 
(1) !fone of the following sequence B,Bj(l ~ j ~ r) is a A-path 

with indicated ground arfloor and ai-up-stairs, then anyone of the 
other sequences is a A-path with indicated ground ai-floor and ar 
up-stairs. 

ground ai-floor ai-up-stairs 
,..------''' "'----

B := (PI. ............... ,/3r-1 /3r ,/3r+I.'" ,/3/5 

Br := (f3J,' .............. ,/3r-I. ai, /3r- a j,f3r+h'" ,(31) 

Here 13k (1 ~ k ~ r - 1) are positive roots such that <13k. an = 0 and 
that 13k are not ai-shiftable. 

(2) Under the same assumption as in (1), we have: 

f!B + t f!Bk = (1 + ~) f!B' 
k=l a, 

Proof (1) First, we prove Br E Path(A), supposing that B E Path(A). By 
our assumption, we have: 

(SPr_1 ... SP1 (A), a~) = (A, a~) + <131, a~) + ... + <l3r-1, a~) = -1. 

Hence, 

(8.1) ai E D(SPr_1 ... SP1 (A)). 

If the ai-up-stairs n;)(B) = (f3ro'" ,(31) is empty, then this proves the as­
sertion. So, we may assume that n;)(B) is not empty. Since BE Path(A), 
we have: 

(8.2) f3r E D(sPr_1 ... SP1 (A)). 

By our assumption, f3r is arshiftable. Hence, applying Lemma 8.2(1) to 
(8.1) and (8.2), we have: 

(8.3) f3r - ai E D(sa;SPr_1 ... SP1 (A)). 

Furthurmore, since sPr-a;sa;sPr_1 ... SP1 (A) = A+f31 +- . '+f3r = sPrsPr_1 ... SP1 (A), 
we have: 

(8.4) (f3r+I.' .. ,(31) E Path(sPr-a;sa;SPr_1 ... SP1 (A)). 

By (8.1), (8.3) and (8.4), we get Br E Path(A). 



21 

Next, we prove!B E Path(A), supposing that!Br E Path(A). Ifthe arUP-" 
stairs r=:x:)(!Br) = (f3r - aj,/3r+1, ... ,/31) is empty, then the assertion is trivial. 
So, we may assume that r=:x:)(!Br ) is not empty. Then we have: 

(8.5) aj E D(S,Br_1 ••• S,BI (A)) 

and 

(8.6) /3r - aj E D(sajS,Br_1 ••• S,BI (A)). 

Applying Lemma 8.2 (2) to (8.5) and (8.6), we have: 

(8.7) /3r = (f3r - aj) + aj E D(s,Br_1 ••• S,BI (A)). 

Furthurmore, since s,Br-ajsajs,Br_1 ••• S,BI (A) = s,Brs,Br_1 ••• S,BI (A), we have: 

(8.8) (f3r+h· .. ,/31) E Path(s,Brs,Br-1 ... S,BI (A)). 

By (8.7) and (8.8), we get!B E Path(A). 
Finally, by Lemma 5.10, for 1 :::; j :::; r - 1, !Bj +1 E Path(A) is equivalent to 
!Bj E Path(A). 
This proves part (1)., 

(2) For a proof of part (2), it is enough to PUtOk:=/31+· +/3k (1:::;k:::;r-l) 
and apply Lemma 8.4 below.· 0 

Lemma 8.4. For indeterminates a,ol'··· ,Or-1(r ~ 2), we have: 
111 1 

01 Or-2 Or-1 Or-1 + a 
11 1 1 +_ ... -------
01 Or-20r-2 + a Or-1 + a 

+ ..... . 
1 1 1 1 +_ ... --_ ... ---

01 Ok Ok + a Or-1 + a 1 1 1 1 1 
= + ..... . 

1 1 1 1 
+- - -- ... ---

01 02 02 + a Or- I + a 
1 1 1 1 +----_ ... ---

01 01 + a 02 + a . Or-l + a 
1 1 1 1 

+-----... ---
a 01 + a 02 + a Or-1 + a 

The Lemma can be proved by induction on r. For instance, ifr = 4, then 
the proof is given below: 

1 1 1 1 
61 62 63 63 + all 
1 1 1 1 61 62 63 63 + a +- ----

61 62 62 + a 63 + all 1 1 61 62 63 63 + a 
1 1 1 1 = + 61 62 62 + a 63 + a = 1 1 1 1 

+------- +-----
61 61 + a 62 + a 63 + all 1 1 61 62 a 63 + a +------
1 1 1 1 61 a 62 + a 63 + a +-------
a 61 + a 62 + a 63 + a 

1 1 1 
1 1 1 1 

61 62 63 ;:; . 
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Definition 8. Let A E P~-l and Clj E D(A) n II. The ground Clrfloor (}a;(!B) 
is said to be basic if . 

Cli ~ (}a;(!B), (namely, if Cli does not appear in (}a;(!B)). 

The set of elements !B ofPath(A) such that (}a;(!B) is basic is denoted by 
Patha;(A). 

We note that, for a A-path!B = (f3h··· ,{31), the following two conditions 
are equivalent: 

(1) !B E Patha;(A), 
(2) if{3q =Clj, then there exists an index p <q such that{3p is Clj-shiftable. 

Proposition 8.5. Let A E P~-l befinite and Clj E D(A) n II. Then we have: 

I /13 = (1 + 2.) I /13. 
13ePath(J) Clj 13ePatha.(J) 

I 

Proof For C, C' E Path(A), we denote C ~ C', if: 

there exists a!B E Patha;(A) such thatC = !B or !Bj , and C' = !B or !Bj', 

where!Bj and!Bj' are A-paths indicated in Proposition 8.3 (1). We note that 
such a!B E Patha/A) is unique if it exists. The binary relation ~ is an equiv­
alence relation. For each equivalence class 8 E Path(A)f~, there exists, by 
Proposition 8.1 and Proposition 8.3 (1), a unique element!B in 8 such that 
!B E Patha;(A). We denote such!B by !Be. By Proposition 8.3 (2), we have: 

2: /13 = 2: If13 = 2: (1 + ~.)f136 
13ePath(J) eePath(J)/~ 13ee 8ePath(J)/- I 

= (1 +!) 2: 1136 =(1 +!) L f13· 
Clj eePath(J)/-' Clj 13ePatha/J) 

o 



9. PROOF OF THE MAIN THEOREM ( SECOND PART) 

Let Jl E P?-1 and aj E II. We define a set GDCl'iCJL) by: 

GDCl'iCJL) := {y E <1>+ U {-aill(jL, yV) = -I}. 
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Let A E P?-1 and aj E D(A) n II. Let I be a nonnegative integer. The set 
of sequences :8 = (f31 ,132,' .. ,f3t) of elements of <I> satisfying the following 
condition: 

f3p E GDCl'i(S.sP_l ... S.sl (A)), I ~ p ~ I, 
is denoted by GPathCl'i(A). 

Lemma 9.1. Let A E P?-I and ai E D(A) n II. Let· 
(f3J, ... ,f3k-J,f3k>f3k+J,f3k+2,'" ,f3t) E GPathalA). If (j3k> f3r+I) = 0, then we 
have: 

:B' := (f31>' .. ,f3k-J,f3k+J,f3k>f3k+2,'" ,f3t) E GPathCl';(A). 

Proof We omit the proof that :8' E GPathCl'/A), since it is similar to that of 
Lemma 5.10. 0 

Lemma 9.2. Let Jl E P?-I and aj E II. Suppose that (jL, a~) = -1,0, or 1. 
Let f3EGDCl'iCJL) be aj-shiftable. 

(1) If(s.sCJL), an = -1, then we haVe 13 + aj E GDCl'iCJL). 
(2) If(s.sCJL), an = 1, then we havef3 - aj E GDCl'iCJL). 

Proof (1) By our assumption, we have (jL + 13, an = -1. Since 13 is a j­
shiftable, we have 13 *- -aj. Hence, we have 13 E DCJL)· 
If (jL, a~) = -1, then (j3, a~) = O. Since 13, aj E DCJL) and 13 is aj-shiftable, 
we have 13 + aj E DCJL) ~ GDCl'iCJL) by Lemma 5.9 (1). 
If {jL, an. = 0, then (j3, a~) = -1. Since{jL, (f3 + aj)V) = (jL, Sj(f3)V) = 
(SjCJL), f3V) = (jL, f3V) = -1, we have 13 + aj E GDCl'iCJL) 
If {jL, an = 1, then (j3, an = -2. Since 13 *- aj, we have Si(f3) E D(LCl'iCJL)) 
by Lemma 4.2 (2). Since Sj(f3), aj E GDCl'i(S_Cl'iCJL)), (Si(f3), an = 2, and 
Si(f3) is ai-shiftable, we have Si(f3) - ai E D(LCl'iCJL)) by Lemma 5.9 (2). 
Since Si(f3) -ai *- aj, we have 13 + aj E DCJL) ~ GDCl'iCJL) by Lemma 4.1 (2). 
Thus, we always have 13 + ai E GDCl'iCJL). 
(2) By our assumption, we have (jL + 13, a~) = 1. Since 13 is arshiftable, 
we have 13 *- -aj. Hence, we have 13 E DCJL). 
If (jL, a~) = -1, then (j3, a~) = 2. Since 13, ai E DCJL) and 13 is aj-shiftable, 
we have 13 - aj E DCJL) ~ GDCl'iCJL) by Lemma 5.9 (2). 
If {jL, an = 0, then (j3, a~) = 1. Since {jL, (f3 - ai)V) = (jL, SCl'i(f3)V) = 
(SCl'iCJL),f3V) = (jL,f3V) = -1, wehavef3-aj E GDCl'iCJL). . 
If (jL, a~) = 1, then (j3, a~) = O. Since 13 *- aj, we have Sj(f3) E D(LaiCJL)) 
by Lemma 4.2 (2). Since Sj(f3), ai E D(LCl'iCJL)), (Sj(f3), a~) = 0, and Si(f3) 
is aj-shiftable, we have Sj(f3) + ai E D(LCl'iCJL)) by Lemnia 5.9 (1). Since 
Si(f3) + ai *- ai, we have 13 - ai E DCJL) ~ GDCl'iCJL) by Lemma 4.1 (2). 
Thus, we always have 13 - ai E GDCl'iCJL). 0 



Lemma 9.3. Let J.L E P?-l and ai E II. Let {3 E GDa;{J.L) be ai-shiftable. 

(1) If(p., an = 1, then we have {3 + ai E GDa;(s-a;{J.L)). 
(2) If (p., a:> = -1, then we have {3 - ai E GDa;(sa;{J.L)). 
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Proof (1) Since {3 is ai-shiftable, we have {3 * -ai. Hence, we have {3 E 
D{J.L). Since Si(f3), aiED(S-a;{J.L)), we have (Si(f3), an =0,1, or2 by Lemma 
4.2 (2) and Corollary 5.4. 
If (Si(f3), an=O, then we have {3+ai=si(f3)+aiED(S_a;{J.L))k:GDa;(s_a;{J.L)) by 
Lemma 5.9(1). 
If (Si(f3), an = 1, then since (s-a;{J.L), (f3+aiY> = (s-a;{J.L), Si(f3)v> = (p., {3v> = 
-1, we have{3+aiED(s_a;{J.L))k:GDa;(s-a;{J.L)). 
If (Si(f3), an =2, then we have {3+ai=si(f3)-aiED(S-a;{J.L)) k: GDa;(s-a;{J.L)) by 
Lemma 5.9(2). Thus, we always have {3 + aj E GDa;(s_a;{J.L)). 
(2) Since {3 is ai-shiftable, we have{3*-ai. Hence, we have {3ED{J.L). Since 
{3, ajED{J.L), we have </3, an = 0, 1, or 2 by Corollary 5.4. 
If </3, a:> = 0, then we have {3 + ai E D{J.L) by Lemma 5.9 (1). Since 
{3 + ai * ai, we have {3 - ai = Si(f3 + ai) E D(sa;{J.L)) k: GDa;(sa;{J.L)) by 
Lemma 4.1 (2). 
If </3, a:> = 1, then since (sa;{J.L), (f3 - aj)v> = (sa;{J.L), Sj(f3t> = (p., {3v> = 
-1, wehave{3-ai E GDa;(sa;{J.L)). 
If </3, a:> = 2, then we have {3 - ai E D{J.L) by Lemma 5.9 (2). Hence, we 
have {3 - aj = Si(f3 - aj) E D(sa;{J.L)) k: GDa;(sa;{J.L)) by Lemma 4.1 (2). 
Thus, we always have {3 - aj E GDa;(sa;{J.L)). 0 

Lemma 9.4. Let A E P?-l and ai E D(A) n II. If 13 = (f3h··· ,{31) E 
GPatha;(A), then there exists a (f3'1' ... ,{3;,) E Path(A) such that 

sf3l ... Sf31 (A) = sf3;, ... sf3~ (A). 

Proof. If -ai ff. 13, then there is nothing to prove. If -ai E 13, then let k be 
the smallest index such that 13k = -ai. Applying Lemma 9.1 to 13 repeatedly, 
we get an element: 

(f31'· ·,j3p,-ai,{3p+l"· ·,{3k-l ,{3k+l'· ·,{3I}EGPatha;(A) such that </3p,( -ai)v> *0. 
Since -ai E GDa;(sf3p ... Sf31 (A)), we have (sf3p··· Sf31 (A), an = 1. Since 
(f31, ... ,j3p-l) E Path(A), we have (Sf3P-1 ... Sf31 (A), an = -1, 0, or 1 by The-
orem 5.1. Hence, we have </3p, an = 1, or 2. . 
If </3p, an = 1, then{3p is ai-shiftable. Hence, by Lemma 9.2 (2), we have 
(f3p - ai, ai) E Path(Sf3p-1 ... SP1 (A)). We have: 

(f3h· .. ,{3p-h{3p - ai,{3p+h· .. ,{3k-b{3k+b··· ,{31) E GPatha/A). 

If, on the other hand, </3p' an= 2, then we have {3p, ai E D(SP
P

_1· . . SpiA)) by 
Corollary 5.3(2). By Lemma 5.5 (1), we have (ai, {3~> = 1, or 2. 
If (ai, {3~> = 1, then {3p is ai-shiftable. Hence, by Lemma 9.2 (2), we have 
(f3p - a;, ai) E Path(spp-1 ... SP1 (A)). We have: 

(f3b ... ,{3p-h{3p - a;,{3p+h ... ,{3k-b{3k+h··· ,{3D E GPatha;(A). 
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If (ai, [3~>=2, then we have [3p=ai or (ai,[3p-2ai' aD EPath(spp_I· . ·splA)) by 
Lemma 5.7(1). 
If [3p = ai, then we have: 

(j3h· .. ,[3p-h[3p+h··· ,[3k-h[3k+h··· ,[31) E GPathai(A). 

If, on the other hand, (ai,[3p - 2ai, ai) E Path(sp I··· SPI (A)), then we have: 
p- . 

([31, ... , [3p-1 ,ai,[3p - 2ai,[3p+1,· .. ,[3k-1 ,[3k+1, ... ,[31) E GPathai(A). 

Applying the above argument repeatedly, we finally get an element 

!B' = ([3;, ... ,[3;,) E GPathai(A) 

which contains no -ai. Thus, we get !B' E Path(A) such that SPI·· ·SPI (A) = 
sp;,·· ·Sp;(A). 0 

Let!B = ([31,· ·,[31) E GPathalA). For each 1 $k$l, we have L~=1[3P > 0 
by the above Lemma. Hence, we can always define ffB for!B E GPathalA). 

Theorem 9.5. Let AEP~_1 and aiED(A)nIT.Let ([3h[32,· ·,[31) EGPathalA). 
Then we have: 

(SPI ... SPI (A), an = -1,0 or 1. 

Proof This follows from Theorem 5.1 and Lemma 9.4. o 

Corollary 9.6,Corollary 9.7, and Corollary 9.8 below are generalization of 
Corollary 5.2, Corollary 5.3, and Corollary 5.4, respectively. Since proofs 
are entirely similar to those of the corresponding ones, we omit them. 

Corollary 9.6. Let AEP~-1 and aiED(A)nrr. Let ([31,· ·,[31) E GPatha;{A). 
Then we have: 

<l3hat> = -2,-1,0,1, or 2, 1 $ k $1. 

Corollary 9.7. Let A E P~-1 and ai E D(A)nrr. Let ([31, . ·,[31) E GPatha;{A). 
Let 1 $k$l. 

(1) Jf<l3h a~> = 2, then we have 
(SPk_1 ... SPI (A), a~> = -1 and (SPkSPk_1 ... SPI (A), a~> = 1. 

(2) Jf<l3h a~> = ~2, then we have 
(SPk_1 ... SPI (A), an = I·and (SPkSPk_1 ... SPI (A), ai> = -1. 

Corollary 9.S. LetA E P~-1 and ai E D(A) n rr. Let [3 E GDai(A). Then we 
have: 

([3, an = 0,1, or 2. 

Let A E P~-l and ai E D(A) n IT. We define a set Si (Path(salA))) by: 

Si (Path(salA))) := {(slYl),··· , Si(rz)) I(Yh··· , rz) E Path(Sai(A))}. 



Lemma 9.9. Let /! E P~-I and ai E D(/!) n n 
(1) We have: 

Path(/!) = {!B E GPathal/!) /-ai f/. !B} . 
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(2) For !B=(f3I,· ·,[3z) E GPathal/!), the/ollowing two conditions (a),(b) 
are equivalent: 
(a) !B E Patha;(/!), 
(b) -ai f/.!B, and if [3q = ab then there exists an index p < q such that 

[3p is ai-shiftable. 
(3) We have: 

Si (Path(sal/!))) = {!B E GPatha;(/!) /ai f/. !B}. 

(4) Let(f3I,· ·,[3Z)ESi (Path(sal/!))). Suppose that /! isfinite. If[3q=-ai' 
then there exists an index p < q such that [3p is ai-shiftable. 

Proof (1) It is straightforward to see. 
(2) This follows from definition 8. 
(3) It is straightforward to see. 
(4) Let !B = (f3J, ... ,[3z) E Si (Path(sal/!))). Then we have siC!B) = 
(Si(f3I),· .. ,Si(f3Z)) E Path(sa;(/!)). Let [3q = -ai. Then we have Si(f3q) =ai. 
We have: 

(9.1) 

and 

(sa;ss;(f3q_t) ... ss;(Pt)sa;/!, a'() = (ss;(Pq)sS;(f3q_t) ... ss;(f3t)sa;/!, a:> = 1. 

Hence, we have: 

(9.2) 

By (9.1) and (9.2), we have, for some 1 ~ p ~ q-1, 
(9.3) 

(ss;(f3p-d· .. ss;(f3t)sa;/!, a'() = 1 and (ss;(f3p)sS;(f3p_t)··· ss;(f3t)sa;/!, a:> = -1, 

or 
(9.4) 

(ss;(f3p-t) ... ss;(f3t)sa;/!, a:> = 1 and (ss;(f3p)ss;(f3p-d··· ss;(f3t)sa;/!, a:> = O. 

If (9.3) holds, then, since /! is finite,si(f3p) is arshiftab1e by Lemma 5.5(2) 
and Lemma 5.8. If, on the other hand, (9.4) holds, it is trivial that Si(f3p) is 
ai-shiftable. 
Thus, Si(f3p) is always ai-shiftable. And so is [3p. This proves part (4). 0 

Definition 9. Let /! E P~-I and ai E D(/!) n II. Let!B = (f3J, ... ,[3z) E 

GPathal/!).We suppose that there exists exactly m indices I ~PI < ... <Pm ~ I 
such that [3pq is ai-shiftable(l ~ q ~ m). We put Pm+1 := 1+ 1. The subse..; 

quence (}al!B) := (f3J, ... ,[3Pt-l) of!B is called the ground arf/oor of!B . 
For 1 ~ q ~ m, the subsequence ni)(!B) := (f3Pq'· .. ,[3Pq+t-l) of!B is called 
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the q-th aj-floor of!B': The subsequence <Fa:){!B) := (<Fa;){!B), ... ,<Fa~){!B)) 
is called the ai-up-stairs. Thus!B is written as: 

!B = (gaJ!B), n:){!B)) = (gai{!B), n;){!B),· .. ,r~~\!B)). 

Proposition 9.10. Let A. E P?-I be finite and ai E D{A.) n II. Let!B = 
(/31> •.• ,f3z) E GPathai{A.)· We suppose that there exists exactly m indices 
15, PI < ... < Pm 5, I such that f3pq is ai-shiftable (I 5, q 5, m). Let 1 5, q 5, m. 

Let <Fa;){!B) = (/3Pq,f3pq+h'" ,/3Pq+l-I). 
(I) Then, for Pq+ 1 5, k 5, pq+I-1, we have: 

<13k> a:> :;: 0, unless 13k = ai or - aj. 

(2) If -aj ~ <Fa;){!B), then 
. an index k(pq+15,k5,pq+I-1) such that 13k = aj is unique ifit exists. 

(3) If ai ~ <Fai){!B), then 
an index k(pq+15,k5,pq+l-1) such that 13k = -aj is unique ifit exists. 

Proof We omit the proof, since it is similar to that of Proposition 8.1. 0 

Let 4 E P?-I be finite and ai E D{Ii) n II. The set of!B = (/31>'" ,/3z) E 

GPathalli) satisfying the following two conditions: 

(I) if f3q =aior - aj, then there exists an index P < q such that f3p is 
arshiftable. ' 

(2) ai ~ <Fa;){!B) or - ai ~ <Fa;){!B), for each q. 
is denoted by QPathai{Ii). 
By Lemma 9.9 and Proposition 9.10, we have Pathai{li) k QPathai{li) and 
Sj (Path{salli))) k QPathai{Ii). 

Definition 10. Let Ii E P?-I and ai E D{Ii) n II. Let!B = (/31>'" ,/3z) E 

QPathai{Ii).We suppose that there exists exactly m indices 1 5,PI < ... < Pm 5, I 
such that f3pq is arshiftable{l5,q 5,m). Let 1 5, q 5, m. 

The q-th arfloor <Fa;){!B) is said to be basic if 

ai ~ ni){!B) and - ai ~ r~;){!B). 

The q-th ai-floor <Fa;){!B) is said to be positive if 

ai E ni){!B) and - aj ~ n;){!B). 

The q-th arfloor <Fa~){!B) is said to be negative if 

aj ~ r~;){!B) and - aj E n;){!B). 

We note that each q-th floor <Fa;) (!B) is either positive, basic, or negative by 
Proposition 9.10. 
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Proposition 9.11. Let A E P~-I be finite and CZi E D(A) n II. Let!B = 
(J3j, ... ,131) E QPatha;(A). We suppose that there exists exactly m indices 
l::;PI < ... <Pm::; I such that f3pq is czi-shiftable(l ::; q::; m). For 1 ::; q ::; m, 
we define Tq(!B) := (J3;,'" ,f3D by: 

13k if .k < Pq' 

f3k + CZi 

-CZj 

f3k 

f3k + CZi 

f3' '-k .- f3k 

f3k - CZi 

CZi 

f3k 

f3k - CZi 

f3k 

Then we have: 

if n;)(!B) is positive, and k = Pq' 

if r~;\!B) is positive,pq < k < Pq+j, and 13k = CZj, 

if r~;)(!B) ispositive,pq < k < Pq+j, and <13k, CZ:> = 0, 

if r~;)(!B) is positive, and k = Pq+j, 

if r~;)(!B) is basic, and Pq ::; k ::; Pq+ I, 

if n;)(!B) is negative, and k = Pq' 

if n;)(!B) is negative,pq < k < Pq+j, and f3k = -CZj, 

if r~;)(!B) is negative,pq < k < Pq+j, and <13k> cz:> = 0, 

if r~;)(!B) is negative, and k = Pq+I, 

if Pq+I < k. 

(1) Tq(!B) E QPatha;(A). 
(2) The subsequence (J3~q,/3'pq+I' ... ,f3~q+l-I) is the q-th czcfloor OfTq(!B). 
(3) TqTq(!B) = !B. 

Proof (1) and (2) Ifn;)(!B) is basic, then there is nothing to prove. So, 
we may assume that n;)(!B) is positive or negative. Put E := 1 (resp. - 1) if 
n;)(!B) is positive (resp. negative). Letko be the unique index in {pq+1,··· , 
Pq+I -I} such thatf3ko = ECZi' (See Proposition 9.10) 
Since ECZi E n;)(!B), by Corollary 9.7, we have 

(9.5) (sj3 ... sj3 sj3 sj3 ... sj3 (A) czv> = -E 
kO-l pq+l Pq Pq-l l' i ' 

and 

(9.6) (SEa;sj3ko_l ... Sj3pq+l sj3pq Sj3pq_l ... Sj3l (A), cz:> = E. 

By Proposition 9.10 (2) and (3), we have: 

(9.7) <13k> ECZ:> = 0, Pq < k < ko, 

and 

(9.8) <13k> ECZ:> = 0, ko < k < Pq+I' 

By (9.5) and (9.7), we have: 

(9.9) 



Applying Lemma 9.2 (I) to (9.9), we have: 

f3pq + EC¥i E GDa;(S,Bpq_l ••• S,Bl (/I.)) 
(9.10) 

f3pq + Eai is arshiftable. 

By (9.10) and induction on k ( from k = Pq + I to ko:-I), we have: 

(S,Bk-l ••• S,Bpq+l s,Bpq+€a;s,Bpq_l ••• S,Bl{/I.), f3X> 

= (J3k-l + ... + f3pq+l + (f3pq + Eai) + f3pq-l + ... + 131 + /I., f3~> 

= «(f3k-l + ... + f3pq+l + f3pq + f3pq-l + ... + 131 + /I.) + Eai, f3D 

= (S,Bk-l ••• S,Bpq+l s,Bpq S,Bpq_l ••• S,Bl (/I.), f3X> + E(ai, f3D 

=-I+E·O=-1. 

Hence, we have: 

(9.11) 
13k E. GDa;(S.8k_l .•. S,Bpq+l S,Bpq+Ea;S,Bpq_l ••• S,Bl (/I.)), Pq + I :s; k :s; leo - 1. 

13k is not ai-shiftable. 

By (9.10) and (9.11), we have: 

(S,BIro-l .•. S,Bpq+l S,Bpq+Ea;S,Bpq_l ••• S,Bl (/I.), (-Eai) v> 

= (J3ko-l + ~ .. + f3pq+l + (f3pq + EaD + f3pq-l + ... + 131 + /I., (-Eai)V> 

= «(f3ko-l + ... + f3pq+l + f3pq + f3pq-l + ... + 131 + /I.) + Eai, (-Eai) v> 

= -E(S,BIro-l . ; . S,Bpq+IS,Bpq S,Bpq_l ••• S,Bl (/I.), a:> - (ai' a:> 

= -E . (-E) - 2 = -1. 

Hence, we have: 

- Eai E GDa;(S,BIro_l •.• S,Bpq+l S,Bpq+Ea;S,Bpq_l ••• S,Bl (/I.)). 

- Eai is not ai-shiftable. 
(9.12) 
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By (9.10), (9.11), (9.12) and induction on k( from k = ko+ 1 to Pq+l-I), we 
have: 

(S,Bk-l ••• S,BIro+l S-Ea;S,BIro_l .•. S,Bpq+l s,Bpq+Ea;S,Bpq_l ••• S,Bl (/I.), f3D 

= (J3k-l + .. '+f3ko+l +( - Eai)+f3ko-1 + .. ·+f3pq+l + (f3pq+ECZi)+f3pq-l + .. '+131 +/1., f3X> 

= «(f3k-l + .. '+f3ko+l + Eai+f3ko-l + .. ·+f3pq+l +f3pq +f3pq-l + .. '+131 +/I.)-Eai' f3D 

= (S,Bk-l ••• S,Bko+1 SEa;S,BIro-l ••• S,Bpq+l S,BpqS,Bpq_l ••• S,Bl (/I.), f3D - E(aj, f3~> 
= -1 - E' 0 = -1, 

Hence, we have: 
(9.13) 
13k E GDa;(S,Bk_l • 'S,BIro+lS-Ea~,BIro-l' . 'S,Bpq+lS,Bpq+ca,S,Bpq_l' • ,s,Bl/l.)), ka+I:S; k :s; Pq+l-1. 

By (9.6) and (9.8), we have: 

(9.14) (S,BPq+l-l ••• S,BkO+lSEa;S,BIro-l ••• S,Bpq+lS,BpqS,Bpq_l .,. S,Bl(/I.), a:> = E. 



Applying Lemma 9.3 (1) to (9.14), we have: 

(9.15) 
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/3Pq+1 +Eaj E GDa;(s,8Pq+I_1 ... S,8"o+1 S-Ea;S,8"o_1 ... S,8pq+1 s,8pq+Ea;S,8pq_1 ... S,81 (A)). 

/3q+1 + Eaj is aj-shiftab1e. 

Furthuremore, we have: 

s,8 s,8 ... s,8 S s,8 ... s,8 s,8 s,8 ... s,8 (A) (9.16) Pq+1 Pq+I-1 ko+1 Ea; "0-1 pq+1 Pq pq-I I 

= s,8Pq+1 +Ea;S{3pq+I_1 ... S,8kO+1 S-Ea;S{3"o_1 ... S{3pq+1 s{3pq+Ea;S{3pq_1 ... S{31 (A). 

By (9.10),(9.11),(9.12), (9.13),(9.15) and (9.16),We have rq(!B) EGPathalA). 
Since there exists a unique index k (pq < k < Pq+l) such that /3k = -aj and 
(fJp, an=O(p-:/=k), we have: 

rq(!B) E QPatha;(A). 

(f3;q,/3;q+I" .. ,/3;q+l-l) = ~;)(rq(!B)). 

(3) This follows from definition of r q• o 

Corollary 9.12. Let AEP~-I befinite and ajED(A)nIlLet !B=(f3I,' ',/3I)E 
QPatha;(A). We suppose that there exists exactly m indices 1 ~ PI < ... < Pm ~ I 
such that /3pq is arshiftable(1 ~q~m). Then,jor 1 ~ q ~ m, we have: 

(1) Ifn;\!B) is not negative, then n;)(rq(!B)) is not positive. 
(2) Ifr~i)(!B) is not positive, then ni)(rq(!B)) is not negative. 

Proof This follows from Proposition 9.11. o 

Let A E P~-I be finite and aj E D(A) n II. Let!B = (f3}, ... ,/31) E 
QPatha;(A). We suppose that there exists exactly m indices I~PI<"'<Pm~1 
such that /3pq is arshiftable (1 ~ q ~ m). We define transformations r(!B) 

and r(!8) of!8 by: 

and 
r(!B) := rl ... rq(!B). 

Remark 1. Let A E P~-I be finite and aj E D(A) n II. Let!B = (f3}, ... ,/31) E 
QPatha;(A).We suppose that there exists exactly m indices 1 ~PI < ... <Pm ~ I 
such that /3pq is aj-shiftable(1 ~q~m). Then, for 1 ~ q}' q2 ~ m, we have: 

Thus, we actually have r = r. 

Lemma 9.13. Let A E P~-I befinite and aj E D(A) n II. 
(1) Let!B E Patha;(A). Then r(!B) E Sj (Path(sa;(A))). 
(2) Let!B E Sj (Path(salA))). Then r(!B) E Patha;(A). 
(3) Moreover, the transformation r gives a bijection from PathalA) to 

Sj (Path(sa;(A))). . 
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Proof (1) Let!8 = (f31> ••• ,/31) E PathalA). We suppose that there exists 
exactly m indices 15,PI < ... <Pm 5,1 such that /3pq is arshiftable (l5,q5,m). 

By Lemma 9.9 (2), each q-th floor ni)(!8) of!8 is not negative. By Corol­
lary 9.12 (1), each q-th floor ni)(T(!8)) of T(!8) is not positive. By Lemma 
9.9 (3) and (4), we have T(!8) E Sj (Path(sa;(A))). 
(2) Let!8 = (f3J, .•. ,/31) E Sj (Path(sa;(A))). We suppose that there exists 
exactly m indices 1 5, PI < ... < Pm 5, I such that /3 pq is arshiftable (1 5, q 5, m). 

By Lemma 9.9 (3) and (4), each q-th floor ni)(!8) of!8 is not positive. By 
Corollary 9.12 (2), each q-th floor ni)(i(!8)) of i(!8) is not negative. By 
Lemma 9.9 (2), we have i(!8) E Patha;(A). 
(3) By Proposition 9.11 (3), Part (1) and (2), iT is the identity transforma­
tion over PathalA) and Ti is the identity transformation over Sj (Path(salA))). 
Hence, the bijectivity is obvious. 0 

Proposition 9.14. Let A E P~-I be finite and aj E D(A) n II. Let Yh ... , Y!, 
Yi"" , Y;, be elements ofcp+ U {-aJ. Let r;::: 2. Let E = 1 or - 1. 

(1) If one of the following sequence !8j (1 5, j 5, r-l) is an element of 
QPatha;CA) with indicated decomposition, then anyone of the other 
sequences is an element of QPatha;(A) with indicated decomposi­
tion. 

lower floor q-th arfloor upper floor 
~ A ~ 

!8r-1:= (Y1>'" ,y!, /3o,/31> .. ··· .. · .. · .... ,/3r-3,/3r-2,Eaj: y~,,,. ,y;,) 

!8r-2 := (YI, ... , y!, /30,/31,··············· ,/3r-3, Eaj,/3r-2, Y~"'" y;,) 

'- (y ... 'VI .- 1, 'I,' /30,/3h Eaj,/32, .............. . , /3r-2, 

Here/3k (l5,k5,r-2) are elements ofCP+U{-aJ such that (f3k. an=O 
and that /3k are not arshiftable. 

(2) Under the same assumption as in (1) we have: 

r-I r-l 

L: ffBj = L: hq(fBj)' 
j=I j=l 

Proof (1) Note that Eaj never skip arshiftable terms. This follows from 
Lemma 9.1. 
(2) For a proof of Part (2), it is enough to put a := Eaj, Ok := L~=I Yp + 
L;:~/3q (l5,k5,r-l), and apply Lemma 9.15 below. 0 
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Lemma 9.15. For indeterminates a, 81, ••• ,8r - l' (r :2: 2), we have: 

1 11 1 1 1 11 
--... ------

81 Or-2 8r- l 8r- l + a 81 + a 8r-2 + a8r- l + a8r- l 

1 1 1 1 1 1 1 1 +- ... ---'------
81 8r-28r-2 + a 8r-l + a 

+-"-- ... ---
81 + a 8r-2 + a 8r-2 8r- l 

+ ..... . + ..... . 
1 1 1 1 1 1 1 1 +- ... --- ... = +-- ---

81 8k 8k + a 8r- l + a 81 +a 8k + aOk 
+ ...... + ...... 

1 1 1 1 1 1 1 1 +- - -- ... ---
81 82 82 + a 8r- l + a 

+----_ ........ . 
81+a82+a82 8r- l 

1 1 1 1 1 1 1 1 +-:----- ... ---
0181 + a 82 + a 8r- l + a 

+-- - ........ . 
81 + a 81 82 Or-l . 

Proof This follows from Lemma 8.4. o 

Proposition 9.16. Let A E P?-1 befinite and aj E D(A) n II. Then we have: 

L /13 = L 113' 
13ePatha;(..l) 13es;(Path(Sa;CA») 

Proof Applying Proposition 9.14 to Patha;(A) repeatedly, we get: 

L 113 = L h(13) , 

by Proposition 9.10. By Lemma 9.13, we get: 

L /T(13) = L fe· 
13EPathaP) Ces;(Path(Sa;(..l») 

This proves the statement. 0 

By Lemma 4.1(2), Proposition 8.5, Proposition 9.16, and induction, we 
have: 

L 113 = (1 + ~) L 113 = (1 + ~) L 113 
13ePath(..l) aj 13ePathap) aj 13es;(Path(Sa;CA») 

= (1 + ~)Sj( L fe] = (1 + ~)Sj( n (1 + .!.)] 
aj cePath(sa;C..l» aj -yeD(sa;(..l» Y 

= (1 + ~) n (1 + .!.) = (1 + ~) n (1 + .!.) 
aj ,BES;(D(sa;CA») f3 aj ,BeD(..l)\{a;l f3 

= n (1 +.!.) . 
,BeD(..l) f3 

This completes the proof of the colored hook formula (7.1). 
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10. MINUSCULE ELEMENTS 

Definition 11. Let A be a dominant integral weight. Following D. Peterson 
(see[I][5]), we define WE W to be A-minuscule if 

(10.1) (Sip+I •.. siiA),a~) = 1, 1 ~p ~ d 

for some reduced decomposition w = Sil" 'Sid' If WE W is A-minuscule for 
some dominant integral weight A, then we say that w is minuscule. 

Proposition 10.1. For a pair (A, w) of a dominant integral weight A and a 
A-minuscule element w, we put A := w(A). Then, A is afinite pre-dominant 
integral weight. Furthurmore, the correspondence (A, w) H A is bijective. 

Proof First, we prove that A = w( A) is a finite pre-dominant integral weight, 
supposing that w is a A-minuscule element for a dominant integral weight 
A. Letf3E<P+. If (A, f3V)~ -1, then we have: 

-1 ~ (A, f3V) = (w(A), f3V) = (A, w-1(f3t). 

Since A is dominant, w-1(f3) is a negative root. Hence, we have f3 E <P(w). 
Let w = Sil .,. Sid be a reduced decomposition ofw. Then we have <P(w) = 
{aiI' Sil (ajz),' .. ,Sil ... Sid_1 (aid)}' Hence we have f3 = siI'" Sip_1 (aip) for 
some 1 ~ p ~ d. We have: 

(A aV) = (s· •.• s· (A) s·· .... s· (a. )v) , jJ II ld 'II Ip_1 lp 

= (SipSip+1 ... siiA), a~) 

= -(Sip+I ... siiA), a~) 

= -1 

for some 1 ~ p ~ d. Hence, for each f3 E <P+, we have (A, f3V) ~ -1. 
Furthurmore, we have also proved that (A, f3V) = -1 if and only iff3 E <P(w). 
Since #<P(w) = d is finite, A is a finite pre-dominant integral weight. 

Next, we prove the bijectivity. Let A be a finite pre-dominant integral 
weight. Let (ail"" ,aid) E MPath(A}. Put w := Sil'" Sid and A := 
w-1(J.) = Sid'" SiI (A). Since the A-path (aiI"" ,aid) is of maximal length, 
we have D(A) = 0. Hence A is a dominant integral weight. Applying 
Lemma 4.2 (2) to D(A) = 0 repeatedly, we get: 

(10.2) {ail' SiI (ajz),' " ,Sil ... Sid_1 (aid)} = D(A) ~ <P+. 

If S iI .•. Sid is not a reduced decomposition of w, then there exists an index p 
(1 < p ~ d) such that t(Sil ... Sip_I) > t(Sii ..• Sip_I·Sip), where e denotes the 
length function. Hence, we have siI .,. Sip-I (aip) E <P_. This contradicts 
(10.2). Hence, Sil ... Sid is a reduced decomposition of w. Since 

(Sip+I ... siiA ), a~) = (Sip+I ... Sid Sid ... Sil (A), a~) 

= (Sip Sip-I ... siI (A), a~) 

= -(Sip-I' .. siI (A), a~) 

= -(-1) = 1 
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for 1 5: P 5: d, w = Si] ... Sid is A-minuscule. We also have: 

(10.3) <p(W) = {ail' Sil (ai2)" .. ,Sil ... Sid_l (aid)}' 

By (10.2) and (10.3), we have <I>(w) = D(A). Hence, such w is uniquely 
determined from A. 

The correspondence A H (A(= W-1(A)), w) thus obtained is clearly the 
inverse of the previous map (A, w) H A. Hence we get the bijectivity. 0 

For WE W, we denote the set of reduced decompositions (Sil' Sip'" ,Sid) 
ofw by Red(w). As a corollary of the proof of Proposition 10.1, we get: 

Corollary 10.2. Let A be a dominant integral weight. Let w E W be A­
minuscule. Let (Sil' Si2' .. , ,Sid) E Red(w). Then, we have: 

(Sip+l ... SiaCA ), a~) = 1, 1 5: P 5: d. 

This corollary show that the definition of A-minuscule elements is inde­
pendent from a choice of reduced decompositions. This is also proved by 
J. R. Stembridge in [7]. 

Proposition 10.3. Let (A, w) be a pair of a dominant integral weight A and 
a A-minuscule element w. Let A := w(A) be the corresponding finite pre­
dominant integral weight. Put d := #D(A). Let (ai]'" " aid) E MPath(A). 
Then we have (Sil"", Sid) E Red(w). Furthurmore, the correspondence 
(ail" .. ,aid) H (Si]" .. ,Sid)jrom MPath(A) to Red(w) is bijective. 

Proof If (ail"" ,aid) E MPath(A), then, by the proof of Proposition 10.1, 
we have (Sil' ... ,Sid) E Red(w). 

To prove the bijectivity, let (si]" .. ,Si/) E Red(w). By the proof of Pro po­
sition 10.1, we have <p(w) = D(A). Hence we have I = d. Since 

(Sip-I' •• Sil (A), a~) = (Sip-I' .. Sil Sil ... SiaCA), ap 

= (SipSip+1 ... SiaCA), a~) 

= -(Sip+l ... SiaCA), a~) 

= -1 

for 1 5: P 5: d. Hence, we get (ail"" ,aid) E MPath(A). This proves the 
bijectivity. 0 

By Corollary 7.3, Proposition 10.1 and Proposition 10.3, we get a proof 
of Peterson's hook formula (1.6). 

Remark 2. Minuscule elements are classified by R. A. Proctor [5][6] (in 
simply-laced case) and 1. R. Stembridge [7] (in non-simply-laced case). 
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