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内容梗概

本論文は，筆者が大阪大学大学院情報科学研究科に在学中に行った研究のうち，

遭遇情報を用いて経路発見率の向上を図った MANET 向けルーテイングと位置情

報を利用した安定性の高い車車問ネットワーク向けルーティングに関する研究を

まとめたものである.

モノてイルアドホックネットワ)ク (MANET) は，アクセスポイントなどのイン

フラストラクチャを必要とすることなく，移動端末を用いて一時的かつ動的に構築

されるネットワークであり，あらゆる場所で必要なサービスを享受できるユピキタ

ス社会を実現するための重要なインフラストラクチャの 1つになると期待されてい

る. MANET はマルチホップリレ}方式で複数のノードがデータ転送を行うことで

無線範囲外のノードに対しても通信できるが，その際には有線ネットワーク同様

ルーテイングが必要となる.しかしながら，有線ネットワークと異なり， MANET 

を構成する端末(ノード)は頻繁に移動するため，ネットワークトポロジも頻繁に

変更される.これに対応するため，多くのルーテイング手法が提案されてきてお

り，それらはオンデマンドに経路を発見する際の経路発見メッセージの転送オー

バーヘッドや，ルーテイングテーブル維持のオーバーヘッドを緩和することなど

を設計目標としてきた.

本論文では，まず MANET 向けのルーティングプロトコル Contact-based Hybrid 

Routing (CHR) を提案する. CHR では，一度遭遇したノードに対し，そのノード

へ到達するための大まかな転送ノード列を，各近隣ノ}ドからの情報だけをもと

に各ノードが維持する.遭遇したノードへの経路の発見は，基本的に自身が保持

する転送ノード列を利用する.なお，それが途中で分断している場合は，その中

間ノードが保持する転送ノード列で補完する.遭遇していないノードへの経路は，

そのノードに遭遇したノードを近隣から局所的メッセージブロードキャストによ

り発見することで実現する.このように，各ノードが，遭遇したノードへの大ま

かな経路を保持し，経路発見時にはそれらを組み合わせることで，少ない経路発

見メッセージで経路発見を行うことを可能としている.ランダムウェイポイント

などの単純なモピリティモデルや，災害時の避難行動を再現したモピリテイモデ

ルでシミュレーション実験を行ったところ，ブロードキャストによる経路探索と比

較して CHR は 95 %以上のメッセージ到達率を達成したうえで，メッセージ数を



50% 以上削減することができた.さらに近隣のノードのみへの経路を常に維持す

るハイブリッドルーテイング ZRP( ゾーンサイズは 2) に対する優位性を確認した.

一方，高度な交通システムの実現を目指し， DSRC や VICS ビーコンなどの狭域

通信器が近年路側や庖舗に設置されつつある.しかし，インフラの完全な整備と

展開には膨大なコストと年月がかかり，維持整備コストの観点から機器の更新は

安易にできないといった問題点もある.これに対し，車載通信機器間の協調によ

り，車両をノードとしたマルチホップ車車問アドホックネットワーク (Vehicular Ad 

Hoc Networks ， VANET) とよばれる MANET を構成することが考えられている.

VANET を用いることにより，例えば，固定基地局との通信範囲を広げるといった

ことが低コストで実現できると期待されるが，一方で，データ遅延および損失が

少ない安定性の高い経路を構築することが求められる.そこで，本論文では，車

車問マルチホップ通信向け位置情報ルーテイングプロトコル GVGrid (Geographic 

routing on VANET using Grid) を提案する. GVGrid は移動しない送信ノードから

ある地理領域に存在する車両群へのデータ送信を継続的に行うための通信経路を

構築する.地図情報を用い，なるべく車両流に沿った通信経路を構築することで，

ノード移動による切断の可能性を低減させる.また，その通信経路が存在する道

路形状を記憶し，通信経路の切断時には，その道路形状に沿った通信経路を再構築

することで，安定した通信経路を復元する.最短経路を深さ優先で探索する GPSR

手法を車車問ルーテイングに応用したプロトコル GPCR と比較したシミュレーショ

ンを行った結果，同程度の制御メッセージ数にも関わらず， GVGrid の通信経路の

生存時間が 2倍程度となることが確認できた.

また，この GVGrid を応用し，車車問ネットワークに適したアプリケーションや

通信プロトコルをネットワークの流動性をなるべく意識することなく容易に展開

できるよう，車車問ネットワークの流動性を隠蔽して安定的に存在するメッシユ

状のオ}パレイネットワークを構築する手法も提案する.このオーバレイネット

ワークは，路側機など移動しない局を位置情報車車問ルーテイングプロトコルで

接続し，局開通信経路をリンクとみなすことで全体として静的なメッシュネット

ワークのように扱うことができる.このオーバレイネットワークを用いることで，

多地点間でデータを共有するようなアプリケーション(例えば交通量情報や道路

情報の相互共有)や無線スポットのエリア拡張によるインターネットサーピスの



提供，交通量に応じた連動信号制御など，多様なアプリケーションをあたかも静

的ネットワークで展開するように実現できると考えられる.
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1 まえがき

1.1 研究の背景

無線技術の発達や移動端末の普及により，モパイルアドホックネットワーク (MANET)

とよばれる新しいネットワークモデルが注目を集めている.モパイルアドホックネッ

トワークとは，アクセスポイントなどのインフラストラクチャを必要とすることな

く，移動端末を用いて一時的かつ動的に構築されるネットワークである. MANET 

では，各端末がルータの様に振舞うことで，マルチホップネットワークが構築さ

れる. MANET により通信基地局の無線範囲以外の領域からマルチホップネット

ワークによって基地局までの通信路を構築することができ，街中での広告や，災

害時の避難情報収集，交通渋滞情報散布，といった情報収集及び伝達サービスに

応用することができる. MANET を利用する通信サーピスは，固定インフラの設

置と維持コストがかからないため，あらゆる場所で必要なサーピスを享受できる

ユピキタス社会を実現するための重要なインフラストラクチャの一つになると期

待されている.

MANET は有線ネットワーク同様ルーティングが必要である.しかしながら，有

線ネットワークと異なり， MANET を構成する端末(ノード)は頻繁に移動するた

め，ネットワ)クトポロジも頻繁に変更される.

これに対応するため，常に隣接ノード間で情報を交換して経路情報を維持する

OLSR のようなプロアクテイブルーテイングや，オンデマンドで経路を発見する

AODV や DSR [1]のようなプロトコルが設計されてきている.他にも多くのルー

テイング手法が提案されてきており，それらはオンデマンドに経路を発見する手

法における経路発見メッセージの転送オーバーヘッドや，常に経路を維持する経

路構築手法におけるルーティングテーブル維持のオーバーヘッドを緩和すること

などを設計目標としてきた.

一方，近年高度交通システム (ITS) の普及を目指し， DSRC や VICS などの狭

域通信器が徐々に路側や庖舗などに設置されつつある.しかし，これらインフラ

の完全な整備と展開には膨大なコストと年月がかかると予想される.さらに，技

術の進歩や革新に対し，維持整備の観点から機器の更新は安易にできないといっ

た問題点もある.これに対し，固定インフラを用いない車車問マルチホップ通信



技術を利用し，固定インフラが発する情報の配信範囲を拡大する補完的な役割を

持たせたり，また極めて局所的な情報伝達に用いたりすることが考えられている.

しかし，高速に移動する車両をノードとする車車問モパイルアドホックネット

ワーク (VANET) では， トポロジの変化が非常に激しく，プロアクテイブなネッ

トワークの維持が困難と考えられている. UMB ， RBM ， MDDV などのようなブ

ロードキャスト型プロトコルは明示的な経路の構築をすることなく，低いオーバー

ヘッドで情報散布を実現することを目的としている.

しかしながらこれらの手法のほとんどは，実世界での MANET 利用環境におけ

るノード移動性および、通信パターンの特性を有効に利用していない.たとえば被

災地において，被災者は複数の移動経路をたどってその地域にある避難所に向か

うと考えられる.また，車両ノードの移動速度は速いが，交通規則に沿って移動

するため，動きは予測しやすい.このようなことを考慮し，ノードの移動特性を

利用することで，経路探索と維持のオーバーヘッドの緩和や経路の発見率と安定

性の向上が可能と考えられる.
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1.2 本研究の内容

本研究では，まず MANET 向けのルーテイングプロトコル Contact 同 based Hybrid 

Routing(CHR) を提案する. CHR では， MANET における位置情報を利用した既存

のルーテイングプロトコルやメッセージ伝達プロトコルと異なり，位置情報など環

境に関する特別な知識や指向性アンテナのような特別な装置も必要とすることな

く，経路発見にかかるメッセージオーバヘッドを削減することを目標としている.

CHR では各ノード間で定期的にピーコンメッセージを交換し，各ノードは新た

に遭遇したノード(遭遇ノード)の B を記録する.またある隣接ノードが無線範

囲から離脱する際には，その離脱ノードと自ノードの共通の隣接ノードを発見し，

それを中継ノードとして記憶する.中継ノードも遭遇ノードであるので，このプ

ロセスを繰り返すことにより，結果として各遭遇ノードへの大まかな経路が中継

ノード列として維持できる.目的ノードが遭遇ノードであれば，目的ノードへの

中継ノード列を経路として指定し， RREQ メッセージを 1 つだけ経路に沿って転

送する.その経路上の連続する中継ノードが既に隣接していない場合は，それら

が管理する中継ノード聞を利用して経路を補完する.目的ノードが遭遇ノードで

ない場合は，範囲制限付きのブロードキャストによって，目的ノードと遭遇した

なるべく近くのノードを発見する.

CHR では，少ないオーバヘッドで遭遇ノード聞の経路を分散的に維持できるた

め， RREQ メッセージ数を大幅に削減できる.シミュレーション実験により， CHR 

はBCAST や DSR に近い経路発見率を達成しながら，制御メッセ)ジ数を半分以

下に抑えていることが確認できた.

次に，近年の車両におけるカーナピゲーションシステムの装備率増加を受け，

ノード移動速度が速い車車問ネットワーク (VANET) における各車両は電子地図の

参照が可能であると仮定する.このもとで， VANET 向けの位置情報ルーテイング

プロトコル GVGrid(Geographical routing on Vanet using Grid) を提案する. GVGrid 

は宛先領域に向かい，なるべく多くの車両がそれに沿って移動していると想定さ

れる道路経路に沿った通信経路を探索することで，高い耐切断性を持つ通信経路

を発見できる.

そのように，道路の様々なメトリクスを利用して計算された道路経路に沿って構

築される通信経路は十分な安定性を備える.したがって，提案する GVGrid では，
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通信経路上のノードは道路経路の形状をグリッドの列として記憶し，通信経路が

切断した場合は記憶したグリッド列にしたがい，道路経路に残存しているノード

を再接続しながら，切断の箇所で代替ノードを発見する.これにより，低いオー

バヘッドで安定した通信経路を復元する.

GVGrid の利点は以下の 2 つである.まず，同じ道路にあり，同じ方向に移動す

るノード間でリンクを構築できるため，リンクの生存時間を長くすることができ

る.次に，各ノードは道路経路の形状情報を記憶しており，通信経路が切断した場

合でも道路経路に残っているノードが自律分散的に通信経路を補完するため，安

定した経路を素早く復元でき，その際に必要な制御メッセージの量も少ない.

GVGrid のように，車両の移動特性を利用して車両群の移動先を予測し，経路を

構築する手法はこれまでにほとんど提案されていない.しかし，歩行者などと異

なり，車両は道路上を交通規則に沿って移動するため，その移動特性が解析しや

すいといった特徴がある.さらに近年はカーナピゲーションの高機能化により，高

精度の位置情報及び移動方向などの情報が比較的容易に取得できると考えられる.

これらの特性及び現状を踏まえ，より安定度の高い通信経路構築を目指した提案手

法は従来手法にない独創性を保持し，かつ実用的な発想、に基づいているといえる.

GVGrid と車車問位置情報ルーテイング GPCR との比較シミュレーション実験を

行った結果， GVGrid はGPCR と同程度の制御メッセージ数で経路の平均生存時間

を大幅に向上させることができたことを確認した.

最後に， GVGrid を含む既存の VANET ルーティングプロトコルやアプリケー

ションは，それら自身が VANET の流動性に対処するように設計が工夫されてき

た.しかし，個々のプロトコルやアプリケーションでネットワークの流動性を考

慮した設計を逐一行うことは，それぞれの設計開発者に負担を強いる.このこと

は VANET のアプリケーション開発や普及に大きな障壁となると予想される.そ

こで，高速に移動する車両ノードの動きを隠蔽し，各ノードがあたかも静止して

いるような仮想ネットワークを提供することで，上位に位置するアプリケーショ

ンやプロトコルの設計開発がより容易に展開できるようになると考えられる.こ

の概念に基づき，本論文ではそのような機能を提供する車車問オーバレイネット

ワークを構築するプロトコルを提案する.提案手法では，現実空間を道路単位に

複数の領域に分割し，各区域に移動車両の協調もしくは固定局による静的な仮想、
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ノードを実現し，広域内の任意の地点問の通信を容易にする仮想ネットワークを

実現することを目的とする.これにより，静的なネットワーク用のアプリケーショ

ンやプロトコルを容易に展開させることができると考えられる.
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2 関連研究

2.1 MANET 向けルーテイングプロトコル

ノードの移動性はこれまで，ネットワークの安定性に対して悪影響を与えると

考えられてきており，移動性がルーテイングプロトコルの性能にどのような影響

を与えるかの検討がいくつかの研究でなされてきている [2 ，3，4， 5， 6， 7， 8， 9， 10]. 

一方，最近ではデータの効率的な伝達および収集にとってノード移動性は有用で

あると考えられるようになってきている.文献[1 1] では，メッセージ伝達を保証

するために，ノード移動に関する知識を利用して，メッセージ伝達の軌跡を決定

する手法を提案している.文献[1 2] では，ランダムベースの移動を想定し，メッ

セージの軌跡をノードの識別子と独立して決定する方法を提案しており，各ノー

ドはその位置にもとづきメッセージを転送する.

移動ノードの位置情報の利用によって経路探索 (RREQ) メッセージ数を削減す

る位置情報ルーテイングに関する研究も多くなされている(文献 [13 ，14 ，15 ，16 ， 17 ， 

18 ， 19 ，20 ，21 ，22 ，23 ，24 ，25]) . Mob i1i ty-Assisted Inforrnation Diffusion (MAID) 

[26] は位置情報ルーティングの概念を応用したものである. MAID では，より最近

に目的ノードに遭遇したノードほどより目的ノードの近くに存在するという仮定

に基づき， RREQ メッセージはノードに記録された遭遇の履歴にそって転送され

る.しかし，宛先ノードの遭遇履歴を持つノードを検索するためのオーバーヘッ

ドがかかる.

また，リアクテイブな経路構築とプロアクテイブな経路維持の双方の利点を活

かすためにハイブリッドなルーティング手法が提案されている.最近では，文献

[27] で Orthogonal Rendezvous Routing protocol(ORRP) とよばれる手法が提案され

ている.この手法では，各ノードは直交する直線に沿ったノードへの経路を維持

する.そして RREQ メッセージを目的ノードからの直線との交差点が見つかるま

でその直線に沿って転送する.この方法は直交線を決定するために，各ノードで

の指向性アンテナの使用を仮定している. Zone Routing Protocol (ZRP) [28] は代

表的なハイブリッドプロトコルであり，プロアクテイブな経路維持を一定のゾ}

ン内でのみ行う .ZRP は近くのノードに対するアクセスの需要が高いという仮定

に基づいて設計されており，このアイデイアは比較的静的なネットワークや大規
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模なネットワークにおいては合理的といえる.しかしながら，街中のようにノー

ドが常に移動する場合には，そのようなアクセスの局所性に関する仮定が満足さ

れない可能性が高い.

これらの研究を背景にし，提案した CHR はハイブリッド手法の中で特別な機器

に依存せず，かつどの位置にいるノードに対する通信要求が発生するような状況

においても少ないオーバーヘッドで経路発見を行うことを目標とした手法である.

2.2 VANET 向け通信プロトコル

車車問ネットワークのノードは移動速度が速く，ネットワークトポロジの変化

が激しい.その状況に対応するため，明示的に経路を構築しないブロードキャス

トベースの情報散布プロトコルとして， UMB[29] ， RBM[30] ， MDDV[31] などが

提案されている. UMB は各ノードが道路に沿ってなるべく遠方にある車両にメッ

セージを送信し，経路のホップ数の減少を図っている.ノードの受信率を高める

ために，各交差点にリピータをあらかじめ設置する必要がある.

RBM はノード密度の低い高速道路において，各車両は他車両に遭遇するまで

メッセージ転送を待機する.データのリアルタイム性が求められない情報散布ア

プリケーションに有効である.

MDDV は各車両が位置情報と電子地図を利用し，道路経路に沿ったメッセージ

の配信経路を設定し，その道路に沿ったメッセージ配布を行う.

明示的な通信経路を決定しないブロードキャスト型のプロトコルに対し，近年

ノード間で通信経路を構築するルーテイングプロトコルも提案されてきている.

CarNet[32] は高速にランダム移動をするノードを対象とした位置情報ルーテイン

グプロトコルである. GPCR[33] は，各ノードが無線範囲内にある最も宛先領域に

近いノードをグリーデイに選択し，障害物が存在する場合はそれをも迂回できる位

置情報ルーテイング GPSR[34] を車車開通信に応用したプロトコルである. GPCR 

は路側の建築物などを電波の障壁と考え，電波の届く範囲で最も宛先領域に近い

車両を転送先として選択する.また，無線範囲内の車両の密度分布を用いて交差

点を識別する.しかし， GPCR では複数の道路を跨る経路や，右左折数の多い道

路経路上に通信経路を構成する可能性があり，車両の移動によるリンク切断の影
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響を受けやすいと想定される.
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3 遭遇情報を用いて経路を構築するルーティングプ口ト

コル CHR

3.1 序言

MANET において，移動性はルーテイングプロトコルの性能に大きく影響する

要因の 1つであり，基本的には端末移動により頻繁にトポロジが変更される.こ

れに対応するため，常に隣接端末間で情報を交換して経路情報を維持する OLSR

のようなプロアクテイブルーテイングや，オンデマンドで経路を発見する AODV ，

DSR[l] のようなプロトコルが設計されてきた.他にも多くのルーテイング手法が，

オンデマンドな経路発見手法での経路発見オーバーヘッドや，プロアクテイブな

経路構築手法でのテーブル維持オーバーヘッドを緩和するために考慮されてきた.

しかしながらこれらの手法のほとんどは，実世界での MANET 利用環境における

ノード移動性および通信パターンの特性をとらえていない.

ここで， MANET の典型的な利用方法について考える.その 1つとして，近隣の

クライアント問でアドホックネットワークを形成することにより，無線インフラ

のカバーエリアを拡張することがあげられる.このような応用方法は特に図 1 (a) 

のような車車問アドホックネットワーク (VANET) での実現が想定される.図中

のAl や B4 などの車両からの基地局を介したグローパルネットワークへの接続要

求に対し，基地局までの経路設立のために VANET が利用されている.

また MANET は，携帯電話ネットワークが大規模被災地などで使えなくなった

際の代用としても有用である.避難所の救助隊が，被災者の状況を知るため，ある

いは救助計画を立てるために被災者の携帯電話と通信する状況も考えられる(図

1 (b)) .これは例えば無線 LAN を搭載した新型の携帯電話のアドホック通信機

能によって行われることが想定される.

また，日本では， 1000 万人規模の東京，大阪，名古屋といった都市に大地震が

起こった場合， 300 万人以上が帰宅手段を失うと予想される.これは公共輸送機関

が止まってしまい，オフィス街から数十キロ離れた家へ帰る方法がないためであ

る.そのような場合，被災地にいる人たち(避難者)はその地域にある避難所に

向かうと考えられる.そこで，避難者の間でアドホックネットワークを形成する

9 



と，怪我などの理由で動けなくなった被災者に対して避難所などから通信ができ

る可能性がある.

さらに，公園や博物館やショッピングモールにおける顧客と基地局間のリアルタ

イム通信といった需要も考えられる.近い将来では，情報端末をインフォメーショ

ンセンターで貸し出し，それを受け取った人々は MANET でオンラインナピゲー

ションや場所に応じた情報サービスが受けられるようになると予想される(図 1

(c)) . 

上記のすべてのシナリオでは，エンド開通信の一方はグローパルネットワーク

への接続性を持っか，あるいはそれ自身がサービス提供者であるような基地局で

あり，他方は移動クライアントである.またその他多くの移動端末が， MANET の

構成要素となりながら，基地局の方へ，あるいは基地局から離れる方向へ移動し

ている.このことから，

(1)基地局と，そこから離れていく移動クライアント間の経路を維持する

(2) 基地局に向かっている移動クライアントが経路を作りたいとき，基地局から

(経路を維持しながら)離れてきた移動端末の協力によって，経路を形成する

といったアイデイアにより，経路維持オーバーヘッド削減に関する高い有効性が

期待できる.この際，基地局から離れていく移動端末が別方向に移動することで，

結果的に経路情報が広範囲に拡散することも期待できる.

本章では MANET 向けのルーティングプロトコル Contact-based Hybrid Routing 

(CHR) を提案する. CHR では，各ノードは遭遇したノード(遭遇ノード)の D

を記録している.また無線範囲からあるノードが離脱する際には，隣接グループ

の中でまだそのノードとも隣接しているノードを探し，中継ノードとして記憶す

る.それ以降，そのノードへの経路維持はその中継ノードへと委任する.中継ノー

ドも遭遇ノードであるので，このプロセスが繰り返され，結果として各遭遇ノー

ドへの潜在的な経路が維持できる.

発信ノードから目的ノードへの経路が要求された時，目的地が遭遇ノードであっ

た場合は，発信ノ}ドはそのノードへの中継ノード列を潜在的な経路として指定

する.そして RREQ メッセージを 1つだけ経路に沿って転送する.経路内で連続

する中継ノードが既に隣接していない場合は，それら中継ノード間で維持されて

いる経路を用いて補完する.もし発信者が目的ノードと遭遇していない場合には，

10 



一 』

(a) VANET 上での基地局 (b) 被災地の被害者と避難 (c) ショッピングモールの

への経路確立 者 端末保持者

図 1: 実世界でのノード移動

範囲制限付きのブロードキャストによって，目的ノードと遭遇したことのあるノー

ドのうち最も近いノードを発見する.

フリースペースでの Ran do m Way Point (RWP ) モピリテイモデルと単純な道路

<' ':;プでの M anh at tan (M H ) モピリティモデルを用いたシミュレーション実験を

行った. さらに現実的な応用例として，碁盤状道路マップでの避難行動モデルを

用いたシミュレーション実験も行った. その結果. CHR はわずかな遭遇情報を維

持することにより，十分な到達率を達成しながら少ないメ ッセージオーバーヘッ

ドで経路発見が可能であることを示した
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図2: ノード S における遭遇テーブルの更新

3.2 プロトコル設言十

3.2.1 プロトコルの動作概要

CHR の各ノード(ノード 4とする)は，隣接ノードとの接続性を確かめるため

に定期的にビーコンメッセージを送信する.ここで全てのリンクは双方向を想定

している.またノード tは遭遇テーブルとよばれるテーブルを持っており，遭遇エ

ントリとよばれるテーブルエントリで構成される.もしノード tがノードj からの

ピーコンメッセージ、を受け取ったら(すなわち，ノード j が隣接したら) ，ノード

j をノード t の遭遇ノードと呼ぶ(逆も同様によぶ) .υ 土，各遭遇ノードに対応し

た遭遇エントリを作成し，テーブルとして管理する.遭遇エントリは以下のよう

に道遇ノード ID ，中継ノード ID ，TTL からなる.

(enc ω ηter node ， gate ωαy node ， TTL) 
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ノード tの遭遇エントリ(j， k， t) は，もしノード tが遭遇ノード j への経路を発見

したいなら，中継ノード kがノード k からノード j までの部分経路の発見を担当

し，かっそのエントリの有効期限がtであることを意味している.もしノード tが

隣接ノード j からのピーコンを受け取り，さらに j の遭遇エントリを持っていな

い場合には，ノード 4はあらたな遭遇エントリ(j， i， TT L init ) を作成する TTL init

は有効期限の初期値である.もし既に遭遇エントリ (j， k， t) (k がtの場合も含む)

が存在する場合には，それを(j， i， TT L init ) に初期化する.ノード 4 におけるエン

トリ(j， i，のは，ノードj が4の直接の隣接ノードであることを意味する.ここで，

リンクの接続性を確かめる各ピーコンメッセージには，発信者の隣接ノード群の

リストを含ませる.そしてノード tが隣接していたノードj との接続性の切断を検

出すると，ノード 4は隣接ノードの中からj とも接続性を維持しているノード k を

発見する.これは隣接ノードからのビーコンメッセージに含まれる情報から判断

できる.もしそのようなノードを発見したら，ノード tは遭遇エントリ(jぅ i，t) を

(j， k， t) に更新する.各ノードはピーコンメッセージをム t単位時間ごとに送信し

ているとする.既に存在していて，初期化されなかった遭遇エントリ(j， k， t) に対

しては，その TTL 欄の値t を，接続性の確認を行う度にムtずつ減らしていく.

図2 は， 2単位時間ごとに接続性を確認するとしたときの例を示している.

ノード S は時刻T に1つの隣接ノード D を持ち，時刻 T+2 には 2 つの隣接ノー

ドA とD を持っている.時刻 T 十 4 には，ノード S はノ}ド D とのリンク切断を

検出している.したがってノード D とノード S の両方とリンク接続を維持してい

るノード A を，ノード D へ接続するための中継ノードとして指定する.同様に時

刻 T+6 には，ノード S が遭遇ノード C の遭遇エントリを加え，ノード A の中継

ノードとしてノード B を指定し，各エントリの TTL 欄を更新している.

以下にノード S からノード D への経路探索の基本動作を記述する.ノード S が

ノード D に対する遭遇エントリを持っている場合には，自分のテーブルからノー

ド列 [η0 ぅn1 ぃ・・川ω] を生成する.このとき no ，ηω はそれぞれノード S とD であり，

m はノード叫+1 の中継ノードである (O :S i :S ω-1) .このノード列がノード S に

よって計画された目的ノード D への経路となる.そしてノード S は自身を列から

除去し，残りのノード列 [n1 ，…，叫を含んだ経路要求 (R 阻 Q) メッセージを隣接

ノード η1 に送信する. RREQ の転送プロセスは以下のように一般化できる.ノー
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ド叫がノード列 [ni' ni+1 ，…，nω] を含んだ RREQ メッセージを受け取ったとする.

ノード S がm を問+1 の中継ノードに指定した時はノード問+1 は隣接ノードだっ

たが，この時点ですでに叫+1 がm の隣接ノードであるとは限らない.したがって，

ni+ 1 への経路を見つけるため，ノード m は自分の遭遇テーブルを利用して新たな

ノード列 [mO ，m1' …，m z-1 ，m Z ] を作る.ここで mo ，m z はそれぞれ問，n i+ 1であ

り mi はmi +1 の中継ノードである (0 ::; i ::; z - 1) .これが叫で計画された向

から問+1 への経路である.ノード問はこのノード列を [ni ぅ問+1 ，.・-川 ω] の部分列

[ni' ni +1] と置き換える.その結果，ノード m からノードηω への経路を部分的に補

完した経路である新しいノード列 [ni ，m r， …，m z-1 ，ni+1 ，…川ω] が得られる.そし

てノード問は自身をその列治、ら除去し，ノード列 [m1' …，m z-1 ，ni+1 ，…，nωー 1川ωl
を含む RREQ メッセージをノード m1 に送信する.この処理を RREQ メッセージが

ノード ηω(すなわちノード D) に到達するまで繰り返すことで， RREQ メッセー

ジは S から D までの候補経路を得ることができる.

RREQ メッセージは転送されてきた経路を記録しているので，その逆順の経路

にそって D は経路返信 (RREP) メッセージを S に送り返す.ノード S が RREP

を受け取るのに成功すると，その経路は利用可能と判断できる.

図3 はルート発見の過程を例示している.図の単純化のため，遭遇エントリ中

のTTL 欄は省略しである.また，二重円で書かれたノードは，目的ノード D と遭

遇したノードであることを意味している.逆に一重円で書かれたノードは，目的

ノード D と遭遇していない.上は初期の状況，下は最終的な状況を示している.

中央の状況は，ノード A とD の接続が切れたため，ノード X が中継ノードになっ

たことを示している.ここで一番最後の状況に注目する.今ノード S がノード D

への経路を要求したと仮定する.するとノード S はノード列 [S ぅC ，B ，A ，D] を遭

遇テーブルより構築し，自身を削除して，その列を含む RREQ メッセージをノー

ドC に送る.ノード C がメッセージを受信すると，次のノード B は直接の隣接

ノードなので，自身を列から削除したものを B に転送する.ノード B も同様の処

理を行い，ノード A が RREQ メγセージを受け取る.このとき RREQ メッセージ

に含まれるノード列は [A ，D] である.しかしここで次のノード D はもう既にノー

ドA の隣接ノードではない.それゆえノード A は遭遇テーブルから新たなノード

列 [A ，Y，X ，D] を構築し，受信した列の部分列である [A ，D] と置き換える.結果と
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図 3: 遭遇テーブルを用いた RREQ メッセージの伝達

してノード列 [A ，Y，X ，D] が得られる.そしてノード A は自身を列から削除したあ

と，列 [Y ，X ，D] を含む RREQ メッセージをノード Y に転送する.
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3.2.2 詳細設計

補完的なオンデマンド探索 まだ遭遇したことのないノードへの経路が必要になっ

た場合，目的ノードに対する遭遇エントリを持つノードを見つけるため， RREQ

メッセージを範囲制限をつけてブロードキャストをする.この手法は拡張リング

サーチとよばれ， DSR など，多くのルーティングプロトコルで利用されている.

CHR においても拡張リングサーチを行い，エントリを持つノードを探す.該当す

るノードが RREQ メッセージを受け取ると， 8 に経路を送り，それに沿って S は

RREQ メッセージを 1つだけ送信する.後は上述の方法で RREQ メッセージを転

送していく.

ここで，あるリングサ}チ内に目的エントリを持つノードが複数見つかった場

合，ノード S は複数の候補経路を受け取る可能性がある.その場合，ノード S は

その中で一番新しい経路を選択する.

あるノードがビーコンメッセージを送信した後，次のビーコンの送信時刻より

も前にそのノードがあるノードの無線範囲外へ移動した場合は，隣接していると

判断したノードにメッセージを転送できない.その時は局所的なフラッデイング

によって経路の修正を行う.

3.2.3 ループの検出と回避

RREQ メッセージは遭遇テーブルを利用しながら，最終的に目的地まで伝達さ

れる.しかしながらその過程で，その RREQ メッセージが 2 回以上同じノードに

伝達される場合がありえる.基本的に，あるノードで生成されたノード列の中に

は，同じノードが2度以上現れることはない.これは，各遭遇ノードに対してそれ

ぞれ 1つしか遭遇エントリを持たないためである.また，ノード列の生成時に中

継ノードを辿っていく方法は，いつまで遭遇していたかという時系列の順になっ

ているので，それが逆転することはありえないことからも証明できる.しかしな

がら，ノード列の途中のノードが次のノードへの経路をそこで生成したノード列

と置き換えた時，ループが生成される可能性がある.これには 2 つの場合が考え

られる.どちらの場合も，ノード問でノード列 [n ゎ叫十1，…川ω] の部分列 [ni ，ni +1 l 

を列 [n ゎml ，…，m z-l ，ni+ll で置き換えたとする.
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1.列 [m I， .・ .， mz-1l の中に 叫 (i + 2 三u 三ω) が含まれている場合

2. 列 [m1 ，…，mz-1l の中に 既に同じ RREQ メッセージを転送したノード Z が

含まれている場合

いずれの場合でも RREQ メッセージは目的地に伝達されるが，以下のようにルー

プを除去できる.

1の場合では，単純に，得られた列から部分列 [n v，…川v-1l を除去することで解

決できる. 2 の場合では，ループを検出した時は既に， RREQ メッセージがループ

に沿って伝達されてしまっているため， RREQ メッセージの伝達時にこのループ

を除去することは出来ない.ただし， RREQ メッセージが目的ノードに到達した

時，それまで経由してきた経路履歴から経路が最短になるようにループを切断す

ることで， RREP メッセージを送るときはこの冗長なループを回避できる.

ここで，置き換えによる無限ループが発生する可能性の有無について検討する.

どのようなノードで生成されたのようなノード列も有限長であるため，異なる部

分列による置き換えはいつか終了することが保証できる.したがって，ある部分

列の中に同じ部分列による置き換えが発生することがないか，ということだけを

調べれば良い.そのような状況は以下のようにモデル化される.まずノード問

で、受け取った RREQ メッセージに含まれているノード列が [ni ，向 +1 ぅ…川ωl であ

ったとし，その部分列 [ni ，叫+1 lを[ni ，m1 ，…，m z-1 ，ni+1l で置き換えて，新しい列

[ni ，m1 ，…ぅ m z-1 ，n i+ 1ぃ・，nwl が得られたとする.その後いくつかのノードに転送

され，ノード mj が [mj ，…，m z-1 ，ni+1 ， ...川 wl を含む RREQ メッセージを受け取

る.ここでまた， [mρmj +1 lが [mj ，h 1ぃ..， hS-1' mj+1l で置き換えられ，新しい列

[mj ， h 1，…，hs-1' mj+1 ，…，m z-1 ，叫+1 ，…川ωl が得られたとする.ここで，置き換え

た部分列 [mj ，h 1，…，hS-1 ぅmj +1 lが [ni ，ni +1 lを含むとする.つまりその場合 ，hl = 向

かつ hl十1= 問+1 であるようなインデックス lが存在するといえる.この場合，ノー

ド列 [mj ，h 1，• ・.， hS-1' mj+1' …，m z-1 ， ni+1 ，…川ωl は

[mj ，h 1，…，ni ， n i+ 1， ...hs-1' mj+1 ，・・，m z-1 ，ni+1 ， 川ω]

と表記することができる.これは問+1を 2度合むため，ノード mj はループを検出・

除去し，[mj ， h 1，…，nゎ問+1 ぃ・・川ω] が得られる.この得られた列によると， RREQ
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メッセージは再ぴノード叫に届けられ，そこで部分列 [ni ，ni +1 lの同じ置き換えが

行われてしまう.

CHR プロトコルではこのような状況は生じない.ノード列の定義からこの事実

を証明するため，このような状況が生じるための必要条件を考える.その条件は

以下に示す状態を同時に満たす瞬間がある，ということである:

(i) m j+ 1 が mj の隣接グループから離れた後で， m 3 がηi+ 1 の中継ノードとして

m を指定する.これはノード列 [mρ ・・?ηi ，ni+ 1ヲ・・， mj +1 lを構成するために必要とな

る.

(ii)問 +1 が問の隣接グループから離れた後で，叫が mj +1 の中継ノードとして

mj を指定する.これはノ}ド列 [ni' .・， mρ mj +1 ぅ・・?叫+l lを構成するために必要と

なる.

しかしながらこの 2状態は明らかに排他的である.理由は以下の通りである.一

般性を失うことなしに，mj が状態 0) に含まれると仮定できる.その後，ノー

ド列 [mρ ・・，ni ，叫+1 ，'" mj+1l を維持するためには， 77Zj はmj +lと遭遇してはいけな

い.しかしながら ，ni が状態(ii)に含まれている時はいつでも，この後で mj と

問 'j+ 1 が遭遇しなければならず，結果として m 3 は状態(i)から外れる.したがっ

て，どのような時刻においても上述の必要条件を満たすことはない.

3.2.4 経路最適化

CHR では，ピーコンメッセージに隣接情報を含ませているため，結果的に 2 ホッ

プ以内のトポロジを把握することになる.この情報を中継を行う際に利用するだ

けでなく，プロトコルの性能を改善するために活用することができる.

その 1つは， 2 ホップ以内の遭遇テーブルの最適化である.これまで遭遇テーブ

ルの中継ノード欄の更新は

(1)遭遇して自分自身に設定する時，ならびに

(2) 離脱を確認したのちに中継できるノードを発見した時，

に行われると述べた.この (2 )に関して，中継ノードを最初に発見した時だけで

なく，中継できるノードを発見するたびに更新するようにする.そうすると，中継

ノードは最新，または最適であるノードに設定されることになる.なぜなら，中継

できるノードが複数存在する聞はそれらからビーコンメッセージを受け取る度に
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更新することになるが，徐々に目的ノードとの距離が長くなっていくと中継でき

るノードが減っていき，最終的にはちょうど中心にいるような，最も中継者とし

て効率の良いノードだけが中継できるようになるためである.ただし， 2ホップ以

内にいることがわかった場合も，未遭遇なノードに対するエントリを新たに作成

することはしていない.これは不用にエントリ数が増えるのを避けるためである.

もう 1つは経路最適化である. CHR では，上述したループ回避により冗長な部

分経路を省くことができる.それに加えて， RREP メッセージを伝達する際， 2 ホッ

プ内のノードに関する情報を使った経路の短縮化ができる.例えば，送信者向へ

のRREP 送信経路 [ηm …，nj ぃ・川ゎ…川0] に対し，ノード nj がノード叫と 2 ホッ

プ以内にいれば， RREP メッセージを叫にショートカット転送することができる.

3.2.5 その他の考察

接続性の判断基準 2 つの隣接ノード間の接続を決定する判断規準は，性能に大き

な影響を与える.一般的には，受信ビーコンメッセージ数から，送信メッセ}ジ

数に対する受信メッセージ数の割合である受信率を出すという方法 [35] がとられ

る.移動の早すぎるノードや信号の弱いノードなどを除外するため，関値は慎重

に選ぶ必要がある.

CHR では双方向接続を仮定しているため，接続性評価結果もビーコンメッセー

ジによって定期的に交換しなければならない.

エントリ有効期限 遭遇エントリの TTL の初期値は，適用状況や，ノード移動性

などによって調整しなければならない.低速な移動性の下では，大きな値にする

ことで高い経路発見性が得られる一方，高速であったりランダム性の高い移動性

の下では， トポロジ変化に対応するために低い値にする必要がある.次節に記述

する実験では，性能の差を測定するために 3つの初期値をを用いて比較している.
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|シナリオ番号 2 3 

アプリケーション Disaster Relief (Fig. 1) 

地理状況 Free Space Simple Street Manhattan Street 

領域 500x500 (mxm) 

移動モデル RWP Mobility MHMobility Evacuation Mobility 

シミュレーション時間 1，000 (sec.) 

ノード数(各瞬間) 50 ，100 ，300 ，500 200 ，300 300 ，500 

速度 [0.5 ，2.0] (m1 s) (waypoint 毎で、 [0.5 ， 2.0] (m1 s) (ノード

ランダムに決定) 初期化時にランダムに決

定)

通信要求パターン 各ノードで毎秒 0.02% の確率 避難所から (2 秒に 1 回)

でランダムに選んだ、相手に発 ランダムに選んだ相手に

生 発生

遭遇エントリの TTL 初期 50 ， 100 ， 200 (sec.) 

値

無線範囲 75 (m) 

ピーコン間隔 10 (sec.) 

PHY&MAC IEEE802.11 

表 1:シミュレーション設定

3.3 シミュレーションによる評価実験

研究グループで開発されたシミュレータ MobiREAL[36 ，9] を用いて， CHR の

性能を評価した. MobiREAL シミュレータは，環境(障害物やノード移動)を現

実的に再現することで，移動無線ネットワークのシミュレーションを正確に行う

ことができる.ネットワークシミュレータと行動シミュレータから構成されてお

り，それが相互に動作することで実現している.ネットワークシミュレータ部分

は GTNetS[37] を改造して利用している.
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3.3.1 シミュレーション言支定

シミュレーション設定を表 1 に示す.シミュレーション領域は 500 メートル四方

で， 3パターンのシナリオで CHR の性能を評価した.フリースペースでのランダ

ムウェイポイント (Random Way-point ， RWP) 移動モデルによるランダムな通信

実験 (Case l)と単純な道路マップ(図 11) でのマンハッタン (Manhattan ，MH) 

移動モデルによるランダムな通信実験 (Case2) ，碁盤状道路マップでの避難行動モ

デルを用いた被災者救助のための通信実験 (Case3) である. RWP モデルは，ノー

ドがランダムな位置に移動する動作を繰り返す移動モデルである. M H モデルは，

格子状の空間に設定された複数のウェイポイント聞をノードがランダムに移動す

る動作を繰り返す移動モデルである.避難行動モデルでは，多くの人(避難者)が

避難所の方へ群がって移動している.また，道路でない場所に移動することので

きない人たち(被災者)がおり，その近くを動き回っている人(被災者の家族)も

いる(図 1 (b)) .救助隊は避難所におり，被災者の情報を得るために定期的にラ

ンダムな相手に通信要求を行う.

全てのシナリオで，ノードの速度は歩行者を想定している.通常 ffiEE802.11 デ

バイスの無線範囲半径は 75m より長いが，広すぎる無線範囲による大量のパケッ

ト衝突を避けるため，やや短めの値に設定した.また Case1 ，2 において，ランダ

ムモピリテイのランダム性を十分に発揮させるため，一定時間ノード移動を行わ

せた後にデ}タ計測を開始する.

比較対象手法として，ブロードキャスト探索 (BCAST) とZRP を用いた.

BCAST はRREQ をブロードキャストすることで宛先ノードまでの最短経路を発

見する. BCAST は経路の長さ，発見率において最適値を達成することができ，ベ

ンチマークとして用いることができる.

ZRP はハイブリッド式の手法で，各ノードは付近の一定範囲(実験では範囲を

2 ホップと設定した)内のネットワ}クを常に維持することで，短距離の通信を低

いオーバーヘッドと低遅延で実現することができる.ノードは自身の維持してい

るルーテイングテーブルから宛先ノードが発見できない場合，離れたノードに対

し宛先ノードの情報を問い合わせることで，遠距離のノードへの経路探索を実現

する .ZRP は経路探索のオーバーヘッドが低く，発見率が高いため，コスト対パ

フォーマンスの面において有効なルーテイングプロトコルと言える. ZRP に対し，
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CHR では一度会ったノードとの経路を隣接ノードとのピーコンメッセージのみで

維持できる.出会ったノードが広範囲に移動しても，遠く離れたノード間で経路

が維持でき，遠くのノードへの通信時にも経路探索メッセ}ジ数を減らすことが

できる. CHR はZRP と経路発見率，オーバーヘッド，経路長を比較することで，

近い性能を達成しながら，オーバーヘッドをさらに軽減する.
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3.3.2 基本性能の比較

最初に経路決定に遭遇エントリがどれほど効果的かを見るため，各通信要求に

対し，目的ノードに対する遭遇エントリを持つノードが最短でどれぐらいの距離

(hops) で見つかったかを計測した.同時に， BCAST を使って，目的地までの最

短経路もベンチマークとして計測した.以下ではノード数を N で表す.

ここでは代表として Case 1 (N=300) の結果を見る.エントリが見つかった距

離の分布については図 4 (a) に，比較対象のプロトコルとの距離の差の分布につ

いては図4 (b) に示す.これらの結果より， CHR では自分自身で目的ノードへの

経路を維持している(すなわち， 0 ホップ)か， 1ホップの探索で遭遇エントリを

持つノ}ドを発見できた割合が非常に高い.特に遭遇エントリの TTL 初期値が長

い方の CHR (200s) では， 80% 以上の場合で 1ホップ以内に目的ノードへの遭遇

情報がある .ZRP と比べても，より近くに遭遇情報があり，経路発見の効率化が

なされているといえる.

次に，実際のプロトコルの性能指標として，経路発見率(図 5 (a)) ，総パケッ

ト数(図 5 (b)) ，エントリ保持数(図 6 (a)) ，発見経路のホップ長(図 6 (b)) 

を測定した.

ここでの経路発見率とは，発生した経路要求に対し， RREP メッセージが発信者

に到達した割合を表す.あらゆる方向からの経路を探索する BCAST は 100% の経

路発見率であり，それに比べると CHR もZRP もやや劣る.しかしどのプロトコル

でも 95% 以上の発見率を示しており， CHR はパケット数削減をしながら十分な経

路発見率を保っているといえる.

提案手法 CHR では経路が見つからない場合，ブロードキャストで経路の補完を

行うことで，理論上は BCAST と同じ発見率を達成することができる.しかし，こ

の場合，最初に発見する宛先ノードエントリの有効性(たとえば，そのエントリ lこ

よる経路の発見率)の判断ができなくなる.そのため，当該実験においては，宛先

ノードのエントリが発見された後，その後ブロードキャストによる経路補完を行わ

ない方針で経路探索を行うことで，最初に発見した宛先ノードエントリだけを頼

りにどの程度の経路発見率が達成できるかを調べた.その結果，発見率は BCAST

より少々低いものの，多くの場合，遭遇エントリをたどるだけで経路が発見でき，

宛先ノードエントリの有効性を示すことができたと考えられる.
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具体的な CHR のパケット削減率は， BCAST の総パケット数に対して， 53 %以

上である.総パケット数とは定期的なビーコンメッセージの数と，経路構築時に

必要なコントロールメッセージの合計を表す.コントロールメッセージだけを比較

すると，よりその差は大きくなる. BCAST の経路構築時のメッセージは，その時

のネットワークの通信性能に大きな影響を与えると想定される.また，ピーコン

メッセージが同数である ZRP と比較して， CHR の方がコントロールメッセ}ジが

少ないことがわかる.キャッシュコスト(全シミュレーション時間中の平均保持エ

ントリ数の総和)が ZRP とほぼ同じであった CHR (TTL=200 s )に注目すると，

約 50% のコントロールメッセージしか必要としていない. CHR の TTL が短い場

合，キャッシュコストがさらに少なくなると引替え， RREQ 数が増えるが， Z貯 よ

り低いことが分かつた.

次にエントリ数の時間遷移に注目する .ZRP との最も大きな違いは，エントリ

数がおおよそ安定状態に入るまでの時間である. ZRP はすぐに 2 ホップ周囲のノー

ド情報を得るのに対し， CHR ではノード移動による遭遇で，徐々にエントリ数を

増やしている.そしてエントリの有効期限が過ぎてからさらに少し時聞が経過し

た時点で，ょうやくエントリ数が安定する.有効期限が長いほど安定時のエント

リ数は多くなっており，有効期限を細かく調節することで，比較的自由にエント

リ数を設定できることも予想できる.各ノードは自身と遭遇したノードの情報だ

けをエントリとするため，エントリ数は遭遇したノード数に比例する.また，エ

ントリに有効期限 (TTL) が付いているため，一定時間を経過すれば，エントリは

抹消される.このため，エントリ数が無限に増え続けることはない.

前述までの性能の優位性の代償として， CHR の発見経路長は増大する傾向とな

る.最短経路の目安である BCAST の平均ホップ長に対し， CHR (200s) では1. 4

倍近くの平均ホップ長となっている.これは経路維持を任せている中継ノード群

が，時間経過にしたがい別の方向に進むことによって生じると予想される.その

ため，有効期限が長くなるほど，発見経路も長くなっていることがわかる.
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3.3.3 エントリ有効期限の影響

CHR の性能を全体的に見ると，有効期限の影響は一貫性があることがわかる.

有効期限を長くすると，発見率はわずかながら低下し，パケット数もより削減さ

れる一方，エントリ数は増大し，経路長も長くなる.いずれも有効期限を長くする

ほど CHR の特徴がより強く反映されることがわかる.パケット数を優先するか，

キャッシュコストと発見経路の長さを優先するかの基準にしたがい，適切に有効期

限をきめる必要があると考えられる.

3.3.4 ノード密度の影響

次に Casel におけるノード密度の影響に着目する.経路発見率(図 7 (a)) ，経

路要求あたりの総パケット数(図 7 (b)) ，平均エントリ保持数(図 8 (a)) ，発

見経路のホップ長(図 8 (b)) の測定結果を示す.

まず低い密度ではどのプロトコルでも経路発見率が低下する. BCAST で経路が

発見できなかった場合の大部分は経路が存在しなかったためである.そのような

状況では， BCAST に比べて他のプロトコルではさらに発見率が低く，特に N=50

での CHR (200s) はBCAST の半分程度の発見率である.この点からは CHR は低

密度向けではないといえる.密度が増えてくると，どのプロトコルでも発見率は

高くなる.

その他のデータについては，経路発見率が十分高くなる密度での状況について

述べる.エントリ数に関しては， BCAST はエントリを持たないので O である以外

は， 'CHR もZRP もおおよそ同様の密度の影響を受けることがわかるが，密度増加

に対してわずかに ZRP の増え方が大きい. N=300 以上では CHR (200s) とZRP

が同等のエントリ数と考えてよい.

密度の増加に対して，経路要求あたりのパケット数の増加率が最も大きいのは

BCAST である.経路発見率がほぼ 100% になった以降は，おおよそノード数に比

例した量のパケット数が1つの経路を発見するために必要となっている.ノード数

が増えれば経路要求も増えると考えれば，通信量増加が与える影響は大きい.そ

れに対し CHR とZRP はわずかの増加に抑えられている.さらにエントリ数が同

じである CHR (200 s) はZRP より明らかにパケット数増加が少なく，エントリ
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数が少ない CHR (50s) もわずかながら ZRP より増加率が低い.つまり CHR は高

密度な状況でも比較的少ない通信量で経路探索が行えるといえる.

平均経路長に関しては，十分な経路発見率の下ではどのプロトコルでも密度の

影響はほとんどない.

次に他のシナリオでの結果を解析する. Case2 (図 9 と図 10) では Casel と大き

く変わる点は少なく，前述の CHR の特性がここでも見られる.パケット数の削減

も十分になされている.なお平均保持エントリ数が， Casel より Z貯に比べてや

や多くなる傾向にある.これは道路の方が広場に比べて，周辺のノード数が少な

いにも関わらず遭遇が起きやすいことを意味している.
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図 11 :Case2 の道路マップ
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3.3.5 シナリオの状況による影響

具体的な応用例を再現した Case3 (図 12 と図 13) のシナリオでは，若干の変化

が見られる.まずエントリ数が有効期限によってあまり変化していない.これは

ほとんどのノードが同じ方向に動くため，遭遇があまり起こらず，自分の周囲の

ノードに対してしかエントリを持たないからである.その結果として，パケット

数削減率も他のシナリオに比べると小さい. BCAST と比較した場合は削減されて

いるが， ZRP と比較した場合は，エントリの有効期限によっては削減率が小さい

場合もある.しかしエントリ数を考慮した場合，パケット削減率は十分高い値を

達成しているといえる.また，経路長の増加が少ないことも目立つ.これは中継

ノードが別方向に行くことがないためであると思われる.

つまり CHR が効果を発揮するのは，ノード密度が十分にあり，遭遇が頻繁に起

こり，分かれ道が少ないような状況であることが予想される.

3.3.6 ノード速度による影響

CHR では，ノードの速度が極端に遅い(静止に近い)場合，ほとんどのノード

と遭遇できなくなるため，経路探索はブロードキャストとほぼ同じになる.ノー

ド速度が極端に速い場合に関しては実験をしていないが，エントリの有効期限に

対し，ノードが移動する距離が長くなり過ぎ，結果としてノード密度の低い場合

はブロードキャストによる経路補完が多くなったり，ノード密度が高い場合は発

見した経路のホップ数が多くなったりすると考えられる.

その他の実験結果については，図 15 から図 19 に示す.
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3.4 結言

本研究では， MANET 用のルーテイングプロトコル Contact-based Hybrid Routing 

(CHR) を提案した. CHR のノードは，遭遇した各ノードへの潜在的な経路を維

持しており，その経路は中間のノードが維持している潜在経路によって補完され

る.この方針が，メッセージのオーバーヘッドを増やすことなく経路情報を伝達

するのに効果的であることをシミュレーション実験を通して示した.シミュレー

ション実験では，単純なマップにおけるランダムモピリテイモデルと，被災した

市街地における避難者と被害者と救助隊のモデルを用いた.実験を通して，ノー

ド密度が高く，遭遇が頻繁に起こり，分れ道の少ない状況で CHR は効果を発揮で

きると分かつた.
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4 車両の移動特性を考慮、した安定性の高い車車間ルーテ

ィング

4.1 序言

近年，高度な交通システムの実現を目指し， DSRC やVICS ビーコンなどの狭域

通信器が徐々に路側や庖舗などに設置されつつある.しかし，これらインフラの

完全な設備と展開には膨大なコストと年月がかかる.さらに，維持整備コストの

観点から機器の更新は安易にできないといった問題点もある.これに対し，固定

インフラを用いない車車問マルチホップ通信技術を利用し，固定基地局との通信

範囲を拡大する補完的な役割を持たせることが考えられる.たとえば，近距離無

線基地局や事故現場などに停止した緊急車両から，事故現場手前の交差点を通過

しようとする車両に事故渋滞映像を配信して迂回を促すような事例(図 20 (a)) 

や，無線基地局が提供するインターネットサービス対象領域を近隣の駐車場に拡

大する事例(図 20 (b)) などが考えられる.これらの映像ストリーミングや双方

向通信サーピスはリアルタイム性が求められるため，データ遅延および損失が少

ない安定性の高い経路を構築することが求められる.

通信経路の切断の主な原因として，マルチホップ通信経路を担う車両群の目的

地や移動速度が異なることにより互いの通信範囲から容易に離脱してしまい，結

果として通信リンクが切断しやすいことがあげられる.したがって，この問題を解

決すれば，経路切断をなるべく抑制し，安定した通信を実現できると考えられる.

そこで，低いデータ遅延及びデータ損失でリアルタイム通信を実現することを

目的とし，車両の移動特性を利用して安定性の高い経路を構築する車車問ルーテイ

ングプロトコル GVGrid を提案する. GVGrid はGPS などの測位機器と電子地図に

より，各車両が地図上での存在位置を識別できると仮定し，車両がそれに沿って

移動する可能性が高いと想定される道路経路上の車両群による通信経路を，移動

しない送信ノードから目的領域内の車両に対し構築する.道路上でノードを選択

する際も，なるべく同じ移動方向，近い速度で移動するノードを選択することで，

速度差を緩和する.また，発見した経路候補が複数存在する場合，なるべく右左

折の少ない道路上の経路を選択することで，右左折による通信リンク切断可能性
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図 20: GVGrid の応用例

を軽減する . これにより通信経路の生存時間を向上させる . さらに，構築した経

路が存在する道路を記憶し，経路切断時にその道路上のみで通信経路を再構築す

ることで，経路を再探索するオーバーヘッドを削減し，通信経路を復元する . 位

置情報を用い，深さ優先による経路探索を行う車車問ルーテイング GPCR[33 ]と

比較したシミュ レーションを行った結果， GVGrid の通信経路の生存時聞がより長

いことカfわかった.

提案した GVGrid のように，車両の移動特性を利用し，車両群の移動先を予測

して経路を構築する手法はこれまでに提案されていない独創的なアイディアであ

る. これまでの手法では，いかに最短経路でルーティ ングプロトコルを設計する

か，などといった，一般の移動端末アドホ ックネットワークにおけるコストの観点

にのみ着目されていた. しかし，歩行者などと異なり，車両は道路上を交通規則

に沿って移動するため，かなり移動特性が解析しやすいといった利点がある さ
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らに近年はカーナピゲーションの高機能化により，高精度の位置情報及び，移動

方向などのセンシング情報が比較的容易に取得できると考えられる.これらの特

性及び現状を踏まえ，より安定度の高い通信経路構築を目指した提案手法は従来

手法にないオリジナリテイの高い，実用的な発想、に基づいているといえる.
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図 21: 無線距離 T とグリッドサイズ ωの関係

プロトコル設計4.2 

GVGrid の前提条件として，各ノードは近距離無線デバイスを装備し，一意な E

子地図は有向グラフ G = (E ， V) で表される .E は道路セグメントの集合，V は交

差点の集合とする.道路セグメントは隣接する 2 つの交差点間の道路を表し，各

また，各セグメントには国道番号などの道路識別

子が(もしあれば)与えられているとし，各ノードは道路セグメントが同じ道路

上のものかどうかの判断ができるとする.各交差点にはその位置情報も付随して

また， GPS などの測位装置と電子地図を装備しているとする.電を持っとする.

方向ごと 1セグメントとする.

いるものとする.各ノード u は測位装置と電子地図により，自身の位置 P(u) ，自

そのセグメントの両身が存在するセグメント識別子 S(u) 及び道路識別子 R(u) ，

端の交差点識別子及びそれら交差点の位置情報がわかっているとする.

GVGrid は地理領域をグリッド(文献 [38 ，39 ， 40 ， 41]) に分割する.あるグリッ

ドに隣接する周囲 8 グリッドをそのグリッドの隣接グリッドと呼ぶ. グリッドにあ

グリッド

サイズωと無線範囲 γの関係を ω= V2 r/4 と定義する(図 21) .なお，グリッド

サイズ ωが各ノードにおいて既知の場合，経度 Z 分，緯度 U 分の座標のノード U

の存在するグリッド ID G(v) を下記のように定義する.

る各ノードは隣接グリッド内のすべてのノードと通信可能であるよう，

、‘，，ノ
咽
E
i

〆，.、、G(v) = Gx(v) * W + Gy(v) 
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ただし，Gx(v) は Z のメートル表現の切による商，Gy(V) は U のメートル表現

の切による商，w はGy(V) の最大値より大きい定数とする.w はらい)の最大

値より大きい定数であるため，グリッド E は Z およびU より一意に決定される.

これにより，各ノードは共通パラメータ ω及び W からある位置を含む一意なグ

リッド番号を計算することができる.

GVGrid は2地点開通信経路をオンデマンドに構築し，維持するプロトコルであ

る.始点ノード S と，終点座標 d に対し， GVGrid は道路経路に沿って，d を含むグ

リッド G(d) への経路を探索して構築する.構築した経路が切断した場合， GVGrid 

は始めに通信経路を構築した道路経路上でのみ経路の再探索を行い，これが失敗

した場合， GVGrid は経路を放棄し，再度始点ノード S と終点座標 d に対し，経路

を探索して構築する. GVGrid は経路構築プロセスと経路維持プロセスからなる.

4.2.1 経路構築プロセス

経路構築プロセスでは， LAR[21] のメッセージ削減手法に基づき，メッセージ

を転送する際 8 とG(d) を含む領域を予め転送領域として設定し，この領域内の

みでメッセージを転送する.

S から G(d) へ経路を探索する場合 8 はG(8) に隣接しておりかつ転送領域内の

各グリッドから， 1ノードずつ選択し(この選択方法は後述する)， RREQ メッセー

ジを転送する.転送した経路探索メッセージ (Route REQuest ，以下 RREQ) には S

のノード ID ，8 が存在する道路セグメント ID S(8) ，道路ID R(8) 及ぴグリッド D

G(8) が含まれている. RREQ メッセージを受信した各ノードは，同様の選択方法

で転送領域内の隣接グリッドごとに 1つノードを選択し，自身のノード ID ，自身が

存在する道路セグメント ID ，道路D 及びグリッド E を追加した RREQ メッセー

ジを転送する . G(d) の隣接グリッド内のノードがRREQ を受信した場合，ノード

はG(d) 内のもっともノード ID の若いノード d' を指定して RREQ メッセージを転

送する . d' をG(d) の代表ノードとよぶ. d' は最初の RREQ メッセージを受信して

から一定時間は他の RREQ メッセージの到着を待ち，受信した複数の RREQ メッ

セージから後述する基準に基づき最も品質の良い通信経路候補を選択し，その経

路を辿り S へ経路決定 (Route REPly ，以下 RREP) メッセージを送信することで

経路を決定する.ただし， RREP には選択された RREQ に記録されていたノード
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図 22: RREQ メッセージの転送例

D 列とグリッド D 列を含める.

図22 はRREQ メッセージの転送例を示している.ここでは sはグリッド 54 に

存在し，宛先領域はグリッド 11 である . sはまず転送領域内の隣接グリッド (44 お

よび 53) からそれぞれ転送ノードを選択し， RREQ メッセージを送信する.それ

らの転送ノードは RREQ メッセージの受信後，同様に転送ノードを選択し， RREQ 

メッセージを転送する. RREQ メッセージが宛先領域(グリッド 11) の隣接グリッ

ド (12 および 21)内のノードに転送された場合，ノード番号の最も小さいノード

d' を宛先領域内から選んで RREQ メッセージを転送する . d' は受信した RREQ メッ

セージに記録された経路情報に基づき，経路を確定する.

隣接ノードの選択方法 ノード u が隣接グリッドから RREQ メッセージを転送す

るノードりを選択する方針は以下の通りである.なお，以下は S( 匂)と S( り)が交

差点、を 1つ以上共有しているような v (すなわち同一，逆方向，あるいは隣接道

路セグメントに存在する v) のみを対象とする.
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図 23: 隣接ノードの選択例

1. S(U)=S( υ) の場合， 2ノードは同じ道路セグメントにあるため，近い速度で同

じ方向に移動していると考えられる(図 23 のノード b) .また，S(U) i- S(V) ， 

R(u) = R( υ) ，かつ Dir( 匂) = Dir(v) の場合，交差点を越えた同じ道路上の

同方向の道路セグメントに U が存在する(図 23 のノード d) . これらのノー

ドを最も優先して選択する.なお u とU との距離がωに近いほど，経路上

のノード間の間隔が一定になり，距離の離れによる切断が発生しにくいと考

えられるため u にとっては，隣接グリッド内に理想位置が存在する.上記

の条件を満たす複数のノードが存在する場合， ω に近いほど，優先度を高く

する.ただし ，S(u) とS( り)に共有される交差点がグリッド内にあれば，そ

の交差点を理想位置とする.

2. S(u) ヂS(v) であるが，R(u) = R(v) かつ Dir( 匂)チ D 甘い)である場合 v

は交差点を共有する同じ道路上の逆方向の道路セグメントと考えられる.こ

の場合，最初の通信経路としては距離が離れて切断する可能性が大きくなる

ため， 2番目に優先して選択する.上記の条件を満たす複数のノードが存在

する場合，前述の方法と同様に理想位置に基づき優先度を決定する.

3. S(u) ヂS( υ) かつ R(u) i- R( υ) である場合は最も優先度を低くする(図 23

のノードα，g， i). 上記の条件を満たす複数のノードが存在する場合，前述

の方法と同様に理想位置に基づき優先度を決定する.
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o N1 

o N2 

o N3 

o N4 

N1: RREQ をすでに受信した場合，最長パーストで RREQ を阻止

N2: 経路をすでにキャッシュしている場合，優先度が高い

N3: 同じ道路にあるノード， L1 ， L2 はそれぞれ移動方向と距離による優先度

N4: 異なる道路にあるノード L2 は距離による優先度

図 24: 隣接ノードのブラックパースト長

一般に，これらの情報は Hello メッセージを定期的に隣接ノードと交換すること

で収集できる.あるいは，ブラックパースト(B1 ackburst) [42] と呼ばれる手法を

改良して用いることもできる.ブラックパーストは，もともと ffiEE802.11 におけ

る音声通信をサポートするためにノードにチャネル利用の優先度を与えるための

技法であり，ノード検索要求に対し，各ノードは優先度に比例したパーストを発

生する.パースト発生後にチャネルがビジーでなければそのノードがデータを送

信できる.

GVGrid ではこのブラックパーストを以下のように改良する.ノード U はあるグ

リッド g から隣接ノードを選択するとき， NREQ メッセージを送信する .NREQ

には対象グリッド IDg ，u の道路セグメント ID S(u) ，及び道路 ID R(u) ，移動方

向 Dir(u) ，匂の座標 P(u) を含める.これを受信した各ノードりは，まず自身の

グリッド名 G(v) が g と一致するか否かを確認する.異なっていれば NREQ を破

棄し，一致していれば以下の方針でパースト長 B Zen (υ) を決定する.以下， α，β，

γ， t5 を定数とし，“α>s> γ+ 2" 及び“γ> t5 + 1" を満たすとする.

• B zen (り)=α *T: 最長パーストであり，グリッドにすでに RREQ メッセージ
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を転送したノードが存在しており，例えばメッセージ数削減などの目的のた

め， RREQ メッセージの転送を防止したい場合に与えられる.

• BZen(v) = s*T: 経路維持プロセスにおいて，経路の再探索時に，通信経路の

一部をキャッシュしているノードがこのパースト長を設定することで，キャッ

シュを保持するノードが優先的に選択される.

• BZen(v) = {γ + Dir(u ，v) +勾ザ} *T: 前述の(欣ぴ (2) に相当するパー

スト長を表す.巧鮮はりと理想、位置との距離によるパ}スト増分を表し，

Dir(u ，v) はDir( 匂) = Dir( υ) の場合にしそうでないときに 0 である.この

値が 1 であるときは前述の (1) に相当し，そうでなければ(2) に相当する.

• BZen (v) = {8 +鴇斗 T: 前述の (3) に相当するパースト長を表す

なお，上記の α，β，γ，8の大小関係式は，上述の順でパースト長が短くなるため

の条件である.図 24 に，この条件を満たす最小の整数値 (8 を最小の正整数値 1

とした場合に決定される最小値 γ = 3， s = 6，α =  7) を利用した場合のパース

ト長の例を示す.

なお，ノード密度が高い場合， Hello メッセージはトラフイツクやメッセージ衝

突頻度の増大を引き起こす可能性がある.これに対しては交換頻度を静的もしく

は動的に調整することで対応できる.ただし，交換頻度やノードの移動速度の増

大に応じたノード位置情報の誤差が発生するため，これらはトレードオフとなる.

ブラックパーストは，完全なオンデマンド方式で適切な隣接ノードを選択するこ

とができるため正確な位置情報が得られるが，ブラックパースト長の誤差とノー

ド密度によっては，正しいシグナルが他ノードのパーストに妨害される可能性が

ある.提案手法は隣接ノード情報の収集において，特定の方式に依存しているわ

けではないため，利用環境などに応じて適切な実装方法を選択することができる.

経路選択のメトリック 本論文では RREQ メッセージから得られる道路経路情報

から適切な通信経路を選択するために， (i) 道路経路上での 2 ノードの走行距離，

(ii) 道路経路の交差点数，及び (iii) それら交差点のうち右左折を必要とする回数，

が2 ノード聞のリンクの生存時間にどの程度影響を与えるかを実験により調査し

た.この目的のため， NETSTREAM[43] 交通流シミュレータを用いて，格子状の
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道路からなり，交差点間のセグメント長が 50m から 500m まで， 50m 刻みで変更

した地図を用意した.これらの地図において， 0 から 8個の交差点を持つ道路経路

を選んだ.そのため，道路長は最短 50m から最長 4500m となった.また，各交差

点では，ノードは一様な確率で直進または右左折するようにした.すべての地図

において，ノード密度は同じになるように設定した.このもとで， 2 ノード間のリ

ンク接続率 (2 ノードが道路経路に同時に存在していた時間に対する， 2 ノード聞

が直接通信可能となった時間総和の割合)を観測した.実験結果は図 25(a) に示す.

なお，ノードの無線範囲を 200m とした.図 25(b) ，図 25(c) は図 25(a) において，

それぞれ走行距離，交差点数のみに着目した場合の結果を示している.

図 25(b) より，ノードの走行距離の増加に応じて，リンク接続率はおおよそ線形

的に減少していることがわかる. 2 ノードの走行距離が短い聞は，信号などでノー

ド間距離が若干増加しても互いの通信範囲内にとどまっている可能性が高いが，走

行距離が長くなるにつれて，それが通信範囲より大きくなる可能性も増加するこ

とから，得られた結果はおおよそ想定通りであるといえる.図 25(c) より，交差点

数の増加によるリンク接続率の低下は線形的であることがわかる.また，図 26 は，

1200m の経路長，交差点数 9 である道路経路において，その交差点に占める右左

折が 0 回から 9 回の場合のリンク接続率を示している.明らかに，右左折回数が

少ない場合にリンク接続率が非常に高く，右左折数増加に対する接続率の低下率

がかなり大きいことがわかる.

発見する複数の通信経路の品質を判断するために，通信経路に含まれる各種の

道路パターンに応じてどの程度の確率で経路切断が発生するかの係数(単位時間

内の切断回数)を定式化して求めた . R dis は経路の切断係数を表し，大きい値は

経路が切断しやすい意味を表す.γ は無線範囲， ωはグリッドサイズ，V はノード

の平均速度， C は信号長，p は信号通過可能時間(青信号)の C に占める割合，。

は車両が道路を変更しない(右左折しない)確率とそれぞれのパラメータを設定

した.

R dis = 占十託 +x* 器三品+ドヰ旦 +z*{ ヰ旦+裂き器)

-土: Case 1 :固定送信者と lホップ目の車両間の切断係数を表す.送信者は

動かなく，送信者と 1ホップ目の距離はおよそ 1 グリッドサイズ分であるた

め， 1ホップ目のノードが送信者の送信範囲から離れるまでの時間の逆数で
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切断係数を表すことができる.

• ~~ : Case 2 :宛先グリッドのリーダノードが宛先グリッドを離れる切断係数

を表す.リーダノードが宛先グリッドの中心にいると仮定し ，1fT αc3ω 12 以

上の距離を移動すれば，宛先グリッドに対するブロードキャストができなく

なる可能性が発生する.この距離を V で割ることで切断係数を表すことがで

きる.

• x *持喝 : Case 3-a :交差点はないが，信号のある道路パターンの切断係数

を表す. x はこの種の道路パターンの数を表す.単位時間(1とする)内の

信号変化回数はさであり，毎回赤信号の信号時間に占める割合は 1-ρ であ

る.経路上ノードは同じ方向に移動するノードであるため，赤信号のときの

み距離が大きく離れ，経路が切断する可能性がある.この切断係数は Case 1 

と同じ占である.古川 1-ρ) *占から μ 探三誌が得られる.

• y * ヰ旦 : Case 3-b :信号はないが，交差点のある道路パターンの切断係数

を表す. y はこの種の道路パターンの数を表す.ノード間の距離はおおよそ

切であり，その距離がさらに ω以上離れれば，ノード間のリンクが切断する

こととなる . 1-0 はノードが別の道路に変更する比率を表すため，ヰ旦で

この種の切断係数を表すことができる.

• z * {円当十号制} : Case 3-c :信号のある交差点を表す z はこの種の

道路パターンの数を表す.この種の交差点は Case 3-a 及び、 Case 3-b の複合で

ある ノードが道路を変更しない場合 (0) ，赤信号による切断係数は持劫

である青信号のとき (ρ) ，道路変換による切断係数はヰ旦である . 0 * 
持若 +ρ ヰ旦で信号のある交差点の切断慨を表すことができる

これらのパラメータを適切に設定することで，多様な道路パターンを経由する

通信経路の切断係数を見積もることができる.

ルーティングテーブルの更新 RREP メッセージを転送する際，経路上の各ノード

は， RREP メッセージ内に記録されていたノード E 列から，自身の前方及ぴ後方
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のノードをルーテイングテーブルに記録する.また，グリッド ID 列も記録する.

グリッド D 列は道路経路形状を表しており，経路維持プロセスで用いられる.
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図 25: 走行距離及び交差点数とリンク接続率との関係
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4.2.2 経路維持プロセス

経路維持プロセスは，経路が切断した場合，経路探索で発見された通信経路が

存在する道路経路を含むグリッド上に存在しないノードを経路から切り離し，そ

れらのグリッド上のみから代替ノードを探すことで，その道路経路に沿った通信

経路を復元させる.このグリッド列を道路経路グリッド列と呼ぶ.

ノード S から G(d) 内のノード d' までの通信経路は，中間ノードの移動や，d' の

G(d) からの離脱などにより切断される場合がある.経路上の各ノードは，自身の

前後ノードとのリンク切断が発生した場合，自身が現在存在しているグリッドが

道路経路グリッド列に含まれないと判明すれば，自身と接続しているノードとの

リンクを強制切断する.これにより新たなリンク切断が発生し，道路経路グリッ

ド列上に存在しないノードは同様の動作を行う.その結果，道路経路グリッド列

から離脱したノードはすべて通信経路から外される.

前方ノ}ド(経路上での d 側のノード)とのリンクが切断されたが道路経路グ

リッド列上にあるノードは，以下に述べる経路維持プロセスを開始する.各ノード

は道路経路グリッド列における自身のグリッドの前方グリッドから代替ノードを探

し，自身の記憶した道路経路グリッド列を含む経路維持メッセージ (Route RePaiR ， 

以降 RRPR) を送信する.その際，切断した通信経路の残存ノードが存在すれば，

そのノードを優先的に選択する.これにより，道路経路グリッド列上にある残存

経路を最大限に利用できる.再構築が不可能な場合，そのノードは経路エラーメッ

セージ (Route ERRor メッセージ，以下 RERR) を送信ノード S に送信する.この

場合，ノード S は経路構築プロセスを実行し，新たな経路を探索する.

図27 を用いて経路維持プロセスを説明する.図 27(a) は，初期経路を表す.図

27(b) では，ノード s，1間のリンクは距離が離れたことにより，またノード 4，5間

のリンクは障害物により，リンクが切断した状態を表している.経路の切断が発生

した場合，全ノードは自身の状態をチェックする.このとき，ノード 5 とノード 4

は自身が初期経路から外れたことに気付くため，経路から強制切断する(図 27(c)).

残りのノードは切断した前方グリッドから代替ノードを選択し，残存経路と接続

することで，道路経路グリッド列に沿った通信経路を復元している(図 27(d)).
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仁口;: : :=;♂竺二

(a) 経路構築プロセス実行直後の通信 (b) リンク (s ，l) と(4 ，5) が切断した

(c) 道路経路グリッド列を外れたノー (d) 復元された通信経路

ドを通信経路から排除した様子

図 27: 経路維持プロセスの実行例
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図 28: 吹田市役所付近 C1， 2oom 四方)

4.3 シミュレーションによる評価実験

GVGrid の性能を評価するために，道路交通流シミュレータで大阪府吹田市役所

付近の道路地図を再現し， 15分間のノードの移動ログを作成した.地図は約 1200m

x 1200m で s とd の直線距離が 600m ，800m ， looOm ， 1200m ， 1400m で，ノー

ド密度は 560 台/km h 車両平均速度が 8.3 m1 s(3 0kmlh) - 16.6m/ s( 60km/h) ，グリッ

ドサイズが 70m ，無線範囲は 200m ，シミュレーション時間は 600sec とした. ま

た，交差点の中心から 30m 半径の範囲は見通し可能な空間とし，どの道路セグメ

ント間でも通信可能とするが，それ以外の範囲においては異なる道路上の道路セ

グメント聞は障害物により通信不可能とする (閉じ道路上のセグメントは通信可

能とする) . 

GVGrid の比較対象として， GPCR を実装した. GPCR はGPSR の車車開通信版

で，高い経路の発見率を目指した深さ優先探索手法である . GPCR は，建物などで

電波の周辺への伝播は阻害され，電波の届くノードは同じ道路上にある可能性が

高いという前提の下で送信ノードから目的ノードへの経路を構築する . GPCR で
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経路を探索する時，各ノードは隣接ノードの中で最も目的ノードに近いノードを

選択し，メッセージを転送する.経路探索メッセージがノードを発見できない場

合は逆戻りし，手前の交差点で反時計周りの方向へ迂回路を探索することで，経

路の発見率を向上させる.転送方向に交差点がある場合，交差点内のノードにメッ

セージを中継してもらうことで，建物などによる電波の遮断により経路ノード候

補数が減少することを防いでいる.経路が切断した場合は送信ノードから新たに

経路の再探索を行う.

また， GVGrid におけるカーナピ(電子地図)の装備率を変えて実験を行うこと

で，現実のカーナピの普及率における GVGrid の有効性を検討した.ノードはカー

ナピを装備することで道路パターンを認識することが可能となる.カーナピを装

備しない場合，ノードは道路パターンを認識できなくなり，位置情報のみで経路

を探索することになる.カーナピの装備率を設けることで，道路パターンに対す

る認識の有無が経路生存時間への影響を調べることができる.以下，車両に対す

るカーナピ装備率を X とし，GVGrid(X) で装備率 X の場合の値を表す.ただ

し，GVGrid(100%) は単に GVGrid と表記する . X < 100% において，カーナピ

を装備しない各ノードりは，位置情報の取得及びぴ、グリツド識別は可能であるとし，

隣接炉ノμ一ド晴選択アルゴリズムにおいて B Zen =
これは，カーナピが利用不可能なノードを通信経路に取り入れると経路の安定性

を損なう可能性があるため，最も低い優先度で、パーストさせることで，他にもっ

と良いノードがない場合のみ選択させるようにしている.このため，結果として

本来 GVGrid で選択されるはずのないノード(互いに接続していない道路上にある

ノード)もパーストするようになるため，経路発見率は高くなる可能性があるが，

通信経路が不安定になる可能性も高くなる.

4.3.1 経路構築プロセスに関する評価

図 29 に経路構築プロセスの性能を示す. GVGrid はGPCR と比較し，隣接ノー

ドを選択する基準が厳しいため，経路発見率の低下が予想されるが，車両密度が比

較的高い本実験において，大きな差異はみられなかった(図 29(a)) .なお，装備率

の低下に伴い発見率がわずかながら向上する理由は，電子地図を装備していない

ノードが道路形状に関わりなく選択されるようになり，結果として隣接ノードの
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図 29: 経路構築プロセスの性能評価結果

候補数が増加したためである.図 29(b) にRREQ メッセージ数を示す. GPCR は深

さ優先で探索を行うため，幅優先探索を行う GVGrid よりは少なくなるが， GPCR 

はHello メッセージにより， GVGrid はブラックパーストにより隣f妾ノードを選出

するため，両方の手法において RREQ メッセージ数そのものは少ない.
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図 30: 経路維持プロセスの性能評価結果

4ふ2 経路維持プロセスに関する評価

図30(a) は， GVGrid の経路維持プロセスが道路経路グリッド上で行う局所的な経

路再構築が成功した割合(これを経路再発見率とよぶ)を示している.なお， GPCR 

は経路切断時にはネットワーク全体で経路を再探索する.したがって， GVGrid の

経路再発見率は GPCR のそれより低くなると考えられるが， GVGrid は約 90% の経

路再発見率を達成しており，ほとんどの場合，道路経路グリッド上での局所的な

再探索のみで経路が再構築されることがわかる.なお， GVGrid は道路経路グリッ

ド上で再構築できなかった場合，ソースノードから新しい経路を再探索する.こ

れを含めた再発見率は図 29( 司の経路発見率とほぼ等しくなり， GPCR とほぼ同程

度の性能を達成できる.図 30(b) における RRPR メッセージ数も， RREQ メッセー

ジ数の場合と同様の理由により少ないことがわかる.

4.3.3 経路品質に関する評価

図 31 に通信経路上のリンクの平均生存時間を示す. GPCR は距離の遠いノード

を優先的に選んでおり，また，ノードの速度や移動方向といった車両移動特性を

考慮していないため，ノード聞の距離の増大によりリンクの切断が起こりやすい.

例えば送信ノードと目的領域間距離が 1400rn 離れている場合， 5秒弱でいずれか

のリンクが切断する.これに対し， GVGrid では距離が短い場合は 13 秒以上，距

離が長い場合も 10 秒前後はリンクが生存する.これより， GVGrid ではより切断
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回数の少ない通信経路を構成できていることがわかる.

図 32 は経路長(ホップ数)の比較示す. GPCR は距離の遠いノードを優先的に

選ぶため，経路の長さが短く，ホップ数が少ない.これに対し， GVGrid は隣接グ

リッドからノードを選択するため，ホップ数は GPCR より約 40% ぐらい長い結果

となったが，ホップごとに増加する通信遅延は数十 ms 程度のことを考えれば，数

ホップ長くなったとしても増加する遅延は 10 か200ms 程度で， GVGrid に応用する

アプリケーション(広告配信，情報散布など)における使用者にストレスを感じ

させるほどの遅延ではないと考えられる.これに対し，経路切断により生じる遅

延は少なくとも 2秒 (RREQ ，R阻 P) かかるため，若干の通信遅延増大と引き換

えに，経路切断回数を減らす方が有利と考えられる.
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図 31: 通信経路上のリンクの平均生存時間
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4.4 車車問ルーティングによるオーバレイネットワークの検討

これまでは， GVGrid を含む VANET ルーティングプロトコルやアプリケーショ

ンは，それら自身がVANET の流動性に対処するように設計が工夫されてきた.し

かし，個々のプロトコルやアプリケーションでネットワークの流動性を考慮した

設計を逐一行うことは，それぞれの設計開発者に負担を強いるだけでなく，流動

性の予測が困難であるためにシステムの性能を保証しにくいといった課題がある.

このことは VANET のアプリケーション開発や普及に大きな障壁となると予想さ

れる.そこで，高速に移動する車両ノードの動きを隠蔽し，各ノードがあたかも

静止しているような仮想ネットワークを提供することで，上位に位置するアプリ

ケーションやプロトコルの設計開発がより容易に展開できるようになると考える.

そのような機能を提供する車車問オーバレイネットワークを構築するプロトコル

を提案する.提案手法では，現実空間を道路単位に複数の領域に分割し，各区域

に移動車両の協調もしくは固定局による静的な仮想ノードを実現し，広域内の任

意の地点間の通信を容易にする仮想ネットワーク(図 33) を実現することを目的と

する.これにより，静的なネットワーク用のアプリケーションやプロトコルを容

易に展開させることができると考えられる.
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図 33 オーバーレイネットワークを応用した車車開通信

4.4.1 プロトコルデザイン

提案する手法は基本的に GVGrid をネットワーク層のルーティングプロトコル

として利用するため，ハードウエアに対する要件とグリッド分割の仕方は GVGrid

と一致である.

サブエリアの分割及びエリア内の通信 提案手法はグリッドを最小単位として，現

実空間を一定サイズ以下の小区域に分割する. この分割された小区域をサプエリ

アと呼ぶ. 右左折数がリンクの生存率に対して最も大きな影響を与えると見られ

ているため，サブエリア内の経路の安定性を向上させるために，一本の道路(部

分)を lつのサブエリアに区切ることが有効と考えられる. サプエリア内に DSRC

のような路側機が存在しているとし，そのサプエリアのリ ーダとしてサブエリア

内の経路を構築する . 図 34 では，サプエリアA は3 つの交差点及び往復 8 セグメ

ントからなる . 固定ノード aはサブエリア A のリーダとなり，サブエリア A 内の

すべての通信を管理する . その他の B ，C ， D ， E も同じく ，道路ごとサブエリア

に設定をした状況を表している. 道路をサプエリアにすることにより ，サブエリ

ア内のリンクの生存時間を向上させることが可能と考えられる .
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図 34: サブエリアの分割例
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(ゆb) 拡張後のパケツトヘツダ

表 2: GVGrid のパケットヘッダ

サブエリアリーダがサブエリア内ネットワークを構築する際，サブエリアの端

を含むグリッドを指定して GVGrid で経路を構築し，構築した経路を GVGrid で自

動的に維持する.サブエリアは一本の道路であるため，両端までに経路を構築す

ることで，サブエリア全体を覆う経路になると考えられる.経路上の各ノードは

定期的に交換するピーコンメッセージで周囲にあるノードの情報を収集し，これ

を経路を介してサブエリアリーダに送信する.このため，サブエリアリーダは自

身のサブエリア内の全ノードの情報を把握している.

GVGrid 本来の仕様では，経路上のノードはブロードキャスト機能を持つが，自

分のまわりにあるノードから受信したパケットを転送する機能はない.提案手法で

は， GVGrid のパケットフォーマットを拡張し，経路上のノードが受信したパケッ

トをソースノードに転送できるようにした.

表 2 は拡張する前とした後のパケットのフォーマットを表す.表 2(a) は本来の

GVGrid のパケットのフォーマットである. TargetGridID タグは送信先グリッド D

名を表し，経路上の各ノードはこのグリッドにパケットを配送する. Action タグ
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は送信先グリッドで実行する動作を表し， GVGrid の仕様では，ブロードキャスト

(BC) が唯一の動作である. Action タグがブロードキャストの場合，送信先グリッ

ド内経路ノードがパケットを受信すれば，そのグリッド内でブロードキャストす

る. SenderID タグは送信者の ID を表す. Contents タグにパケットの携帯するデー

タが格納される.このデータはアプリケーション層で解析される.提案手法の拡

張は， TargetNodeID タグ， Inter-SubAreas F1 ag タグ，及び一種類の Action の追加で

ある. Targe tN odeID は送信先ノードのB を表し，経路上ノードが TargetGridID タ

グで指定されるグリッドでブロードキャストする場合，この TargetN odeID タグで

指定したノード以外がパケットを受信しても破棄する. Inter-SubAreas F1 ag タグは

サブエリア同士間で通信を行う場合に使用する.追加した Action はリ}ダコネク

ション (L C)で，経路上のノードがこれを受信すれば，ソースノードであるサプエ

リアリーダに送信する.これらの新機能により，経路上の各ノードは，自身の電

波範囲内(自身のグリッドとその隣接グリッドの範囲)に対しゲートウェイ的な機

能を提供する.例えば，経路上のノード α付近のある一般ノード bがサブエリア

リーダにデータを送信したい場合，bは自分の周囲にある最も近い経路ノード αに

対し，パケットを発送する.パケットの TargetGridID は自身のグリッド ID ，Action 

はLC である.これを受信した αは，パケット内の Action タグを確認し， LC と確

認すると，b とコネクションを構築し，bのメッセージをサブエリアリーダに送信

する.サブエリアリーダがこれを返信するとき， TargetGridID タグに経路上ノード

αのグリッド B を指定し， TargetNodeID をノード b に， Action をBC にする.こ

のパケットがαのあるグリッドまで運ばれ，そこでブロードキャストされる . bは

αの通信範囲にあるため，このパケットを受信する可能性高い. bが移動して αの

通信範囲を出た場合，bはあらためて移動先グリッドでゲートウェイになる経路上

ノードに通信要求のパケットを出す.

サブエリアリーダは担当サブエリアの全ノードの情報を管理する.各ノードは

一定間隔で自身の位置情報を格納した Hello メッセージを周囲ノードと交換するた

め，経路ノードは自身の周囲にあるノードの情報を把握している.これらの情報

を定期的にサブエリアリーダに送信することで，リーダは低いコストでエリア全

体のノード情報を管理することができる.ある一定時間車両からのノード情報が

到着しなければ，サブエリアリーダはそのノードがエリアから離脱したと判断し，

71 



図 35: {反想、ネットワーク(オーバーレイネットワーク)

エントリを削除する.

サブエリア聞の通信 自身のサブエリアを越え，隣接サブエリアないし複数個の

サブエリアを離れる遠距離の通信が必要と考えられる.このとき，サブエリア間

通信が必要となる.

提案手法では，各サブエリア内の既存経路を利用し，新たな経路を構築せず，低

いコストで隣接サブエリア同士を接続する手法を提案する.提案手法のサブエリ

ア分割法では，隣接サブエリア同士は必ずどこかの交差点を共有する.そして，こ

の交差点のグリッドは必ず両方のサブエリアの既存経路に属する.隣接サブエリ

アリーダに送信する場合，一方のサブエリアリーダは共有交差点のグリッド(以

降共有グリッドと呼ぶ)を TargetGridID タグに指定し， Inter-SubAreasFlag を 1 に，

Action をBC にして送信する.このパケットは共有グリッドでブロードキャストさ

れ，隣接サブエリアの経路上のノ」ドに受信される.隣接サブエリアの経路上の

ノードは Inter-SubAreas F1 ag を確認し， Sender が自身のサブエリアリーダや自身の

サブエリア経路上のノードではないことを確認すれば，パケットをサブエリア開

通信パケットと判断し，自身のサブエリアリーダに送信する.サブエリアリーダ
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がパケットの内容を解析し，それに応じてサブエリア内配送か，他のサブエリア

への転送を決める.これにより，隣接するサブエリア同士が新しい経路を構築し

なくても，既存経路を利用するのみで，低いコストでサブエリア開通信を可能に

することができる.

このように隣接するサブエリアのリーダが接続することで，全区域のリーダが

同じ仮想ネットワークに接続することになる(図 35). このネットワークのノード

はいずれも固定で，各エリア内の車両は止まらずに移動するが，リーダ間の経路

は常に維持されるため，車両の流動性が隠蔽され，仮想的な静的トポロジーを持

つネットワークになる.

仮想ネットワーク上でアプリケーションやプロトコルを展開する際，下位の車

両の動きを意識しなくても，静的なネットワークと同じ要領で操作することが可

能と思われる.例えば，図 35 のエリア A にあるノード U からエリア E にあるノー

ドりに送信する例を考える .u はまず自身のサブエリアのリーダαにマルチホップ

車車問リンクを利用して接続し， αにυのD を指定したメッセージを送信し， αは

りが自身の管理するエリアのノードではないと判断し，隣接エリアリーダbぅc，dに

問い合わせメッセージを出す. b， c も自身の管理するノードでないと判断し，さら

に隣接エリアリーダの e に送信する . d はαの他に隣接リーダがないため，探索失

敗の通知を αに送信する . b， c より問い合わせメッセージを受信した e は自身の管

理するノードと判断し，b， cにその旨を通知し，さらに αに到達する.これにより，

αはb，cのいずれかのルートを経由して e にu のメッセージを送信し eはこれを U

に配達することで，仮想、ネットワークを経由した通信が成立する.

4.4.2 実験と考察

検討したオーバレイネットワークの性能を評価するため，道路形状を考慮しな

いサブエリア分割方法と比較実験を行った.比較対象は，地理空間を一辺 400m の

正方形で分割するメッシュトポロジである.道路地図は道路交通流シミュレータ

NESTREAM を利用して作った.約 1000m x 1000m 四方のマップであり，車両ノ}

ド数は 300 である.無線距離を 200m とし，グリッドサイズは 70m とする.ま

た，建築物などの電波障害物を想定し，道路 D の異なる 2 ノード間では，どちら

かの車両 2 つの道路に共有される交差点から 30m 以内に存在する場合のみ通信を
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く12>

図 36: 正方形サプエリア分割例

可能にする.シミュレーション時間は 300 秒である.

比較対象の正方形分割(図 36) は地理空間を一辺 400m の正方形で合計 9エリア

に分割している.これに対し，提案手法のトポロジ(図 37) は道路ごとにエリアを

分割し，合計 10 エリアに分割している.サブエリアリーダの位置は両方とも手動

でエリア中心位置の付近に設置した.

各サブエリア内経路の平均生存時間 サブエリア内の最初に構築した経路のーヶ

所で切断が発生すれば，経路が切断すると定義し，構築から切断までの時間を経

路生存時間と定義する.両者のサブエリア内経路の平均生存時間の 10 回平均値を

比較した結果，提案手法の平均経路生存時間は正方形分割より 34% 長いことが分

かった.正方形分割の各サブエリアに右左折交差点が多く，経路生存時聞が低く，

経路切断が頻繁に発生することが原因と考えられる.これに対し，提案手法は一

道路を 1つのサブエリアとして分割しているため，車両の右左折による切断が少

なく，経路生存時間も長い.

各サブエリア内経路の維持コスト シミュレーションの開始から終了まで，各サ

ブエリア内の経路構築・維持に使用するコントロールメッセージ (RREQ ，RREP ， 

RRPR ， LEAVE など)の合計を維持コストと定義する.各サブエリア内経路の維持
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図 37: 提案手法サプエリア分割例

コストの 10 回平均値を比較した結果，提案手法のメッセージ数は正方形分割より

約 25% 少ないことが分かつた.提案手法の経路生存時聞が長いため，経路切断回

数が少なく，累積維持コストも低い.正方形分割の切断回数が多いサブエリアで

は，経路の修復も頻繁に行わなければならないため，経路維持コストは高い.

全区域配信到達率 ある送信者から全区域に対しメッセージを配信し，そのメッ

セージを受け取ったノード数が全ノード数に占める比率を全区域配信到達率とす

る.これを測定するため，それぞれ正方形分割の< 11 >，提案手法の G サブエリ

アから全区域に対し 300 秒連続したデータを配信し，全区域配信到達率を測定し

た.図 38 では，正方形分割平均 65% より，提案手法は到達率が 70% から 90% の域

で比較的安定している.
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図 38: 全区域配信到達率

4.5 結百

本研究では，位置情報を用いた車車問ルーテイングプロトコル GVGrid を提

案した. GVGrid は，固定された送信ノードから，目的領域に存在する車両群に対

し，なるべく車両の移動経路に近いと予想される道路経路上に通信経路を構築す

ることで，その通信経路の耐切断性を向上させる.また，経路切断時にはその道

路経路上に通信経路を再構築することで，耐切断性を備えた通信経路を復元する.

既存手法と比較した性能評価により，経路の生存時聞が大幅に改善されたことを

示した.

さらに， GVGrid を利用し， VANET の流動性を隠蔽し，その上位に安定して存

在する静的なオーバレイネットワークを構築する手法も検討している.道路形状

を考慮しないサブエリア分割手法と比較実験を行い，提案手法の有効性を確認し

た.固定インフラの通信範囲を延長する意味合いで路側機をいわゆるオーバレイ

ノードとしたが，路側機だけでなく，相応の機器を搭載した移動車両でもオーバ

レイノードになることも想定しており，多様なアプリケーションに対応できるよ

うに発展していきたいと考えていJる.

GVGrid に関する実験のデータは 1対 1のシミュレーションの結果で，同時に複

数の経路が存在する際の干渉に関する実験は行っていないが，パケットの衝突が

発生し，通信品質が低下することが予想される.どの程度の影響があるかについ
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て，今後実，験を行って検証していきたいと思う.
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5 あとがき

本研究によって得られた成果をまとめる.

本研究では， MANET 用のルーティングプロトコル CHR を提案した. CHR の各

ノードは，自身と遭遇ノードを連鎖させるノード列を維持する.これにより，発信

者が目的ノードと遭遇済みであれば，そこへ経路を指定するノード列の情報を利

用できる.発信者が指定した経路の連続したノードが互いに離れていても，それ

らのノードが持つノード列の情報によって補完できる.これらの特徴によって， 1 

つの RREQ メッセージによって経路を発見できる可能性が増え，経路発見のオー

ノTーヘッドが削減できることをシミュレーション実験を通して示した.

現在の仕様では，エントリの有効期限，ピーコンの間隔，コントロールメッセー

ジの遅延制御，緊急時のフラツデイング範囲，などのプロトコルの性能に影響を

与える変数をあらかじめ設定している.しかし当然ながらこれらは，プロトコル

が展開される環境下での移動性や通信パターンによって最適値が異なる.経験的

にある程度適した値をあらかじめ設定している本論文での実験方法では，その意

味で良い結果が得られると予想される一方で、，厳密に最適値を設定していないた

め，よりよい結果が出る可能性を残している.これらの最適値を周囲のノード数

や，通信料， トポロジ変化の激しさ，などのデータから動的な決定することがで

きれば，このプロトコルはさに実用的なものとなると考えられる.

CHR の課題は，構築経路が最短経路と比較して長くなってしまうことである.

これに関して現実的には通信性能の低下などが予想されるが，今後さらに検証さ

れる必要がある.

将来的には，このルーティングプロトコルを利用したオンラインナピゲーション

システムを実装しようと考えている.このプロトコルはとても単純なために，実

装しやすい，各ノードに少量の情報しか必要としない，接続情報以外の情報も一

切必要ないといった特徴があり，それゆえに小さな携帯型デバイスの上でも実装

できると考えられる.

また，位置情報を用いた車車問ルーテイングプロトコル GVGrid は，固定された

送信ノードから，目的領域に存在する車両群に対し，経路を構築する際，車両が

大きい道路に集中しやすく，少々遠回りでも右左折数の少ない経路を選択しやす
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いといった特性から，車両の流れが予想される道路経路に通信経路を構築し，相

対速度の小さい車両ノード聞のリンクの切断率を抑制させることで，経路全体の

切断率を低下させる また，道路経路の形状を記憶することで，経路切断時の修

復処理のオーバーヘッドを削減する. 既存手法 GPCR と比較した性能評価により ，

経路の生存時間が大幅に改善されたことを示した.

さらに，GVGrid を利用し， VANET の流動性を隠蔽し，その上位に安定して存

在する静的なオーバレイネットワークを構築する手法も提案した. シミュレーショ

ン実験により提案手法の有効性を確認した オーバレイネットワークの設計はま

だ初歩的な段階で，今後に解決する課題として，分割したサブエリア形状，ホッ

プ数の通信安定性への影響の検討，宛先車両のアドレッシング，多様なサブエリア

分割案や関連手法との比較実験が必要と考えられる.

GVGrid の車両の移動特性を考慮することが予想以上に経路の生存時間を向上さ

せることがわかったため，オーバレイネットワークにおける更なる応用を目指し，

複数地点間で経路を効率よく構築するプロトコル (複数地点間対応 GVGrid ) を考

えて行きたい.例えば近接する複数の情報ステーション聞で経路を構築すること

で，取得した通過車両情報などの交通情報共有が可能となり，高度な ITS サーピ

スへの応用が期待でき，車両問ナピゲーション情報の共有，路面情報の伝達によ

る安全運転支援などへの応用が期待できる.
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