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Introduction. Let R be a commutative ring with identity,

H a finite co-commutative Hopf algebra over R and A an

H-Hopf Galois extension of R -in the sense of [15]. When R
is a field and H is a group ring RG, H-module structure is
.the :

simply stated as "Hormal basis theorem” and combined with the
theory of Galois algebras{g},[9]. But¥normal basis theorem
heavily depends on the RG-isomorphism HomR( RG, R ) & RG.
Therefore, in considering Hopf Galois extensions,the correspo-
nding notion would be the dual normal basis theorem— an H-Hopf
Galois extensf§§YT§)isomorphic to H* = HomR( H, R) as H-modules
— of course this does not always hold. We shall call such one a
Hopf Galois extension witﬁihual normal basis. On the other hand,
A.Nakajima([l2],[13] examined the H-module structure under rather
strong assumption H*Z> H and obtained information concerning
the relation between the generalized Harrison cohomology groups
and Hopf Galois extensions.

In this paper, we shall examine the H-module structure of
Hopf Galois extensions and then shall establish the exact sequ-
ence involving the .isomorphism classes of Hopf Galois extensions,
unit—vaiued Harrison cohomology groups and Pic-valued Harrison
cohomology groups, but unfortunately we must essentially assume

that H is . commutative for the cohomological nature. In §1,

an
we shall prove thathﬁ—Hopf Galois extension A has a decom-



position A &z H* O P as left H-modules with a rank 1 H-pro-
jective module P satisfying some cohomological properties.

In 5§52, we deal with the Hopf Galois extensions witﬁgéual nor-
mal basis. In §3, we shall start froﬁQQank 1 H-projective
module P with further cohomological properties and then con-
struct the Hopf Galois extension of R from P. Finally in
54, using the results of §1, §2 and §3, we shall show that the
isomorphism classes of Hopf Galois extensions of R forms an
abelian group. In Appendix, we shall define the generalized
Harrison cohomology groups (c.f. [12]) ;nd then, following the
idea of A.Hattori [6]),(7] we construct the cohomology groups
Hn( H ) related to the generalized Harrison cohomology groups.
Also we show that HZ( H ) 1is isomorphic to the group of iso-

morphism classes of H-Hopf Galois extensins of R using the

results of previous sections.

Througout this paper, R will denote a commutative ring
with identity and 1 will be a finite co-commutative Hopf alg-
ebra over R. ¢ (resp. A resp. S ) will denote the augu-

mentation (resp. diagonalization resp. antipdde ) of H. Un-

adorned @ and Hom will mean (), and Hom,. We shall denote

by -* the functor HomR( -, R ). We shall deal with the various

H-modules, H-H -bimodules, etc., so to indicate the module stru-

cture, we shall use the index notation. For instance, H Hom (
' ' 1

n. , R) . . P means that Hom( NI, R ) 1is an H,-H, =
112 Ill I12 6%12 }12 1 72

H~H -bimodule by (hlfhz)(x) = f(hZXhl)’ hl,hz,x ¢ H, £ ¢ Hom( H, R
and the tensor product is taken with the right H, = H -module

Hom( H, R ) and the left H2 = H -module P over H2 = H.

Repeated tensor products of H will be denoted by exponents,

H =1 *+* ®© 1l with n-factors. Yother notations and termi-

nologies we shall refer to [3],(14]) and[1l5]
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1. Decomposition of Hopf Galois extensions

First we shall review the definition of H-lopf Galois ext-
ensions. Let an R-algebra A be a faithful finitely generated
projective R-module which H measures and makes A an H-mo-
dule algebra, that is there cxists an R-homomorphism P
H® A~ A with the properties;

P (h @ ab) = (f-]) p(hiqy ®a)p(h(2) ® b)

p(h® 1) =¢e(h), € is an augumentation (if A hés an

identity)

plgh @ a) =pl{g®p(h ®a)), - g,h e H, abe A.
p(h @ a) 1is denoted by h:a or simply by ha.

H {

A 1is called an H-Hopf Galois extension of R 1f A" = a

¢ A h-a =c(h)a for any h ¢ H} 1is equal to R and the
homomorphism ¢ : A @ A—sHom( H, A ) defined by ([¢(a @ b)](h)

= ah-b, a,b € A, h ¢ H 1is an isomorphism. We shall call this homo-

|
morphism ¢ a fundamental homomorphism or a fundamental iso-

morphism if this homomorphism is an isomorphism. We know that
H* is an H-Hopf Galois extension of R ( c¢.f {3},[15]). As
to H* ( with its canonical left ( resp. right) H-module stru-

R ) (resp. Hom(

cture HIiom( H H, R )H )), the isomorphism

H' H

HH*Q; I® HH (resp. H%{QEIV ® HH) with rank 1 R-projective

module I (resp. I' ) 1is well-known {3],{11]. But unfortu-
nately, these isomorphisms are not necessarily H-H -bimodule

isomorphisms. Hence we consider the following condition (#),

which is automatically satisfied if H 1is a group ring or H

is commutative.

H*=”110m(HHH,R)&I® H as H,-H, =
1 2 1 2

(4) 1 2
)

H-H -bimodules with“rank 1 R-projective module 1I.



Proposition 1.1. If H

satisfies the condition (%),
for any left

then
H-module

isomorphisms)

A, there exists the unique ( up to
left

H~
H-module P such that AH A 1is isomorphic to
: 1 '

. H* P as left H H-modules.
U %2 i, 1
Proof. Let Q Dbe Hom, ( H*

’ H% ), then Q
Hl Hl .Hl
orphic to H by homothety.

cides with the original

is isom-
And by this isomorphism H* coin-

Q2
o*,

H

Since H¥
rator, we get by Morita theory

is a right H-progene-

LA S H¥ Hom  ( H* -,
Ill I{l }{2 8%12 113 113 112.
A} and Hom, ( H* A ) = P 1is uniquely determined
H H H H H
3 3 3 2 3
up to H-isomorphisms. This verifies the assertion.
Corollary 1.2. Under the condition (#), let A be an H-
Hopf Galois extension of R, then in the decomposition H A =,
Bt
H* @q P of Proposition 1.1, P 1is a finitely generated
H H {1, H :
o1 2 2 72
faithful projective H-module.
Proof. Since the Hopf Galois extension A of R 1s a
- - - *
left H-progenerator ( [15) Cor.l.4.), P Hlﬂomﬂz( HZH Hl, HZA )
faithful
is a finitely generated¥Yprojective H-module by the condition
(#). This verifies the assertion. !
Now, for an H-Hopf Galois extension A of R, we have the
fundamental isomorphism
¢

AQ® AL Hom( H, A ).
Hence the left H-module P of the decomposition

A 2 H* @h P



must satisfy some relations, which we next investigate.:.:

Proposition 1.3. Under the assumption (%), let P be a

left H-module and A = We consider Hom{

H* P.
Hl I{l H2 &12 H2

H, A) and P ® H as left H © H-modules by the formulas;
(( g ®h)Ij(x) = (é) g(l)-f( S(g(z))xh )

g,h,x ¢ H, £ ¢ Hom{( H, A ), p ¢ P, S 1is ‘an antipode of M.

Then H A® H A is H @ H-isomorphic to Hom( H, A ), if and
1 2
only if, H P H P is H & H-isomorphic to P @ H.
1 2
Proof. By the condition (#), A @A 1is H ® H-isomorphic

to (I QP)Q®(I P ) and with the given H @ H-module st-
ructures, Hom( H, A ) is ® H-isomorphic to I @I ®P ©H
through the isomorphisms llom( I, A ) 2= Hom( H, IlI* Gh P ) L

(@ PHIRM={IPH)& P)®(I®H)IQIQ®PQH.

Thus A @@ A~llom( H, A ) , if and only if, I ® I @ P @ P ==
I®I@P®IiU. The later is equivalent to P @ P& P @ H  since
I 1is a rank 1 R-projective module. This verifies the assertion.

When A is an H-Hopf Galois extension of R, the H ® H-
module structure of Hom( H, A ) in Proposition 1.3 is the one
induced from that of A @ A through the fundamental isomorphism

¢. As to that of P ® H, we have

given
Proposition 1.4. P @ H with the H @ H-module strucgsfévfi

Proposition 1.3 is H ® H-isomorphic to ( H H® H H) Gﬁ P,
1 2
I



where we consider H @ H as a right Il-module by the diagonal-
ization A : H —> H @ H.

Proof. We consider the homomorphisms a,8 : P ® H ;%?2

(H@H)le defined by a(p®h ) =(1@h)®®pr, B((l g
h)®p) = (é) g(l)p Q)hS(g(z)), g,h ¢ I,p ¢ P. As easily
checked, a and B are well-defined H @ H-homomorphisms

and are inverse to each other. This verifies the assertion.

(H®H) ®H P in the above Proposition will be denoted
as (H®H) § P. Also if Q is a left H-module and H @ H
is regarded as a right H-module via A : H-—>H@H, then
the tensor product  Q gh ( H®H ) will be denoted as Q éh
( H @H ). These notations will be used frequently in the
sequel.

In the next theorem, we use the terms of the generalized
Harrison cohomology. As to them, we refer to {12] or Appendix
of this paper. From now, the term cohomology will mean the
generalized llarrison cohomology and cocycle,coboundary, etc.

will mean that of the generalized Harrison cohomology.

Theorem 1.5. Under the assumption (#), an H-Hopf Galois
extension A of R has a decomposition A <= H¥* & P and
there exists the H @ H-isomorphism ¢: P Q@ P2o=( HQ® H ) %}I
P. If H 1is commutative, above P 1is a Pic-valued l-cocycle.

Proof. TFor commutative H, we shall show that P 1is a
rank 1 H-projective module, then all will be settled. We
localize the relation P P 2= ( HQ@H) %h P and count the
rank of P, then we get that P 1is rank 1 over H. This

completes the proof.



a
2. lopf Galois extensions with "dual normal basis

Let A be a left H-module algebra which is isomorphic
to. H* as left H-modules. Since the multiplication m: A
@A —> A is a léft H~homomorphism ( regarding A QA as
a left H-module via A ) and A <z H*, passing to dual we get
the right H-homomorphism m* : Il -—H @ H. m* is uniquely
determined by m*(l) ¢ H ® I, hence A 1is determined by m*(1l).
Conversely, from v = § vli &)vzic H® H, we can form an
H-module algebra H*( v ) (not.necessarily associative ) as
follows; H*( v ) = H* as a left Ill-module, the multiplication
is given by ( f£-g )(x) = ;I , £( Vlix(l) Jg( Vzix(z) ), £.9
¢ H*, x ¢ H. As easily proved, H*( v )} 1is an H-module
algebra. Thus A = H*( m*(l) ) in this éense.

Since A 1s an assoiative algebra, the following diagram co-

mmutes.
roroAr %Y, Ao
(2.1) 4 ll Q m L m
AQN e

Passing to dual, the commutativity of the above diagram (2.1)
is equivalent to the commutativity of the following diagram.

*
Heuot«Slo yaoy

(2.2) Tl @ m* Tm*
*

H ® H ¢t oeme H
Now we define the algebra homomorphisms Ai : HQH—~—> HQHQ®H

(£=0,1,2,3) by 82(v)=1@v, 45(v) = (6@1)(v)

g(v)=(1®A)(V),A2(V)=V®l,VeH®H.

b 3



Then the commutativity of (2,2) means Ag( m* (1) )Ag( m* (1) )

= Ag( m* (1) )Ai( m* (1) ). Thus we get the following

Proposition 2.1. A 1is an associative H-module algebra
( not necessarily with identity ) which is isomorphic to H*
as left H-modules, if and only if, A = H*( v ) with v ¢ H ®H

A 2 2 _ 2 2
satisfying AO( v )A2( v ) = A3( v )Al( v-) .

Next we shall consider the condition of v which guarantees

that H*( v ) is an H-Hopf Galois extension of R.

Lemma 2.2. For v = § vy @ v, € H @ H, the following
i i

diagram is commutative.

H*( v ) @ H¥( v ) L > HomH( H®H, H*({ v ) )
l, v* gue
(HQQu )*x | T e (O H éﬂ (HQH) )=*

where H @ H 1is regarded as a left H-module via A, and the

1l

homomorphisms are defined by [[ ¢'( £ Q@ g )l x®y)l( z)

P
it (zy ES vliz(l)x gl v2iz(2)y Y, O T)Ix(y®z))
[T(y&z)](x),IV*(f®g)](x®y)=§f‘(vl_x)g(v2_y),
: i i
f,9 ¢ H*( v ) = H*, T ¢ HomH( H®H, H*(-v )} )}, x,¥v,2, ¢ H,

can. 1s the usual canonical isomorphism.

Proof. This is an easy computation.

Theorem 2.73. A =H*(v ), ve H®H 1is an H-Hopf

Galois extension of R, if and only if, AS( v )Ag( v )



(v) and v 1is a unit of H © H

Proof. Let «,8 be the homomorphisms HomH( HQH, H¥( v ) )
]

{::g':_?llom( H, H*( v ) ) defined by [ a{ g)]( x) =g(lex),
{ BCE) I x®y ) = (i) x(l)f( S { X (2) ) y ), g ¢ HOmH( H
®H, H*( v ) )}, £ ¢ Hom( H, H*( v ) ), %,y ¢ H. o and B8

are well-defined homomorphisms and are inverse to each other.
The commutativity of the following diagram is easily proved.

A (v ) @ HA( v ) — O tom ( K @H, H¥( v ) )
= ,——'///'7
¢ Ol/,/’/ B

o~
Hom( H, H*( v ) )

P

where ¢' 1is the homomorphism¥in Lemma 2.2 and ¢ 1is the

fundamental homomorphism of the H-module algebra H*{ v ).

Thus, if A = H*( v ) 1is an H-Hopf Galois extension of R,

then ¢, so ¢*' 1is an isomorphism. By Lemma 2.2, this claims

that v* is an isomorphism, hence that v 1is a unit.

Conversely we assume that v = f vy, ® v, is a unit and AS
1 1

2
3

ative H-module algebra and by the above arguments, ¢ is

{ v )Ag( v ) = AS( v )Ai( v ). Then H*( v ) 1is an associ-

an isomorphism. We shall show that H*( v ) has an identity,
then AH 1s automatically equal to R ( c.f. {15]) Prop. 1.2 ).
Thus A = H*( v ) 1is an H-Hopf Galois extension of R.

Applying 1.® € ® 1 on the both sides of: Ag( \ )Ag( v) =

2

B3

(v )Ai( v ) and then cancel v. We get L 1 © €f vy )v2
1 i i
= Lvy @elv, ). Further applying 1 &€ and. €0 1. on.both
1 i i
sides, we get

1l
e
<
™
<

(2.3) ¥ el v, v
H .

(2.4)

P
@]
<
<

I

-
™
<
<

N



We shall put e = g( ( § vy Y, )”l )€ ¢ H¥ = H*( v ). Then

i “1i
 for any f ¢ H*( v ) and for any x ¢ H, we have
- = A
{ f.e )( x) (x),3 £ Vljx(l) Ye vzjx(z) )
= g D EUvy Xy dEel (T vy v, )7Ly eq v, x
X),2,.] 3 i i ‘i 3

. -1

=L f(vy el v, el (2 v, v, ) )x ).,
: 1,70 Va, i1V,

which is equal to £( x ) by (2.3). Similarly, we get
(e-£)(x) =£(x) by (2.4). Thus, e 1s an identity of
H*( v ) and for x ¢ H, xe = €¢( X )e follows readily. This

completes the proof.

an
Let A,B gBVﬁ—module algebra, then A<= B means that
there exists an algebra isomorphism A & B which preserves

H-actions.

Theorem 2.4. Two Ill-Hopf Galois extensions of R with a
dual normal basis H*( v ), H*¥( v' ) are isomorphic, if and
only if, there éxists a unit w ¢ H such that vA( w ) =
(w©w)v'.

Thus, if H is commutative, the isomorphism classes of H-Hopf
Galois extensions of R witﬁaaual normal basis is sc¢t theoret-
ically isomorphic to the unit-valued 2-cohomology group.

Proof. The existence of the left H-isomorphism n: H*{ v )
== H*( v' ) 1is equivalent to the existence of the right H-isc-
morphism n* : H = ( H¥{ v' ) )*&= ( H*( v ) )* = H. The later

is uniquely determined by the unit w = n*( 1 ) ¢ H.

- 10 -
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The commutativity of the diagram

He (v ) @ HF (v ) —2=2 10  gx( v' ) @Hu*( v' )

(2.5) J/multi. l’multi.

H*( v ) ("’:>f__/—’ H*¥( v' )

is equivalent to the commutativity of the diagram
. n* @ n*
(W*( v ))* @ (H¥( v })* 7 .. (R*( v' ))* © (H*( v' ))*

(2.6) l L v) J/l( vy

Ho= (B%( v ))* e e (g ( v' ))* = H

where L v Y1 x ) =vA( x )}, [LCv")I(x) =vVv'A( x ), x ¢ H.
Since [Z£( v )n*]( 1 ) = vA(w ) and [n* @n* 2( v' )J( 1)

= (w@®w )v', the commutativity of (2.6) 1is equivalent to

vb(w ) = (w@®w)v'. From Proposition 2.3 and the definition

of cohomology, the assertion about cohomology follows readily.

This completes the proof.

|
Remark. In 8§54, we shall define the product on the isom-

orphism classes of Hopf Galois extensions of.. R,..and then we shall

show that the isomorphism of Theorem 2.4 is a group isomorphism.



3. General Hopf Galois extensions .

Let P be a finitely generated faithful projective H-mo-
dule with an Hz—isomorphism $ : PRP=(H®H) éh p. If
H is commutative such ( P,$ ) 1s a Pic-valued l-cocycle.
By abuse the language, we shall call such ( P,$ ) a Pic-valued
l-cocycle even if H 1is not commutative.

Let ( P, ) be a Pic-valued l-cocycle. Then we have a

A 1 ¢ A
chain of isomcrphisms ; PQ@ P QP ~—— PQ® ((HQH) S, P)

1o A
=1—131%2(P®P) = H3l%g((H®H)@HP)=

H H
-1
H3(l®%H)AP=H3(A®éH)AP1M H3A%§(P®P)
—_ H

A -1
= ((H®H)®“P)®P 6r31 PP QP.

Composing these isomorphisms, we get an automorphisn of
P® PP, which we shall denote by u( P, $). When H is
commutative, u{ P,¢ )} 4is an H3—automorphism of PP gl

and we shall regard u( P, ) as a unit of H3 by homothety.

Lemma 3.1. If H 1is commutative , then for a Pic-valued
l-cocycle (P, ¢) and a unit v of H2, we have u( P, vj )
= d{(viu( P, ¢) ( @ 1is a coboundary operator } and u( P, 3)
1s a unit-valued 3-cocycle.

Proof. The assertion follows by easy computations and uysual

localization technique.

Theorem 3.2. Let H be commutative and ( P,§ ) be a
Pic-valued l-cocycle , then A = H* @h P has a structure of
an l-Hopf Galois extension of R, if and only if, u( P, 3)

is a 3-coboundary.



Proof. First we shall prove only if part., Let ¢ be
the fundamental isomorphism A ® A o~ lom( H, A ). Then we have
the H2~isomorphism ' : P ® PEE.HZ é” P by Theorem 1.5, &'
may differ from the given ¢, but Lemma 3.1 ensures that the

differnce between u( P, ¢' ) and u( P,$§ ) 1is a 3-coboundary.

So we may assume ¢' = ¢ and we have the following commutative
diagram,
A®A ) > Hom( H, A )

\ g“ can.

( H* ®, P ) @ H*

(3.1) (H*@ P) @ (H* @ P) gu can.
IQI®PREH
can.
S “\by Prop. 1.4.
191 03¢ i 2 A
I®IgPEP > I QI (1 g P)

We shall show that u(P, ¢ ) =1 Q@1 Q1 c¢ H3. For this pur-
pose, we may assume that R 1s a local ring, hence H* = eH

= He, e 1s a free basis as an H-ll-bimodule. We consider the
following diagrams ( they are commutative but the commutativity

1S unnecessary) ;

(e ®, P) @ (He @, P) ¢ Hom( H, He @ P )

(3.2) H ' o

® ( ) tof ( ) 2 P
(He Q le) PP ——————— (He @ He
2 Y

(He ® He @ He) ® 3(P ®@ P Q P) = (He ®y P)®(He @y P)®(He ®y P)
H

l 10 (1®9¢) lY
A :
(3.3) (He q] P) Q ((He © He) g, P) Hom( H ® I, He @, P )

Nl T
® A 1®9¢ (L © A)A

(He @ He ® He) © , (P ® P) —> (He @ He © He) ® P
B

- 13 -



3 4 p Iy p = 8
(He ® He ® He) &)113 (P © P @ P) (lle ®u P)o(He @H P)®(He @H P)

\Ll@(&»@l) LY

A
(3.4) { (He © He) @H P) ® (}1e ®H P) Hom( H @ H, He Q{ P )

I 0

E
A d 1 1 Q9 (A @ 1)a
(He ® le ® Ile) ® , (P O®P) — (He @ He ® He) Q, P

H
where « is.definéd by [a{((xe ® ye) ® p)l(h) = (E) e ®

e(hyS(x(z)))x(l)p, B is defined by B[(xe @ ye ® ze) ® pl (g © h)

S . -.
(x)?(y) e @)e(gy(l)S(x(z)))e(hz (y(z)))x(l)p, Y is defined
by [v((e®py) @ (c®p,) @ (e®p3))l(g ®h) = (e ©p;)-
glle ® p2)-h(e o p3)) (product in He @% P = H* @h P), p,pl,
p21p3 e P, XIYIZIgIh ¢ H.
(3.2) 1is a localized diagram of (3.1) and by the similar
methods to Proposition 1.3,1.4, .8 1s a well-defined isomor-
phism. We shall compute RB:(1 ® ¢)-(1 @ (1 © §)). For (e ® pl)
® (e ®pP,) ® (e @p;3) ¢ (He § P) @ (He @, P) @ (e Q, P), we
2 A

— 1 1 -

shall put J)(p2 @)pB) = E (1 ® pzi) G)p3i ¢ H ®H P (we may

assume that the first term of H2 is 1 by Proposition 1.4 )

y - 1 —_ ) 1" 2 A
and we shall put é(pl @)p3.) = § (1 ® Pl_) E)p3_‘ e H” @ P.
i J 13
Then from the commutativity of (3.2), we get

(3.5) (e @ Pz)-(e Q hp3) = § e ®e(hpé.)p§. , h ¢ H.
1 1

(3.6) (e ®p,)*(e @ hpt ) =L e ® e(hp! )pi , h € H.
. : 2 . . N _
Since ¢ 1is an H -isomorphism, ¢ (é) g(l)p2 @g(z)hp3 ) =
) (g ® g -hp' ) ® p! , which is eqﬁal to L

(1 @>9(l)hpéis(9(2)) ) ® 9(3)P§i + 9 ¢ H. e is a basis of

H* as an H-H -bimodule , so e(gh) = (eg) (h) = (ge) (h) = e(hg)

for any g,h ¢ H. Thus we get for g ¢ H, r ¢ R;

- 14 -



(3.5)° I (e®g p,) (e ®g hp,) = I e 8
(g) (1172 (27737 5 ()

' ' - ' 1
e(g(l)hpzis(q(z) ) )9(3)1>3i E e @ e(hpzi) gp3i~
i j j 713

Thus  [(6- (1@ M- (1 & (1 © ) ((e ® p)®e @ p,)&le ®Py))](g @h)

(3.6)" (e ® pl)-(e ® hrpé ) = ? e 8 re(hpi;)pg

= [ B( L (1 ® p, @Pé P, ) @ ph )1l(g © h)
i3, (p1 ) 15 it 313
res lj (1) (2)
= .z . e @ e(gp. e (hp! p! S (p! ))p2
l:]:(P ) 1. 2.71. 1. .o
1y J(1) T (2) J(3) 13

- F e ®elgp) Jelhpy Ipy
1,) J 1 1]
By (3.5)' . and (3.6)' , this is equal to

L (e ® pl)-(e ®>e(hpé )gpy )
i i i

il

g

(e@pl)~(g(<e®p2)-h(e®p3))).
Similarly, [(g- (1 @ §) (1O (§ ® 1))) ((e ®pl) ® (e ®p,) ®

(e ®P3))](g ®h) = (g)((e © py)-(e @ gq)pPy))-(e ® g, hpyl.

Since A 1s an associative algebra, B:-(1 ® §)-(1 & (1L © §))

= B-(1  §)* (L © (3 ® 1)), which claims that uw( P, § ) =

1l el c H3 as desired.

Conversely, let ( P, ) be a Pic-valued l-cocycle and assume
that uw( P, § ) 1s a unit-valued 3-coboundary. We may alter

¢ by v¢§ with the suitable unit v ¢ H2. Hence we may assume
u( B, §) =1@lQ1c H3. We shall put A = H?* Gﬁ P, II* =
I  H. From $, we make ¢ : A @ A S-Hom( H, A ) such that

the diagram (3.1) commutes. We define the product of A by

ab = [¢(a @b)l(l), 1L ¢ H, a,b ¢ A. By the above arguments,

...15._.



u( P, ¢) =1 lel claims that this' product is associative
and makes A an H-module algebras witL the fundamental isom-
orphism ¢. Only the existence of identity is not yet valid.
We make the smash product A # H (A # H=A®H as an R-module
we write a # h rather than a ® h , the product is defined by
a #t g bid h = (g) ag(l)b # 9(2)h , a,b e A, g,h ¢ H )} and
consider the homomorphism y : A # H—Hom( A, A ) defined by
{u(a % h)}(b) = ah-b. Locally A 1is an associative H-module
algebra witﬁgéual normal basis, hence by Proposition 2.1 A =
H*( v ). From the proof of Theorem 2.3, that ¢ 1is an isomo-
rphism claims that v 1s a unit and A has an identity.

Thus locally A is an H-Hopf Galois extension with identity.

llence p 1is an isomorphism locally (c.f.[15] Theorem 1.1l), so

globally. Let p( %L a, # hi ) be an identity of Hom( A, A ).
i

i
Since L a, # h, 1is contained in A 1locally, . a. # h, 1is
it 1 i i i
contained in A globally and b a; # hi is a left identity
1
of A. By localization, =X a, # hi is a right identity of A,
i

This completes the proof.

Let H be merely a finite Hopf algebra satisfying the con-
dition (#) and ( P, ¢) be a Pic-valued l-cocycle. From the
above proof, if A = H* @ P has a structure of an H-Hopf

I

Galois extension of R, then we can chose the cocycle condition
isomorphism ¢ té satisfy that wu( P, §) is an identity auto-
morphism of P @ P ® P. Conversely if u( P, §) 1is an identity
automorphiém of PQPQRP, tben we can make A = H¥ ®H P an

associative H-module algebra ( it may not have an identity —



the commutativity of H 1is used only to ensure the existence

of an identity of A ) with the fundamental isomorphism ¢ :

A ® A2 Hom( H, A ). Instead of localization techniques, passing
to the residue class field, we can prove the existence of an

identity as follows;

Theorem 3.3. Let H be a finite ( of course co-commuta-
tive) Hopf algebra which satisfies the condition (#) and let
A = H* ey P be an H-Hopf Galois extension Zf R. Then we
can chose an H2~isomorphism $ : (H®H) ®; P to satisfy
that u( P, ¢§ ) is anlidentity automorphism of P @ P Q P.
Conversely, let ( P, § ) be a Pic-valued l-cocycle and assume
that u( P, 3 ) is an identity automorphism of P @ P ® P.
Then A = H* @H P has a structure of an H-Hopf Galois exten-
sion of R,

Proof. Only the existence of an identity of A = H* 8, p
should be proved. We make the smash product A # H and ¢on-
sider the homomorphism uy : A # H —Hom( A, A ) as the proof
of Theorem 3.2. We shall show that yu 1is an isomorphism.

For this purpose, we may assume that R 1is a local fing, fur-
ther by Nakayama's lemma we may assume that R is a field

since A # H and Hom( A, A ) are finitely generated pro-
jective R-modules. From ¢ , we have the isomorphism ¢:

( He ®H P) @ ( He @H P ) &= Hom( H, He @H P ), where e is a basi_s
of H*, We shall regard ( He ®H P)® ( He ®H P ) as a left
H-module via the second term and regard Hom( H, He ®H P ) as

a left H-module by HHom( HH' He @H P ). Then ¢  1is a left
H-homomorphism. As left H-modules, the former is a direct sunm
of dim_ P -copies of P and the latter is a direct sum of

R

-17 -



dimR P -copies of H*, which is isomorphic to the direct sum

of dim_. P -copies of H. Since H 1is a finite dimensional

R
algebra over a field R we get P H as left H-modules by
Krull-Schmidt theorem. This means that A has a dual normal
basis, hence A has an identity by Theorem 2.3 and u is

an isomorphism.

Thus is an isomorphism for a general commutative ring R.
let u( a ) be an identity of Hom( A, A ). Then by Nakayama's
lemma, a 1is contained in A and a fs a left identity of A.

Again by Nakayama's lemma, a is a right identity of A. Thus

A has an identity element. This completes the proof.

Corollary 3.4. If H 1is a group ring RG over a field
R. Then any RG-Hopf Galois ektension A of R { hence the
usual Galois extension with the Galois group G ) has a dual
normal basis, therefore A has a normal basis.

Proof. That A has a dual normal basis is proved in the
proof of Theorem 3.3. Considering the H-H -bimodule isomor-
phism n : H = RG &= H* = Hom( RG, R ) defined by [n(g)] (1)

-1 (Kronecker delta) o,T ¢ G, the assertion follows.
o ~,T

Now, we shall assume that H 1is commutative and shall
investigate when two H-Hopf Galois extensions of R, A = H* @h P,
& A $ A
A 2 B 2

B=H*Q®, Q (PP H g P, 000 = H @ Q ulP, §)
= u( Q, 68 ) =111 ¢ H3 ) are isomorphic. By Proposition
1.1, if A and B are isomorphic then P 2o Q ( we shall identify

P and Q ). Let & be the isomorphism A = H* xh P gé; B =

In* Qh P, then £ induces an

- 18 -



automorphism of P, which we shall denote by w( £ ) and we
sometimes regard w( £ ) as a unit of H by homothety, &

commutes with the multiplications of A and B, so w( £ )

commutes with &A and &B. That is the following diagram
1s commutative.
S A
PP : > (0 o H) @ P
(3.7) lw(i) ® w(E) L1owe
$ A
P®?P B >{H ® H) @H p

Since $A and &B are Hz—isomorphisms and the isomorphism

1 @ w(§) 1is a left homothety by A(w(g)), the commutativity
of (3.7) claims that 35,70 = atw(e) T w(E) @w(E)) or
equivalently $A$B—l = d( w(g)), d is a coboundary operator.
Conversely, if such w(f) exists, we can easily make the iso-

morphism & : H* @ P & H¥ Q, P. Thus we get

H

Theorem 3.5, Let H be a commutative Hopf algebra, A =

= @h P and B = H* gh Q be H-Hopf Galois extensions of R

p@pf\uzé P and
A = H “B

= u( P, &B ) =11l ®1ll. Then A 1is isomorphic to B, if

and only if, P2 Q and $A¢B—l is a unit-valued 2-cobound-

A
with § Q®0om=u ® 9 ul P, §,)

ary.

llere we can review the results of §2. We assume that
H 1is commutative. Let A = H* @H P be an H-Hopf Galois
extension of R with a dual normal basis, so P <=H. By Theorem

A
3.2, there exists d : H QQII;;-Hz ) H H=H®®H with u( H, ¢ )



1l ®1l. § is a homothety by a unit v of }{2. u{ H, v )

(viegl) (oW ) (Qled)W)) (1 ®v). Thus ul H, & )

1 ®1 ®1 claims that v 1is a unit valued 2-cocycle. As
easily proved, the product of A = H* ®H H defined by Theorem
3.2 1is same as that of H*{( v ).

Similarly Theorem 3.5 deduces Theorem 2.4 when P21,

- 20 -



4, 'The isomorphism classes of Hopf Galois extensions

Throughout this section, we assume that H is commutative.

First we shall prove two Lemmas, and then we shall prove
that the isomorphism classes of H-Hopf Galois extensions of

R — which we shall denote by E( H )— forms an abelian group.

Lemma 4.1.(c.f£.[13) Lemma 2.5) Let m : G -—H be a homo-
morphism of finite Hopf algebras and let A be a G-Hopf Galois
extension of R. Then HomG( H, A ) 1is an H-Hopf Galois ext-
ension of R, where the multiplication on HHomG( Hpo A ) is
defined by the formula;

H, A ), x ¢ .
Proof. € is an identity of HomC( H, A") and . HomG( H,

A ) 1s an associative H-modulce algebra. We shall consider

the following diagram.

HomG( H, A ) ® HomG( H, A )———2—> Hom ( H,'HomG( H, A ) )
S can.
(4.1) HomG 9 G( HRH, AN®A) can.
2
romg2t 12, o ) |
o
IlomG ® G( H & H, Hom( G, A ) )—— HomG( GH ® H, A )

where ¢ 1s the fundamental isomorphism A @ A & Hom( G, A )
and ¢' 1s the fundamental homomorphism of an H-module alg-

ebra HomG( H, A). a 1is defined by

(0] (x ® ) = L (10 xq) ® x5y 11010,

1,%x,y ¢ H, T ¢ HomG @)G( H I, Hom{( G, A ) ). As easily che-

cked, (4.1) is a commutative diagram. «a 1is an isomorphism

- the inverse «a is given by the formula;



-1 _ .
(o " (v ))(x@y)Il z) = (E)V( X1 ® z S(x(z))~y ),

vV ¢ HomG( GH @H, A), x,y ¢ I, z ¢ G. Thus ¢' 1is an isom-

orphism. So HomG( H, A ) 1s an U-Hopf Galois extension of

R as desired.

Lemma 4.2. Let Ai be an Hi-HOpf Galois extension of
R (i=1,2), then Al & A2 is an Hl ® H2—Hopf Galois exten-
sion of R.
Proof. The tensor product of the fundamental isomorphisms of

A and A will give the fundamental isomorphism of Al Q)AZ.

1 2

Well, the multiplication m : H & H—>H 1is a homomorphism
of Hopf algebras. Let A,B be an H-Hopf Galois extension of
R, we shall define

AB = Homy o (H, A®B)

which is an H-Hopf Galois extension of R by Lemma 4.1 and

4.2,

By the image of 1 ¢ H, A-B 1is characterized as follows;

Lemma 4.3, Let A,B be an H-Hopf Galois extension of R,

then A-B = lom (H, A ®B ) is isomorphic to {Z a; ® b,

et
¢ A OB | § ha; ® b, = § a;, ® hb, for any h ¢ H }.

We shall denote { E a, ®b; ¢ A®B | E ha, ® b, = § a; ®

hb, forany hcH )} by (A®B Y. In the sequel, we will

pass freely between A+‘B and ( A ® B )H.



By this product, E( H ) forms an abelian semi-group.

Proposition 4.4, Let A = H*( v ), B = H*( v' ) be an

H-Hopf Galois extension of R with dual normal basis. Then

H*( v ) H*¥( v )S==H*( vv' ).

Proof. TFirst we shall show that U*{ v )-H*( v' } 1is iso-
morphic to H*( vv' ) as left H-modules. We define the homo-
morphisms a,f : ( H*( v ) @ H*( v' ) )”g:::%:é H*( vv' )

by the formulas

[alfy, ® £)1( %) = £, ( x JE,( 1)

£( xy ) I

£,6 £, ¢ (H5(v) @ HY( v' N7, £ e mr( v ), 1,x,y c.H.

It

RO E£)I(xy)

It is ecasily checked that o and 8 are well-defined left
li-homomorphisms and are inverse to ceach other. That « gives
an isomorphism of H-module algebras can be proved by strait-

forward but laborious calculations. This completes the proof.
From Proposition 4.4 and Theorem 2.4, we get
~Corollary 4.5. The group of the isomorphism classes of

H-Hopf Galois extensions of R with dual normal basis is iso-

morphic to the unit-valued 2-cohomology group as abelian groups.

Theorem 4.6. Let ( P, &P Yy, (9, @Q ) be a Pic-valued
l-cocycle with u{ P, &P ) = u( Q, @Q ) =11 ® 1, and let

A= H* ®, P, B = H* §, @ be an H-Hopf Galois extension of

- 23 -



R induced from P,Q respectively. Then A-B is an tH-Hopf

Galois extension of R induced from a Pic-valued l-cocycle

T T
(PO, Q. 9p 8%2 e ).
Especially, the isomorphism classes of H-Hopf Galois exten-

sions of R E( H ) forms an abelian group.

Proof. We shall define the homomorphisms a', B8' : ( A ®
B )H*:%iz?ﬂ* @h (P @h Q ) by the formula;

o' (fl @ p)® (f2 ®q) ) = Cl(fl G)fz) ® (p © q)

B'(f Q@ (P Qqg)) = E (fli ® p) ®>(f2i ®q) if B( £ ) = E t
where o, B 1s the homomorphism in Proposition 4.4, fl'f2'fl '

f2 e H¥*¥, pe¢ P, q e Q. As easily checked, o' and B8' are

i
well-defined left H-homomorphisms and are inverse to ecach
other. To see that a«a' 1s an isomorphism of H-module alg-

ebras, we may localizeY  Then Proposition 4.4 ensures that
a' is an isomorphism of H-module algebras.
Now, that E( II } forms an abelian group with identity H*

follows readily. This verifies the assertion.



Appendix
Throughout we assume that I 1is commutative.

First we shall define the generalized Harrison cohomology.

1

Let
|

n n— " s o)

n n . ... .
A ;Ai (1=1,2, ’n)’An+l . =

0
be the algebra homomorphism defined by the formulas;

n . 0 ~r = Y
Ao(xl ® o “n) 19 X; @ ® X

n .. = v ‘e ...
bilxy @ =0 B X)) = x) @ O %31 ©80x) © %, ® ©

n

An+l

(xl ® - 8 xn) =% Q- 8 X © 1, X; ¢ H.

HO means R and we note that AO Ag coincides with the

OI
unit map R — H.

Let U denote the unit functor and Pic denote the Picard

group functor. AE (i=0,1,---,n+l) yields functors U( " )

n+l ”n+l

—>U( H y, Pic{ Hn ) —»Pic( ), which we shall denote

by the same letter A?. We shall define

a vl E" ) —ul gty a_ : Pic( 8" )—>Pic( gt

as the alternate sum of A? (we use the same letter dn or

simply d, it would not make confusions). We remark that

do is a zero homomorphism.

Since d2 = dn+ldn = 0, we can define cochain complexes C{ H,
_ n . - . n

= { u(H ), a }n;o and C( H, Pic ) { Pic( H )’“dn}niO'

The n~th cohomology group Ker({ dn )/ Im( dn~l ) (n>1) of

n

c(u, u), C( H, Pic ) is denoted by H"( H, U ), u"( H, Pic

respectively, and will be called the unit-valued (resp. Pic-

b

U )



valued) generalized Harrison cohomology group. The 0-th co-
0

homology group is defined as H ( H, U ) = Ker( do ) = U( R ),
HO( H, Picr) = Ker ( do ) = Pic( R ).

Next, we proceed toward the definition of groups Un( H )
parallel with Hattori [6},[7). Let Pic( H" ) be the cate-
gory of projective 1"-modules of rank 1 (n=0,1,---). This

is a category with product & ne In this Appendix, P* denotes
H

the H"-dual module of P ¢ Pic( H" ) unless otherwise stated.
llence P* ¢ Pic( u" ).

Similar to the case of Pic-valued cohomology groups, A? : nP
._§”n+l yields the functor A? : Pic( u" y—>P.lce( Hn+l ) .

- . n . n+1l
Hence we also define dn : Ple{ I )— Pic( H )} as the
alternate sum of A?. Let f : P 2cQ be an isomorphism in
Pic( u" ) ana let AVF : apo=alo, aTer o aTpr o~ aT0*  be
i i i i it =i

the canonical isomorphism induced from £, then dnf is de-

; n Nex o oot & o
fined as Aof ® Alf ® : an __.:an.

TR

There exists a canonical isomorphism In+l : dﬂnég
. . . . + . .
rough which we identify an™ with n" l. We also identify

. + . . .
d2Hn with o 2 through the composite of the canonical iso-

ax I
morphisms aZn”® ontl gyntl_nt2 n+2

= T ——

n

. . . . 2
For any P ¢ Pec( H ), we have a canonical isomorphism 4P

5;;Hn+2 given by contracting all dual pairs appearing in the

expression of d2P. This isomorphism dzp,gznn+2 will be
) I
written as Cp in the sequal. For f : Pz=Q, the following

diagram is commutative:



2 c n+2

4P ——nTP—> H
l d2f “
d 2Q e 2o CQ S Hn+ 2
. 2n Ynel n+l  Inr2 n+2
In particular, the composite d'H = di ~ 2 H
i . . s 2.n . n+2 . . .
(through which we identified d'H with H ) coincides with
c : d2”n25 “n+2. An automorphism of P ¢ Puie( u" ) is given

”n

by a unit u ¢ n" by homothety, which we shall denote by the

same letter u. For P ¢ Pdic( y" ). we shall denote the iso-

n

morphism class of P by |P| ¢ Pic( U ).

Let n> 1, (P, p) denotes a pair of a module P ¢ P«c

ln——l

(1 ) such that |P| is a Pic-valued n-1 - cocycle and
a cocycle condition isomorphism p : dpgztfx An isomorphism
I
(P, p)=(P' p') 1is an isomorphism £ : P 2 P' such that

the following diagram commutes:

ar P s 1
Ldf ”
ap! B S Hn

We shall denote the category of these pairs and isomorphisms
Pn(H ). This is a category with product defined naturally by

(P, p)-(Q q)=(PQ_ 10 PO gq)
H H

The set of isomorphism classes |( P, p )] of (P, p) ¢
Pg(HA) forms an abelian group, which we shall write P?(H 7.
We shall denote by Zn( H ) the subgroup of EQ(H ) consist-

ing of all |( P, p )| satisfying dp = c_,, and by B ( H)

p
the set of all | ( ap, Cp )] (P ¢ Ple| TR )). For n =1,

1 B ) ~ n
we shall put B ( H ) = {|( R, I, )|}. Since dcy, = Cap’ B ( H )
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is a subgroup of Zn( H ) and we have the groups

n ey =2"cuysecu)
for n = 0, we put ZO( H) ={ ue¢ U(R) ] dou = 1 }, and
% w) = {11}, since d, 1is a zero-homomorphism, this means
llo( H ) = UO( H, U ) = U( R ).

. ) n . . . n-1

Every u ¢ U( H ) determines a pair (u , u ) where
ao:oa™ = s ™ ana (™Y, u) | 2™ nm ) if and
only if u 1s a unit-valued n-cocycle. If u 1is a coboun-

n-1 n-1 . : .

dary, (H 0 )= (H , 1 ). Thus we have a homomorphism
( n=>:l ),

o™ ¢ B, U )BT H ); el(uh—scl] ( H'TY, u |

For n = 0, ao is defined to the identity map HO( H, U ) =

The definability of the following map is clear ( n > 1 ).

g™ . m( n ) — ™ H, Pic ); cl]( P, p ) |—scllp].

Let IP[ be a Pic-valued n-1 -cocycle and take any cocycle

o . . n . .
condition isomorphism p : dP& H . There exists a unit u ¢

In+l

I such that the following diagram is commutative.

d2P CP — Hn+l
| R
d2P dp = Hn+l

And we see easily that u 1is a unit-valued n+l -cocycle.

The cohomology class of u does not change, even if we change

P to an isomorphic module P' or p to another cocycle con-
dition isomorphism p'. If |P | is a coboundary |dQ!, taking
cq * AP = a%g o= u™

as a cocycle condition isomorphism. Then ch= 49 claims



that u = 1. l1lence we have the following homomorphism.

-1 . +
Yo, pic ) ™, Uy el Pp ) —scl( u ).

Theorem A.l. The following sequence is exact:

1 1 1
o—nt(n, v)—smt(u) L5 u(u, pic) L ...
n-1 n ol n gn n-1 n
Xy, Uy =L u"( g )= —>H ( H, Pic ) Y- ...

Proof. Let n > 1, it is easily verified from the defin-

ition of maps that the composite of any consecutive maps red-

n

uces to 0. Let cl|( P, p)| ¢ Ker( B ). We may assume that

P = dQ with some Q e Pic( Hn_z). Then there exists u ¢ U( Hn,)

such that p = uc, and it must satisfy du = 1. Since we have
(a0, p ) = (dQ, ¢y )-( 1", w), (dQ, ¢y ) ¢ BY(H),

cli( P, pl| =cl|(ao, p)| ¢ Im(a” ).

If cl|P| ¢ Ker( Y% ), we have dp = cp with a suitably chosen

p : dP & 11", This means that cl|P| ¢ Im( g" ).

If cl{ u ) ¢ Kex( an+l ), there exists P ¢ Pilc( Hn-l } such
that ( Hn, u ) == ( 4dp, Cp ). This means that there exists
p : ar = 1" satisfying Cp = udp. Hence u~l e Im( Yn ) .

and therefore u ¢ Im( vy ). !
The definitions of Hl( H ) and HO( H, Pic ) are slightly
different to the case of n > 1. But the above arguments will

give the proof of the case n =1, if we are careful. This

completes the proof.

Well, in our case of Harrison cohomology, those which Hn

{ H) , Hn( H, U ) and Hn( H, Pic ) represent are different



from llattori's by their own characters. For example, HO( H )

= nty H, U) = U(R), u’ (1, Pic ) = Pic( R ), Ht H, U ) =

{ ucU(H) ACu) =u®ul} 1is the group of group-like units

of H, by Corollary 4.5 H2( I, U) represents the group of

isomorphism classes of H-Hopf Galois extensions of R with a

dual normal basis. Further as 1is easily verified, B8 is

an epimorphism. Thus we get

Corollary A.2. The following sequences are exact;
1
0—ut(H, v) S smt(u) Lspic(rR )0,
2 2 2

0 =121, v) oudiun) A uton, pic) Y-sudcw, v) S

Let cl]( P, p)]| ¢ Mz( 1 ), this means that P is a rank
l-projective IH-module and that dP = ( P @ P ) ®, ( HeH)

H
A
®,; P* égz I-I2 satisfying cp = dp. From p we make $P
A

P @®Pes H2 @h P naturally, then Cp = dp - means u{ P, &P )

=11 D1 ¢ H3. And (P, p)<==(P', p' ) means that

there exists a unit w ¢ I which makes the following diagram

commutative;

) .

ap ——P s y"
| \\
ap' — Pl "
Thus (P, p)<( P', p' ) means ul P, $p )= dueul Pl’%'

From Theorem 3.2, 3.5, we get



2
Theorem A.3. H7( H ) represents the group of isomorphism

classes of H-Hopf Galois extensions of R.
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