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Abstract 

The time component of weak axtial vector current is investigated in the 

S-rayangular distribution from oriented nuclei for the A=12 and A=13 systems. 

New formalism of S decay is adopted, which introduces the nuclear form factors 

and treats the lepton wave functions with no approximations. The an~lysis in 

the impulse approximation with the Op shell nuclear wave functions shows a 

good agreement between the experiments and the theoretical calculations, if we 

assume the C.V.C. hypothesis and no existence of the second-class current. 

However, the exchange current contribution to the time component is calculated 

and it enhanceG the matrix element of the time component by about 30%. This 

discrepancy is solved by introducing a more realistic nuclear model through 

the first-order core polarization effects. Although the first-order core 

polarization does not affect the space component of the axial vector current, 

it has an appreciable effect on time component due to the momentum dependent 

nature of the operator. In this case, the core polarization by the tensor force 

has a crucial effect and it is dominated by the intermediate states with Zhw 

excitation. The calculation with the tensor force of the Hamada-Johnston type 

reduces the matrix element of the time component by about 30%. This almost 

cancels the exchange current contribution. Thus the total value of the time 

component by taking with these contributions is nearly equal to that of the 

impulse term. It is also found that the situation is the same in the A=13 

system. Finally we conclude that the individual values of the exchange current 

and the core polarization effects on the time component are considerably large 

for the asymmetry parameter of S-ray angular distribution, however, they almost 

cancel each other. 
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§l Introduction 

J) 
The study of weak nuclear proces?es has two main purposes. One is the 

understanding of the nature of the weak interaction, and the other is to obtain 

nuclear structu:t:e i~forI!lationsfrom the weak processes. 

Nucleus has been a testing ground for fundamental interactions, especially 

for the weak interaction. Important properties of the weak interaction were 

discovered mostly from the study of atomic nuclei. These are the discovery 

of the parity nonconservation 2.), determination of· the V-A structure of the 

3) ·V.5) 
weak inte~action and the test of C.V.C.(conserved vector current) hypothesis 

Although the elementary particle physics and the low energy nuclear physics 

are to a large extent now going on their separate ways, the study of weak 

interaction in nuclei still provides the significant and important informations 

about some aspects of the fundamental interactions. 

On the other hand, the nucleus appears now an excellent testing ground 

and generator of many-body theories. Once the fundamental nature of the weak 

interaction is understood, it can be used as a well known probe for testing 

our theoretical ideas on nuclear structure. The electromagnetic interaction 

also provides an excellent tool to study the nuclear structure, because it is 

very well known and we can extract informations without much disturbing the 

nuclear structure. Owing to the C.V.C. hypothesis, the half of the weak 

current (the weak vector current) is related to the electromagnetic current, 

and the other half (the weak axial vector current) brings new excitation modes of 

nucleus which electromagnetic interaction cannot excite, and new informations. 

Thus both of these interactions work complementary. 

Recent developement of intermediate energy nuclear physics concerns on 

the new many-body aspects of nuclei: the exchange current or the extra nucleonic 

/ 



degrees of freedom in nuclei. In this stage, weak interaction again plays an 

important role. The P.C.A.C.(partially conserved axial vector current) 

hypothesis 6)tglls us that the divergence of the axial vector current is 

proportional to the pion field. Therefore the strong interaction and the 

weak interaction in the nucleus are connected by the P. C .A. C. hypothe"sis, and 

the pionic or the other extra nucleonic degrees of freedom are strongly 

related to the weak interaction. '1) 

The study of weak interaction now stands on the intersection of the 

elementary particle physics, conventional nuclear physics and intermediate 

energy nuclear physics. 

Recent study of the structure of weak nuclear current attracted attention 

by a possible evidence of the S.C.C.(second-class current) pointed out by 

Wilkinson in 1970 ~). The S.C.C. was first introduced by Weinberg 1) and 

it is defined by the G transformation properties of the currents, where G 

transformation is the product of the charge conjugation and the 1800 rotation 

around the iso y-axis. The first-class current transforms as £1 V~'6-1 = vi" and 

, for vector and axial vector currents, respectively, while the 

second-class current has the opposite sign under the G transformation. The 

ordinary nuclear currents belongs to the first-class current. Wilkinson and 

his co-workers have made an extensive search for the asymmetries of the ft 

ID) 
values in the mirror B decays • The ft-value asymmetry can be written as 

(1.1) 

Here Oscc. comes from the S.C.C. term and dnllc.l arise from the mirror 

asymmetry of the Gamow-Teller matrix elements, which is the nuclear structure 
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effect induced by the e1ectrmagnetic interaction. Using the parametrization 

of Kubodera, Delorme and Rho 1/), t~e systematic analysis of 0 was done in the 

mass number A=8-30 region. However, the effect of dnucl is strongly 

dependent on the nuclear model and it was difficult to obtain a definite 

conclusion about dscc,. 

Less ambiguous informations about- S.C.C. can be obtained from the 

12) 13 ) 
investigation of angular correlation coefficients in nuclear S decay , 

such as the S asymmetry from polarized nucleus or S-y directional correlation. 

As is shown in the later section, the S.C.C. effect appears with the ratios 

.;. + 
of the nuclear matrix elements for each case of Sand S decays, hence 

ambiguities due to nuclear structure become smaller. The S asymmetry of the 

A=12 system provides us one of the best candidate to investigate the problem. 

Energy releases are very large ( up to 15 MeV ) and the structure of nuclei 

is well known. Furthermore, geometrical factors favor decays of this system. 

These types of experiments determine a linear combination of the " weak 

magnetism" term and S.C.C. term. Thus the test of C.V.C. hypothesis again 

excited at tension so as to fix the " l.;reak magnetism " term more precisely. 

I 1976 C 1 i d 1 . K) . d h n ,a apr ce an Ho ste1n not1ce t at a systematic error found 

in the numerical table of positron wave function may change the results of 

Lee, Mo and Wu ~). Their reexamination of the spectral shape factor of the 

A=12 system with the latest value of the end point energy of S rays shows 

that the C.V.C. hypothesis is not supported strongly as-~as previously thought. 

Subsequently in 1977, Wu, Lee and Mo 15)found again a consistency of 

experiments with C.V.C. hypothesis in their repeated analysis of their data 

by adopting the latest value of the branching ratios of the inner S groups. 

16) 17), If) 
New experiments and theoretical analysis with higher precision 

-3-



have been made for this problem and. confirmed the conclusion of Wu, Lee and 

Mo. The other candidates are also investigated and they are consistent with 

the C. V .C. hypothesis 18). 

12 12. I'l) 20) The B-ray asymmetry from Band N are invest1gated experimentally , 
. 21) 

and theoretically. Assuming the C.V.C. hypothesis, the S.C.C. term is found 

to be small and it is consistent with no existence of S.C.C.. A systematic 

analysis with the other experiments also supported no existence of S.C.C. 22). 

Thus the problem of the S.C.C. and C.V.C. in nuclear weak interaction seemed 

to be solved, but there still remained the question about the exchange current. 

In 1978, Kubodera, De10rme and Rho 23)pointe~ out that a clear evidence 

of exchange current can be obtained "not in the space component but in the 

time component in the case of axial vector current. Although there has been 

an extensive study of the exchange current for the space component of the . 

ax~a1 vector 24)( that' h . h 11 d G T 11 ix ~ 1S, t e correct10n to tea owe amow- e er matr 

element in B decay and ~ capture ), there are many ambiguities remained to 

draw a definite conclusion. Using soft pion theorems and current algebra, they 

shm-led that the exchange current effects on the time component of axial vector 

current is given with less model dependence, and it appears in the B-ray 

asymmetry of the A=12 system. + -It is also suggested that the 0 -0 transition 

+ V or 
e 

affected by the large exchange current for the time component. 

25 ) In 1978, Guichon, Giffon and Samour made an analysis of the ratio, 

W~/WB ' of the ~-capture to B-decay rate, based on the 1p-lh Tamm-Dancoff 

approximation. They found that the inclusion of the exchange current for the 

time component reduces W~/WB about factor 2 and it falls into the present 

experimental value. However, it was pointed out that the nuclear structure 
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effect cannot be eliminated by taking the ratio of ~ capture and S decay 26), 

and there still remains a strong nuclear structure dependence. Due to the 

complicated nuclear structure of the A=16 system and the experimental 

uncertainties, it is difficult to obtain a definite conclusion about the 

exchange current for the time component ~t this. stage. 
. 21 ) 

The analysis of S-ray asymmetry was performed in the impulse. 

approximation by adopting the Cohen-Kurath wave function 17)which is able to 

reproduce the electromagnetic and weak transitions in the Op shell region 

quite well, and it was consistent with no large exchange current for the time 

component. · .. Therefore, the question is " Where have the large exchange current 

for time component gone ? " 

The exchange current problem is usually followed by the nuclear structure 

problem called " configuration mixing" or " core polarization ". They are 

• 24) 
extensively studied in the magnetic properties of nucle~ ,and revealed 

the interplay between the configuration mixing ( core polarization ) and the 

exchange current. For example, the magnetic moment and the Gamow-Teller S 

decay rates in the LS closed ± I nuclei, or the inelastic electron scattering. 

Recently, in connection with the study of precritical phenomena of pion 

condensation 28 1 MI form factors of the A=12 and A=13 systems are investigated. 29) 

It is shown. that the first-order core polarization effect with tensor force can 

reproduce the experiments up to the second maximum of the form factors. 

While in the study of S decays in the A=12 system, the core polarization 

effect has been neglected, since the Gamow-Teller matrix elements cannot be 

renormalized by the first-order core polarization, and other operators 

• 30) 
are expected to be renormalized ~n the same way. .But we find that it is 

not the case. Since the time component operator of the axial vector is 

-s 



momentum dependent, it is renormalized in the first~order core polarization 

and the large reduction occurs if we ~dopt the effective interaction used in 

the analysis of the electron scattering. Thus the experimental data are 

explained as a cancellation of the exchange current and core polarization 

contributions, and a new aspect of the interplay between the exchange-current 

and the nuclear structure effect is revealed in nuclear weak processes. 

It should be noted here that since we deal with the induced terms in the 

weak interaction Hamiltonian, that is, we concern with the quantity O(E/M) 

where E i~ the typical electron energy and M is the nucleon mass, it is important 

to take into account the higher order corrections such as the Coulomb correction 

of finite size nucleus or leptons with higher partial waves. Thus we make a 

new formalism of S decay where we treat the lepton wave functions exactly and 

take into account the higher order corrections properly. 

In §2, we briefly summarize the theory of nuclear S decay. The weak 

interaction Hamiltonian of the V-A type is presented, and the nucleon form 

factors appearing in the expression for the vector and axial vector currents 

are summarized. The difficulties in the conventional theory of nuclear B decay 

and the advantages of our formalism are discussed. In §3, we derive a new 

formalism of S decay. The effective Hamiltonian is derived, which is written 

as a sum of operators with a definite angular momentum and a parity. The nuclear 

form factors in the impulse approximaiton are represented explicitly. We also 

comment on the nuclear recoil correction. As is discussed now, the A=12 system 

is the best candidate and the experimental data are accumulated. We found that 

the A=13 system also has a similar property as the A=12 system. Therefore, 

we investigate both of these systems. The explicit formulas for these cases 

are given in §4, and the relation of the present formalism with the conventional 

6 



theory is discussed. 

In §5, the nuclear models are discussed. The Op shell formula: the matrix 

elements of one-body and two-body operators in the two-orbit states are given. 

We briefly summarize the formal theory of effective operator, and derive the 

explicit formula for the first-order core polarization. The details of the 

effective interactions used in the analysis of core polarization are shown. 

The properties of the core polarization effects are qualitatively investigated 

in the simple j-j model. Core polarization effects on the time component 

operator are compared with those on the Ml operator, and the differences between 

two cases are clarified. 

The exchange current operator for the time component of axial vector 

current is derived in §6. The operator in the momentum space is derived using 

low enegy theorems and current algebra. It is transformed into the coordinate 

space operator and expanded into multipoles. The two-body part of the nuclear 

form factor for the time component of axial vector current is obtained from 

the coordinate space exchange current operator. 

Numerical results are presented in §7. The analysis in the impUlse 

approximation is performed and confirmed the previous results for B-ray 

asymmetry coefficients in our new formalism. We calculated the exchange current 

and core polarization effects on the time component of axial vector current 

in the A=12 and A=13 systems. The core polarization effects are also calculated 

with the different effective interactions given in §5, and their effect on the 

higher order correctins in nuclear B decay are discussed. Discussions and 

summary are given in §8. 
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§2 Nuclear S decay 

We shall briefly review the weak interaction Hamiltonian and the 

conventional theories for nuclear B decay. 

2.1 Weak interaction Hamiltonian 

The nuclear S decays are introduced by the V-A current-current interaction 

as follows, 

, (2.1) 

with 

, (2.2) 

and 

(2.3) 

Here G is the effective vector coupling constant for nuclear S decay and it is 

related to the ~ decay coupling constant GO through the relation 

G::: Go (05 ()c. 

3/ ) 
where Bc. is the Cabibbo angle • 

, (2.4) 

The systematic analyses of 0"'- 0+ super 

allowed Fermi B decays have been performel
l

),.33) and have yielded the latest 

value of G 

8 --



33) 

9 ) 10 -12 ( -1- 3 /]f1ec. 2 ) • G;: (2. q"t 6 0 ± 0.000 >< 11 / (2.5) 

In the framework of the Lorentz covariance, the matrix elements of the vector 

current V
A 

and the axial vector current AA between nucleon states can be written 

as, 

(2.6) 

(2.7) 

, (J)..p= [1 .... , YpJ/zi . (2.8) 

The six terms in eqs.(2.6) and (2.7) are called the vector, weak magnetism, 

induced scalar, axial vector, induced tensor and induced pseudoscalar couplings, 

respectively. These nucleon form factors are the functions of K2 and are real 

if time reversal invariance holds. The fT and fS terms are the second-class 

currents. 

If the conserved vector current hypothesis (C.V.C.) holds, the structure 

of the weak vector current is determined. The electromagnetic current can be 

L written as, 

. 
el'! ~ - [( S V) ( S V /f' J ., v < P; I JA I p~ > = -;: 11& F, -t 7:3 F, YA. -t- F2. + "[3 r:z. ) v).p 1<1' . -, P'; , (2.9) 

with 

, 

q -. 



v , { .J!.2. } Fl :. - 2M }-{p-}-{n (I-t- 4W) F ) , (2.10) 

and 

Hp=/· '193 , ~tJ=-1.113 , (2.11) 

C.V.C. implies fv=F1
V and fW=F2V. Since the four momentum transfer K2 is small 

in nuclear S decay, the following values are adopted, 

(2.12) 

Furthermore, the second-class vector current (induced scalar term fS) vanishes, 

if C.V.C. hypothesis holds. The experimental upper limits for fS is derived 

from the analysis of super allowed Fermi S decays as, 

fs::: (-0.1'1± 0.30) X 10-
3 

(2.13) 

It is consistent with the C.V.C. prediction fS=O. 

Axial vector coupling fA can be determined from the free neutron S-decay 

experiments, such as the life time of the neutron decay, S asymmetry in the 

decay of polarized neutron or the electron-neutrino angular correlation. The 

latest value is as follows, 

. 35) 
b ::: - /. 2!i 4 ± o. 00 7 . 

6) 
The P.C.A.C. hypothesis gives the pseudoscalar form factor fp as 

- 10 
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L 

(2.15) 

Here mn is the pion mass. For K2=O, this gives 

(2.16) 

In the S-decay processes, it is difficult to determine the induced pseudo-

scalar coupling fp' because of the smallness of the momentum transfer. Thus 

I) 36) 
most of experimental tests are concerned with the ~ capture processes ' , 

such as the partial capture rate, average polarization of the recoil nucleus 

or photon spectrum from radiative ~ capture. The upper limits to the induced 

tensor coupling fT are determined through the systematic analysis of all 

available S-decay data, 

22) 

We use the following values as canonical values of the S-decay coupling 

constants, 

3.'106 
fv= I • fw" - 2Ft , fs -= 0 , fA = -/.25, iT = 0 , JP = - O. 06 • 

The units no: c= me = I is adopted,unless we state otherwise. 

2.2 Theory of nuclear S decay 

The theory of nuclear S decay is complicated by the fact that the 

(2.17) 

(2.18) 

electron wave functions are not plane waves but are distorted by the Coulomb 

/I 



-~ . '-' .," . . 
potential of the daughter nucleus. The transition matrix element Mfi for 

S decay can be written schematically as 

, (2.19) 

where 'I/f and 1/'.; represent the final and initial nuclear states, 1Je. and ~v 

are the lepton wave functions. The lepton wave length is large compared to the 

nuclear dimensions, thus ''If'e. and 'l.f'v vary only slowly through the nuclear 

volume. Xt is, therefore, usual to factor out the lepton wave functions from 

t1f~. For example, the transition rate for the allowed transition can be 

written as I ) 

(2.20) 

Here P,E and EO are the electron momentum, energy (including rest mass)and its 

maximum value, and S1 , fcr are called the Fermi and Gamow-Teller matrix elements, 

respectively. The effects of Coulomb corrections for the electron wave functions 

are factorized in the conventional Fermi function F(Z,E). 

The more precise treatment which includes the higher lepton partial waves 

and the retardation effects is required if we want to know the induced terms of 

weak interaction Hamiltonian or the detailed information for the nuclear 

structure. Two methods are usually adopted to include these higher order 

corrections. One is to estimate the electron wave functions at the nuclear 

) 37) 
surface r=R ' such as, 

(2.21) 

-/2·-



Here, '1/£ denotes the j'-th partial wave' of the electron. Hhile the neutrino 

wave functions are plane waves and they are expanded in the power series of 

3g) 
1r , where 1 is the momentum of the neutrino. For example, 

(2.22) 

The second term in the right hand side of eq. (2.22) represents the typical 

higher order matrix elements. Thus, by factorizing out the lepton wave 

functions; Mf~ can be written as the linear combination of the products of the 

energy independent nuclear matrix elements and lepton combinations. 

The other method is to expand both the electron and neutrino wave functions 

around the center of the nucleus r=O~), 

(2.23) 

Each term in the right-hand side of the above equation introduces a nevl higher 

order matrix elements. Althouth the latter method seems more rigorous than the 

former, the power series expansion is valid only in the domain of convergence 

,..~ Rc , where R is finite. 
c 

This difficulty disappears if a well behaved 

nuclear charge distribution like a Gaussian type is used, however, the S-decay 

formula do not converge at all in this case. To avoid these difficulties, 

electron wave functions are expressed in the Neumann series and are expanded 

40) 
in combined powers of PR and aZ • But these conventional formulas introduce 

many types of nuclear matrix elements and it is rather tedious to calculate 

each term individually if the higher precision of the theory is required. 

Therefore we develop a new formalism of the S decay, where the lepton 

wave functions are treated with no approximation. The exact lepton wave 

-- 13-
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functions are not factorized out of the integral of eq. (2.19). The nuclear 

wave functions are combined into nuclear form factors, and the integrand in 

eq. (2.19) is expressed as the products of the lepton wave functions and the 

nuclear form factors. Thus the transition matrix elements become energy 

dependent. The present formalism has the following two advantages: 

(1) The higher order corrections due to the retardations and higher partial waves 

of the lepton wave functions can be treated as exactly as possible. These 

corrections become important when the energy transfer to the electron is large, 

and a precise analysis of experimental data is required or when cancellations 

of nuclear matrix elements take place. 

(2) In the present formulation, exchange current contributions are easily 

taken into account, through the nuclear form factors. Since the same nuclear 

form factors can also be used in the other weak or electromagnetic transitions, 

the relations among these processes become clear. 

- )4--
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§3 Formulation 

1'7 ) 
In this section, we develope general formalism of S decay which are 

analogously obtained as those of the muon capture in complex nuclei4/ ). The 

lepton wave functions are expanded into mu'ltipole series to satisfy the spin 

and parity selection rules in the transitions. We introduce the concept of the 

nuclear form factors, and the transition matrix elements are expressed as the 

integral of the products of the lepton wave functions and the nuclear 
I 

form factors. The radial integrations are left for the numerical calculations. 

3.1 Effective Hamiltonian 

The effective Hamiltonian which operates on the nuclear states is derived 

from the interaction Hamiltonian density of eq. (2.1), by replacing the lepton 

part by its matrix element LA (CY) 

Hr:: if J :J.;..uY) L", (IY) dfY (3.1) 

with 

(3.2) 

L for the negatron decay. Here '1f'seUY) and 4{;,or) are the electron and antineutrino 

wave functions, respectively, and Se and Sv represent the Z components of their 

spins. We expand these lepton wave functions into series of the partial waves. 

(3.3) , 

and 

-/5 



< ..... .t • ..,.: 
.......... - ..•... --; . -<-: ... , . ~ , . 

(3.4) , 

where P and ~ are the momenta of the electron and antineutrino. Gke and ~ are 

the large and small components of the radial Coulomb wave functions for the 

electron and Like is Coulomb phase shift given in appendix A. dJ<v and !xv are 

the radial wave functions for the neutrino, which is given by the spherical 

Bessel functions, 

J 
(3.5) 

The total and orbital angular moment a of the leptons are expressed by the 

quantum number K, respectively, as follows: 

J~= U</-Yz, { ){ 
- (kT ,) (k < 0 ) 

(3.6) 
, 

while the sign of )( is defined so that 

(3.7) 

We use the notations j" =j!l<v etc. 

The spin angular function is defined by 

(3.8) , 

with 

- /6-
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(3.9) 

Using the partial wave expansion in eqs. (3.3) and (3.4), and the following 

, . relation 

(3.10) 

we have an explicit form of LA(~) , 

, (3.11) 

with 

, (3.12) 

In eq. (3.11), the upper (lower) sign refers to the negatron (positron) decay, 

and this convention is adopted throughout this thesis. The positron formula 

is obtained from the negatron formula by using the charge conjugation relation, 

and is shown in appendix B. 

To calculate ( 1.J'JCe/-'Q '(;.. ,\},k""flv ), we use the following formula, 

, (3.13) 

--17 -



":-:,.;.. ..... '-,--' -.~:>~ .. ' •. ' , . ~~. :-,. ~.' .•.. " .• .. '-, ... :'.-. ~ .. ~ -.... -" . 
\vith 

(3.14) 

I' Here K is either 0 or I , and (p(o,; I , (frl'is the unit vector,a(O'is the 2x2 unit 

matrix and crCfI is the Pauli spin matrix. 

The effective Hamiltonian can be expanded into a series of nuclear 

multipo1e operators 
r"1 
ujn(~.K¥) , each of which corresponds to the lepton system 

f h 1 1 J . Z M· h . I L~e~..tJ-o t e tota angu ar momentum , 1ts component , W1t par1ty ,-T • We 

write down the space and time components of nuclear current explicitly as, 

(3.15) 

Thus the effective Hamiltonian can be derived from eq.(3.1) with eqs. (3.11)-

(3.15), 

L' (3.16) 

-I~ 
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Hhere 

(3.17) 

with 

(3.18) 

3.2 Nuclear form factors 

By using the more explicit expression for eq. (3.14), we can rewrite the 

operator 

L 

....... / - '" [ I t-"_J.e.+-f.,H 
C:1M(~, If,,):: 4TT(2}~+I)(zf,J-I)/(zJ+- I} CJ~LY:..-!f J.rO) L- !...: - ] 

I. z-

(3.19) 

- ler 



eo', __ .. ', ," , _,,' " 'e' • V' ' .. > _, e e ' 

Hhere L (J< .. , J(v) etc. are the combinations of the radial parts of the lepton wave 
~ .. ,". ~; .. :~;. .. -~~.: " .. ,,- .. .', ~., -

functions and they are tabulated in table 1. If we define the nuclear form 

factors as, 

(3.20) 

we can express the reduced nuclear matrix elements of EJ11 in a simple form as, 

(3.21) 

Here the reduced nuclear matrix element is defined by 

(3.22) 

Thus the nuclear matrix element is expressed by the radial inteBral of the 

products of the lepton wave functions and the nuclear form factors. If we replace 

the lepton combination with its numerical value at a certain point (e'a' at the 

nuclear surface) and factorize it out of the integrand, we have the integral 

-20--



cif· the type of 
-. ..-

matrix elements 

for 6 decay in the conventional theories. 

We shall show a few simple examples for the relation between the nuclear 

form factors and the conventional nuclear matrix elements. If pVand $A have 

,~ the following forms, 

A ~ 
]j~([r)= L 1: . or- J (lr- fr..) 

J:., .) J }, 
(3.23) 

we have 

(3.24) 

Here S 1 a~d J or are the same as in eq. (2.20). 

Isospin operators are defined as, 

-'(T~:ILT."f) :L. Cl • (3.25) 

3.3 Transition probabilities of 6 decay 

The probability of S-ray emission with energy between E and E+dE in the 

solid angle dI2e is given by 

(3.26) 
J 
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'vith the density matrix \olhich is defined by 

(3.27) 

r-' Here 17,ft.) and fJfl1,> stands for the initial and final nuclear states with 

spins :J~ and Jf- ' and their Z components /1; and t1f ,respectively. ()..Hi is 

the population of the intitia1 magnetic substates f1i with a normalization 

From eqs •. (3.16), (3.26) and (3.27), we have an explicit form for the S-ray 

angular distribution from oriented nuclei as follows: 

with 

and 

[{.tJ,.: ~ (~)(-/"-Yr~et-f b)"/+I ,{2J.-' ){2J~' J. (J'eJ/~ -Xlp,,) 
D 1Y l<eJr/K,.)f..' It" ~ff' 

. W( jej/1J';)j",) (Jj/ff3.rO<{!)<yJl1Ji) (J;.lI£r'{Ki,J<J) IJ,;) 

J 
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(3.29) 

(3.30) 

(3.31) 



'-

, 
Here the condition 1!e.,..Re+P =even should be satisfied, the angle B denotes the 

direction of the momentum of the electron with respect to the nuclear orientation 

axis. The summations over Ke, My and J should be performed so as to satisfy 

the spin and parity selection rules for the related transitions. 

The 8-decay spectrum is given by integrating eq. (3.28) over the solid 

angle for the electron, and we define the shape correction factor C(E) as follows: 

with 

and 

, 

3.4 Impulse approximations 

1= dlE 
P 

, (3.32) 

, (3.33) 

(3.34) 

Until now, we have made no restrictions for weak nuclear current densities 

p"(rr} ,JV
("') ,J,A(y} and rrP'"). In the following, we assume that the nuclear 

currents can be expressed by the sum of individual nucleon currents as in eqs. 

(2.6) and (2.7) of the free nucleon. We also assume the non-relativistic 

description for nucleons. In this case, the nuclear current densities are 

expressed as, 
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, 

(3.35) 

with 

(3.36) 

Here the momenta m and if operate on the nuclear wave functions in the 

initial and final nucleon states, respectively. 

From eqs. (3.20) and (3.35), we obtain the explicit expression for the nuclear 

form factors with one-body currents. They are summarized in table2. Note that' 

the induced pseudoscalar and scalar terms are treated separately from the other 

space and time components. Induced pseudoscalar term (P.S.) is proportional to 

(3.37) 

By the help of the Dirac equations for the electron and the neutrino: 
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J 
(3.38) 

eq. (3.37) can be expressed by a single term which is multiplied with electron 

mass 'me' 

P. s. QC 1')1e 1('~ Vs 1.('1' (3.39) 

As a consequence, many observables in nuclear B decay are insensitive to the 

4Z) 
induced pseudoscalar coupling • In the case of the ~ capture, this 

multiplication factor me is replaced by the muon mass TYlJL which is 207 times 

41 ) 
larger. Because of this fact, the pseudoscalar coupling becoms important in 

the muon capture. Thus the additional nuclear form factors and lepton 

combinations appear, and they are also tabulated in table 1 and table 2. 

Therefore, the matrix elements of e~(ke~Kv) should read as 

(3.40) 
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3.5 Nuclear recoil corrections to S decay rate 

The phase space volume should change by taking into account the recoil of 

the final state nucleus 13) so that, 

(3.41) 

A 

where q is the unit vector of the neutrino momentum, and Mf is the mass of 

the daughter nucleus. The correction term with O(~) may not be neglected for 

light nuclei, since we are to concern ourselves with the O(~) terms in this 

work. This nuclear recoil correction should be done for the integrand of eq. 

(3.27), which should be multiplied with the following factor: 

(3.42) 

with 

3£ - '£(1 
Rc = 1+ 11./ , (3.43) 

The term with K=O gives the same result as eq. (3.30), except that it is 

multiplied with Ro • The expression for the K=l term, and some examples are 

given in·appendix~B. 
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§4 B decays in the A=12 and A=13 systems 

In this section, we shall write down the explicit formulas for B-ray 

+ + 
angular distribution from oriented nuclei in the case of thee1 , 1 + 0 , 0) 

transition for A=12 and the(3/2-, 3/2 + 1/2-, 1/2)for A=13. The level schemes 

for these transitions are sho~vn in fig 1 and fig 2. The transition operator 

S:r {keIK",) with J=l contributes to both cases, while the operator with J=2 

contributes only to the transition in the A=13system. We shall show that we 

can derive the conventional formu1as
21

) by making some approximations for the 

lepton wave functions. 

4.1 Explicit formulas for the A=12 and A=13 transitions 

From eq. (3.28), the B-ray angular distribution in the B decay of the 

A=12 and A=13 systems can be written as, 

with 

, 

B, :: - -'-b(I) ..:. J3 bt/) 
-1" 

~ b (I) 

2./Z " /o,[L .'z IOIiO '-2 
, 

I (z) I (2) J7i (2) 

B"].= - zJ7;' b/• - 2lto b,:z. + Jbff h:J~ ) 

(4.2) , 
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\l7here the polarizations of the initial state IP , Al and r are given as 

h;tkA=J2~, 

and 

fv~A=13~. (4.3) 

(.R) 
In the case of the A=12 formula, we have only h" ~ with.f. =0,1 and 2 in 

with J=l and J=2 in 

are given by 

(4.4) 

and 

(4.5) 

--Z8' -



4.2 Relation of the present formulas with the conventional theory. 

The formulas in the·conventiona1 theories of S decay can be derived from 

the present formalism under some approximations. For example, the electron 

wave functions (or those multiplied with an appropriate power of r ) are 

replaced by their values at the nuclear surface r =R, and the neutrino wave 

functions are expanded into a power series in ~r. If we neglect the terms 

with r:t. and higher powers in Y', and the partial waves.with IXI ~ 3 , the 

lepton combinations are approximated as those in table 3. Lepton combinations 

with (K~, ~~ )=(-1,-1) and (1,1) are excluded by the spin selection rule for 

Factorization of the lepton wave functions in table 3 introduces the following 

nuclear matrix elements, 

, 

(4.6) 

with 

(4.7) 

In the impulse approximation, these matrix elements are given by 

L. 

- 29 



'-

(4.8) 

with 

(4.9) 

From eqs. (4.1)-(4.7)~ we have an approximate formula for the S-rayangu1ar 

distribution for A=12(1+, 1 + 0+, 0) and A=13(3/2-, 3/2 + 1/2-, 1/2), as follows: 

(4.10) 

with 

(4.11) 

Here parameters a, band c are defined by . 
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J (4.12) 

Combinations of electron wave functions, Lo, No , etc., are given in table 4. 

In the limit of the point nuclear charge, we have the well known expression for 

S-ray angular d~stribu~ion from oriented nuclei 21
), 

with 

and 

~'fFoP6{Eo-E )2 C{E) 
(27T) 

-{ If" f :. (/;t{h r: ) p, (llY' D ) -t- ,AJ d"F E fz (l(Y./P) J , 

c (E) ~ 

(4.13) 

(4.14) 

In the case of the A=l2, we set c equal to zero. It is interesting to note that 

the same geometrical factor 2/3 appears as a coefficient for the time component 

b in both cases of A=l2 and A=l3, though the individual values of J,; , lP , 

Al and the nuclear matrix elements are different. 
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The time component matrix element -£ (iYslY > contains the induced tensor 

coupling as 

(4.16) 

Here ( i is er >:t are contributions of the first and second-class 

currents, and their expressions in the impulse approximation are given in eq. 

(4.8). From the definition of ~T in eq. (4.15), we can single out the firsb-

class and the second-class time component matrix elements as follows, 

(4.17) 

Here we neglect Fofr in dA and <tA':J> equals to zero in A=12. 

If C.V.C. hypothesis holds, the magnitude of (tfix 1Y) .is determined and the 

strength of S.C.C •. can be discussed from the difference of d_ and 01... • On 

the other hand, the space components of vector current, (cf<Xtr) and < iAlf > , are 

canceled in the sum of 0(- and 0+, which contains only the time component 

matrix element for the first-class current. Here we define the paramete~ ~ 

as usual 

(4.18) 

In the impulse approximation, this is written as 

"J:rA :: I 1- Z < IY{(JT-W) > / (OJ) (4.19) 
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This is essentially the ratio of matrix elements of the time component and 

space component of the axial vector current, and are related to d_ + cI~ as 

in eq. (4.17) in the approximate formula. 
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§5 Nuclear models 

The original nuclear shell model is based on the assumption that each 

nucleon in the nucleus moves independently in the average field produced by the 

other nucleons. This can be understood qualitatively from the Pauli exclusion 

principle and the weakness of the nuclear force at large distance. Thus the 

nucleus is described as an ensemble of non-interacting nucleons in a common 

potential well. But, in fact, the nucleons interact each other and there still 

remains the residual interaction except for the part which is used to construct 

the average field. Then the problem is reduced to solving the secular equation 

for a Hamiltonian which contains the residual interac.tion. Since there are 

10' ~ 102 nucleons in the nucleus, it is a very difficult task to solve the 

complete problem. Owing to the existence of the magic numbers, we can describe 

the nucleus near the closed shell as a system of a few valence nucleons moving 

around the inert core, which greatly simplifies the problem. In other words, 

we can truncate the nuclear Hilbert space. These procedures have brought a 

43) 
great success in nuclear physics • 

Of course, there still remains the question "How is this truncation 

justified?". The answer to the question have been investigated in the context 

of "effective interaction" and "effective operator,,44). We are not in the place 

to discuss these problems in detail,but give some short comments on the 

"core polarization". Core polarization is a revival of the inert core problem 

which was once discarded. Since the interactions between the valence nucleons 

and the core nucleus cause the excitation of the core, the excited core also 

has non-zero spin and electromagnetic moments, and contributes to the transitions. 

45) 
Concept of the core polarization was first introduced by Arima and Horie 

as the "configuration mixing" in the study of magnetic moments. The gap between 

the Schmidt value and the experimental data for the magnetic moment is mostly 
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explained by them. The importance of the core polarization in the effective 

interaction is also shown by Kuo and Brown46 ). The E2 operator for nuclei with 

the closed shell + one nucleon also provides a possible test for core 

polarization effect, and, in fact, many works have been done
44

). Their effects 

are also seen in the other electromagnetic or weak transitions in the different 

47) 
region of nuclei • 

In what follows we shall briefly summarize the derivation of the effective 

4~) 
operators ,for the purpose of the later discussion. Then the explicit 

formula for the first order core polarization is derived. The qualitative 

feature of the core polarization effects will be investigated in the simple 

j-j model. Notations, symbols and some definitions used in this section is 

summarized in appendix D. 

5.1 Op shell formula 

Before going into the discussion of the core polarization, we shall 

summarize the formula which is needed to describe the nuclear model within the 

truncated Op shell. 160 We assume that the nucleus of forms the core, and 

A=12. and 13 systems are described as hole states. The n-ho1e basis state with 

the set of quantum number r is written as, 

(5.1) 

..,-
Here }.il-,,; represents the r1~ -hole states for the i -th orbit with Fa:, and 

A/,)~ stand for the OP3/2 and OP1/2 orbit, respectively. 

The matrix elements of the one-body operator F W and the two-body operator 

GP) are obtained from the formulas in o.ppendix D, 



i, 

,~ 

° I. W(fAW(l;d r') (.A"PhA"-'A io)(lr'/JA'-A; f3 > ) 
A 

(5.2) 

° LW (pAW,!}; :x:.r'J( }.'hr pj.. .... ~ ;[cI(J};£.) (J.:'p' fI}."-l Ll.; (VJ):/) 
A 

• La W (fLJlb(J; d r')( )..'IIr/I.;\"-'A ; cJ.)()tP'P).."""A ; ji) . (5.3) 
/J. 

Here the summation on oC, (3 ,y and d runs over OP3/2 and OPl/2' and cover 

the orbits within the core. The first and the second line in eq.(5.3) represent 

the two-body and the one-body part of G W , respectively. 

From eq. (5.2) and (5.3), the matrix elements of Hamiltonian between the 

two basis states are obtained by setting W =0. 

+»(11-1) L <-yJ;z/V/olj3;X)AN° Z(l'rjIJt?1;(dP);t)(;.."r'fr.AfI-'lIi(YJPC)C:rj (5.4) 
L ~~i~r~ A 

where HO is the one-body part of the Hamiltonian and V is the residual 

interaction, EoP-¥z. and Eop~ are the single particle energies of each orbit. 

The matrix element of the one-body operator can be written in the form 
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) (5.5) 

are the final and initial nuclear states which are 

the linear combination of the basis states of eq. (5.1). The coefficients 

c~ for some nuclear models used in this thesis are summarized in table 5. 

5.2 Formal theory of the effecive operator 

The Schrodinger equation for the stationary state of the nucleus is written, 

, (5.6) 

with 

, (5.7) 

where H~ is the model Hamiltonian, ~~ is its eigen:function and V defines the 

residual interaction. The true eigenfunction I\f-ol of the system can be expanded 

into the series of ~~ 

(5.8) 

Since the index runs from one to infinity, it is necessary to truncate the 

series in eq. (5.8), 

(5.9) 
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Here w~ introduce the model space ffJ with the truncated configuration. The 

division of the full Hilbert space into the model space ( P space) and the 

other excluded space ( ~ space) can be accomplished by the use of the 

.projection operators, 

, (5.10) 

They satisfy the following properties of the projection operator, 

2-P = p ~ (5.11) 

Since H~· commute with P and Q, HO cannot couple the rP space to 9.. space 

(5.12) 

Here we have 

, (5.13) 

By applying P and Q to·eq. (5.6) from the left hand side, we obtain· the 

two coupled equations, 

(5.14) 

(5.15) 

Eq. (5.15) can be solved for fJ'l/d. to give 

L 
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I ·.1 
Cl'l(cJ:: C ,,0 V. V(1p 'If'cJ = 'll tll-

>-0/ - nea - 6() E'.t - H$a .p 7 01 ~ 
(5.16) 

with 

, (5.17) 

By substituting eq. (5.16) into eq. (5.14), we find 

) (5.18) 

with 

, (5.19) 

and 

(5.20) 

Thus Heff is the effective Hamiltonian which acts only the model space and 

gives the same eigenvalue E~ as the original equation (5.6).· 

The effective Hamiltonian depends on the true energy E~ of the system through 

rc,E , therefore the solutions of eq. (5.18) with different Cd are not 

orthogona1 to eacp other. In the more sophisticated treatments, the energy 

dependence of the effective Hamiltonian can be eliminated by introducing the 

Sa) 
folded diagrams . , and Heff is expressed as the linked valence diagram 



expansion with the unperturbed energy denominaters. The eigenfunctions with 

different energies are not orthogonal even in this case, because of the non-

Hermitian nature of the folded diagrams. On the other hand, the FST-Okubo 
£)1 ) 

method ensures both the use of the unperturbed energy denominator and the 

orthogonality of the model wave functions. In the first order in V, these 

methods gives the same results and we assume that the orthogonality of the 

model wave function holds. 

The normalized projected wave functions are defined as 

(5.21) 

where IXp is the normalization constant obtained by 

, (5.22) 

with 

(5.23) 

We now consider the matrix elements < '!fa IT J 7/'(3) of any physical operator 

T. This matrix element can be also described in terms of the effective operator 

Teff which operates within the model space, 

(5.24) 
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where the effective operator Teff is given by 

(5.25) 

Eq. (5.24) shows that the true matrix elements of operator T are equal to those 

of Teff in the model space. If we know the model space wave functions~ 

normalization constants and the effective operator Teff from eqs. (5.l8)~ (5.22) 

and (5.25)~ the true matrix elements are obtained in the truncated space. 

Thus the problem is to obtain ~p ~ IIp and tfpp by solving eqs. (5.17) and 

(5.20), and then we have the consistent description of the effective interaction 

and the effective operator. 

Any model can be used for HO and p space~ if the correct renormalization 

through the above procedure is done. Unfortunately~ the correct renormalization 

requires the complex knowledge of the whole excluded space~ and it is a very 

difficult task. The problem in nuclear theory is thus to choose a model. 

Hamiltonian HO and a model space ~ , which enables us to solve the problem 

easily. For example~ the renormalization due to ~ space can be ignored 

( 'lkr =0) or the Q space can be included by the perturbation theory (11",= V"P ). 

Here we assume that 'l/pa and o/pp are given in certain functional forms 

'" J\ VF~ and Vpp ~ which lead to the reasonable results for the energy levels 

and the transition probabilities in the relevant-region. Then eqs. (5.18) and 

(5.24) are written as~ 

(5.26) 

(5.27) 
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Here we neglect the second order in Vpc~ , and the normalization rJ.p and (Jp 

are reduced to unities. For the lowlying states of the Op shell nuclei, Op shell 

are chosen as the model space. 

Furthermore, we regard the interaction H~p + Opp as the Cohen-Kurath 

effective· interaction 27) which is empirically derived from the X1
-fitting with 

experimental energy levels of the Op shell nuclei. Thus the Cohen-Kurath wave 

functions are adopted for ~dP and ~; 1-1 C> is assumed to be the harmonic 

oscillator Hamiltonian, and the upperturbed energy difference of HO is inserted 

in the denominator of eq. (5.27). 

5.3 Explicit formula for first-order core polarization 

We start from eq. (5.27) and Q is replaced by its explicit expression 

in eq. (5.10). Since the nuclear states have definite spins and parities, 

we deal with the reduced nuclear matrix elements of the following form, 

(5.28) 

Here T W is the transition operator with rank w , and V is the effective 

" interaction ( VPQ in §5. 2) • Tf, p~ and ~ denote the quantum numbers of 

the relevant states and summation runs over the states ~ in the Q space. 

are then-hole states in the Op shell. For the one-body 

operator TW 
, r)H becomes the one-particle (n+l)-hole states. The particle 

states are 04~ , IS!f; I P!1 , ••• , and they are !fenoted by . P , 

and the hole states OS% ' OPJ~ ,OPJi are denoted by A. £:m is the energy 

difference between Pm and r~ or Pf . The terms in the curly brackets of 
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eq. (5.28) are called the core polarization terms (C.P.). 

The final, initial and intermediate nuclear states are expressed as the following 

linear combinations of the basis states, 

, 

(5.29) 

where An denotes the n-hole states. a , Sand y stand for the quantum 

numbers which specify the basis states, and G. (~.f-), Cl!> (Pi. ) and et (Ad) 

are their amplitudes determined by the diagonalization of the Cohen-Kurath 

effective Hamiltonian. The symbol d in eq. (5.29) is an extra equantum 

number to specify the individual energy eigenstates with the same quantum 

number 11. 

The C.P. term in eq. (5.28) can be written as 

I~ 

(5.30) 

Here the spin isospin selection rule for 11 should be independently applied to 

the first and the second term in the bracket. We assume that the energy 

denominator Em is independent of d, then the summation over d can be performed 

. independently, 
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(5.31) 

With the help of the 2-orbit and 3-orbit c.f.p. defined in appendix D, the 

following formula is obtained, 

;J (hR,r'IJlP) -- <PJqTI<J/llh)) • (5.32) 

The derivation of the formula is summarized in appendix E. The summation of 

C, h , q. , J< , J. and J runs over the hole states which are allowed by the 

selection rules for spin and the particle-hole number selection rules in 

c.f.p.'s. The first term in the square brackets comes from the one-body part 

of the effective interaction, and the second term from the two-body part. Note 

that the first term does not vanish since we did not adopt the Hartree-Fock 

condition. The last term in the curly bracket in eq. (5.32) 'comes from the 

second term in eq. (5.30). 
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5.4 Effective interactions 

We shall give the detail of the effective interactions which will be 

adopted for the core polarization calculation in this thesis. As the effective 

interactions, we adopt the following four models: (1) Rosenfe1d
5Z

), (2) Suzuki-

Hyuga-Arima-Yazaki 2Q), (3) Mil1ener-Kurath
S3

) and (4) Sussex54-). 

Models (1)~(3) assume the effective interactions with the simple functional form, 

and the central part of the effective interaction is given 

(5.33) 

with 

The exchange character of this interaction can be presented also in a different 

expression 

(5.34) 

with the spin isospin projection operators 

, 

, (5.35) 

and their cofficients P, which are related to et in eq. (5.33) as 
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L 

( 
-3 - 3 '1 
-3 -1 

-3 -3 
(5.36) 

They are normalized as follows: 

(5.37) 

Numerical values of the potential parameters are summarized in table 6. 

Now we shall go into the details of the four models. 

Model (1) and (2): These are used in the analysis of the inelastic electron 

+ + - - -scattering in the A=12 (0 ,0 + 1 ,1) and A=13 (1/2 , 1/2 +1/2, 1/2) transitions 

by Arima et al. 2'1 ) The potential parameters of Model (2) is obtained by 

fitting both the experimental data on the magnetic form factors of the inelastic 

electron scattering for the A=12 and A=13 systems. As is seen from table 6, its 

triple odd component ( /33 ) is fairly strong. The authors of Ref. Zq) adopted 

5~") 
the tensor force of Hamada-Johnston potential with a radial cut off at 

(5.38) 

with 

, (5.39) 
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Suffix L (=0 or 1) of a and b indicates the total isospin of the two nucleon 

system. The parameters adopted here are 1/~ =3.7 MeV, 
-1 P. =1.4lfm ,ao =-0.5, 

bo =0.2, 0.1 =-1.29 and bl =0.55. The Ml form factor of the inelastic 

electron scattering is well reproduced up to the second maximum (momentum 

transfer 
-I q"\. Zf?ll ) by Model (2). 

Model (3): Millener and Kurath obtained the particle-hole interaction which 

gives a good account of the non-normal parity states of a number of nuclei from 

11 Be to 160. It is noticed that this effective interaction is just the 

particle-hole interaction that connects the model space and the excluded space, 

and that it incorporates the non-central components. The additional non-central 

components to eq. (5.33) are given by 

, (5.40) 

with 

(5.41) 

The parameters adopted here are VT =-16.25 MeV, 
-1 

VLS =-26 MeV, I1r =1. 4fm , 

~L.S =0. 7fm -1, b =-0.035, bt: =-0.345, c.. =2.875 and Ct: =0.625. This 

interaction is shown to give a good description of the allowed f3 decay of lit B 

to the lowest 1-, 2- and 3- level of I~C 

The matrix elements of the effective interactions (1)-(3) are derived with 

the harmonic asci11ator nuclear wave functions with b =1. 65fm •. 

Model (4): El1iot et al. used the experimental nucleon-nucleon phase shifts to 

deduce matrix elements of the nucleon-nucleon potential in a basis of the 

harmonic oscillator wave functions of the internucleon distance. The matrix 

-47 -



elements are given in the form 

(5.42) 

up to G wave and . J 'Yi- 'YI' I ~ 2 • They are tabulated for several values of the 

oscillator parameter b, and we adopt those for b =1.7fm. 
SI ) 

Hauge and Maripuu 

used them for the effective interaction calculation of the Op shell nuclei. 

Although non-central components of this interaction are different from those of 

56) . 
the Cohen and Kurath ,both of them obtained a fairly good agreements with the 

electromagnetic and weak transitions in the Op shell. 

5.5 Qualitative features of core polarization effects 

To see the core polarization effects qualitatively, we shall investigate 

(1+, 1 - 0+, O)transitions in the A=12 system by adopting simple j-j coupling 

model. The ground state of 12C is assumed to be closed shell of the O&h 

orbit. 12 + Then the excited state C(l, 1) is the one-particle one-hole state 

" v.-I (lp-1h) written as [ Or!{.@OrM. ](1,1). Thus in eq. (5.28), ff and F~ 

stand for the closed shell and the 1p-1h state and the state with r;, of the 

first and the second terms are 1p ..... 1h states and 1p-1h or 2p-2h states, 

respectively. Therefore, C.p. term can be written as 

t L. (o,n TWill ph; r> EL (ph;J71 u JI~h~ ; re.) 
p"V 

(5.43) 
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where LI denotes the one-body part of the effective interaction, and it is 

removed from V in the above expression. 

denote the lp-lh and normalized 2p-2h states, respectively. 

The core polarization formula in the j-j model is given by 

(5.44) 

with Po = OP~ , h, = OP1h (see appendi~ E) Here the 

first and the second terms correspond to the first term, and the third and the 

fourth, to the second term in eq. (5.28), respectively. The second and the 

fourth terms come from the one-body part of the effective interaction. The 

summation on p and h runs over the (p-h) pairs as ( I~, OP.S;Z ), (1 f}q , OlJh ), 

( ofS/z, Of~ ), ( IS!1 , OSY,. ) and ( Od3/z, OS~ ), and that for c runs over 

os~ and ()r~ Due to the Kronecker delta functions, p is restricted 

to IP~ and IP~ in the second and the fourth terms, respectively. Here the 

intermediate states are restricted to 2h~ states for simplicity. 

Introducing the parameters, XPh, YPh and 

eq. (5.44) as, 

c.p. -= 

+ (no/IITw 1111&) Ul( + (IP7A IhT'" ID Pc) Uy 

-49 

U y ,we rewrite 

(5.45) 



.i __ 

'-

The definition of the parameters is clear from eqs. (5.44) and (5.45). 

We put our particular interest on the distinct features of the core 

polarization effects on the time component of axial vector current liPA and 

the Mlelectron scattering operator TM/ defined as, 

(5.46) 

(5.47) 

with }L =4.706. Here ~ is the momentum transfer in the electron scattering. 

If the Hermitian property of the operator T~ (q is the z component of rank W ) 

is given by 

T 
\(JT }(+!l ,w 
!L -= (-) 1-9:. ( 5.48) 

the reduced matrix elements of this operator has the following property 

(5.49) 

Here k is determined by the property of each operator, and for the time 

component operator Tf1I and M1 operator TMl , k takes the values land 0, 

respectively. 

From the time reversal property ofOtheseoperators, both of their reduced matrix 

elements are real. Thus the first two terms in eq. (5.45) are combined into a 

single expression 

(5.50) 
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Using the effective interactions discussed in §5.4, the numerical values 

of these parameters are obtained and they are summarized in table 7. The 

results are shown individually for the central and tensor parts of the effective 

interaction. For the central forc~, the parameters X~ and yp~ appear with the 

same absolute values for the four components of the P-h pairs, and the 

relative phase of them is given by (_)p-h. Therefore, a strong cancellation 

occurs for the case of the time component operator, but not·for the Ml operator. 

On the other hand, this is not the case for the tensor force, except for 

( ISrz., OS~ ). The core polarization for the time component operator has 

large amplitude in the 0 fS/z. - O~ and oclu. - OSu.. transitions, which 

are the tensor type transitions with A2 =2. One-body part of the effective 

interaction has no effect for the tensor force ( Ux -= Uy-= 0 ), and again the 

cancellation of the central force effects occurs for the time component operator 

( Ux = Uy = -0.0961). Thus both the central and the tensor parts of the 

effective interaction play an important role for the Ml operator. On the other 

hand, only the tensor part is important for the time component operator of the 

axial vector. 

Another difference between the Ml operator and the time component operator 

lies in the contribution of the intermediate states. The one-body matrix elements 

of the time component operator is given by, 

(5.51) 

with the derivertive operators JJ~ ... and SK defined in §3. Here only the 

relevant part of the time component operator is written. The matrix elements 

.-
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vanish for In,-nz.l ~2 for the harmonic oscillator single particle radial wave 

function 
~ Rnl , due to the ladder nature of the derivertive operator D~ . 

This means that only the intermediate states with .zhw contribute, in the 

case of Tt'A. On the other hand, TMf contains J~ (!L r ) , and (n,R,j,l1THI 1I1hRd2.) 

has non zero values for arhitrary n'-~l 

The tensor force has also important contributions to the magnetic moment and 

B decay transition probabilities in the nuclei with L S doubly closed shell 

plus or ml°nus one nucleon Sq). Th 1 . ° h d d e core po arlzatl0n appears as t e secon -or er 

effect of the configuration mixing, and it is sho~~ that the mixing of the highly 

excited intermediate states (,.., 12 KW) by the tensor force is essential to· explain 

the reduction of G-T type B decay. On the other hand, for the time component 

operator, the core polarization appears in the first order of V due to the 

momentum dependent nature of the operator, and mixing of 2~ intermediate 

states by the tensor force is important. 
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§6 Exchange current effect in axial vector time component. 

In describing nuclear weak and electromagnetic processes, it is usually 

assumed that the transition operator ,-W is given as a sum of one-body 

operators tw ( i ) of the free nucleon 

(6.1) 

This assumption is called "impulse approximation", and many electromagnetic and 

weak processes show that this is a fairly good assumption. However, it is 

evident that the nucleons in the nucleus are no more the free nucleons but 

they are interacting with each other by the strong interaction. The deviation 

of the transition operator from the impulse approximation is usually called 

"exchange current", and it is written as the two-body and the other manY-'f:lody 

operators for nucleus 

A 

L. -t:'rc)i)-t-
t-~J.I 

( 3 body (lNIc;( h011V1.- -terms ) (6.2) 

To test the existence of the exchange current has been a subject of 
.,) . 

intensive studies in nuclear physics ,24 , but apart from a few exceptional cases, 

conclusions are not clear cut. Two.positive evidences for the exchange current 

exist in the thermal nutron capture by proton (n + P -+ d + y) 5S) and the 

e1ectro:disintegration of deuteron (e + d -+ e' + " + P ). 5'1) In these cases, 

the nuclear wave function is well known, and the one-pion exchange current can 

explain the main part of the deviation from the impulse approximation. 

However, no such clear evidence exist for the axial vector current. Most 

60) 
efforts were concerned on the allowed transition of a decay and ~ capture , 

which is dominated by the space component of the axial vector current. 
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Kubodera, De10rme and Rho 23) pointed out that, owing to the soft pion theorems, 

one-pion exchange current processes can be obtained almost model independently 

and the successful theory of exchange current is that one-pion exchange process 

be dominant over other short-ranged processes such as mUlti-pion or heavy-meson 

exchanges. They showed that such a situation occurs not for the space component 

but for the time component of axial vector currents, and it could give rise to 

large effects. 

In this section, we derive the explicit formula for the time component 

exchange current operator, by taking into account one-pion exchange between two 

nucleons. The momentum space operator is obtained from the Ad1er and Dothan's 

result 61) and then it is transformed into the coordinate space. They are 

expanded into mu1tipo1es and the nuclear form factor for the exchange current 

for the time component of axial vector current is given. 

6.1 Momentum space operator 
()( 

The one-pion exchange contribution to the two nucleon current Jfi shown 

in fig. 3 is given by the following transition matrix element 

(6.3) 

, 
Here p,;, P,; , !L and J< are the four momentum of the initial nucleon, final 

nucleon and the pion, and the momentum transfer induced by the external field. 

I 
( IP .. ,/P .. , CjJ and 11< are the three momentum of them). ex and B denotes the 

isospin indices of the current and the pion. J~ is the pion source current. 
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The pion production amplitude by the external field in eq. (6.3) is 

61 ) 
expressed as follows, by the help of the soft pion theorems , 

;",'(1)~&)+M J -~Y(r,-9.)+H 
-r~r Y.s-If.!. -'" ',.L 1:(1<) i" ],"'(X) ~I-Ys-rf3 

,- , z. 2 '" A ( ", _4 ) ~+ /1' (P,+ V -+- J1 ,. ,J. 

(6.4) 

Here, M is the nucleon mass, :/.... is the pion nucleon coupling constant giy~n by 

9r ... 
~ = 14.6 and ~ is the axial vector coupling constant given in §2. 

~~ is the isospin wave function of pion 

, 

(6.5) 

If (J<) and ]=;(IC) are defined as follows: 

d < N(FU/ J}.d/ NlP, J> = u[Pz):J}. (~-R)U(P,) , (6.6) 

(6.7) 

with the axial charge Qp = jd~ At(Jr,o}. 

The first term in eq. (6.4) is known as the "commutator term", the second as . 

the "P.C.A.C. consistency term", the third and the fourth are the Born terms. 

The last pion pole term does not contribute in the case of axial vector current. 
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The propagator. of the Born term is rewritten as a sum of the positive energy 

part and the negative energy part as, 

-iiP+ y1 ___ , [it,. Er - iYlP-r M 
p~ M2 - 2Ep Pt> -El'+ .:~ 

-t-
%Ep t- i-~If-H 

Po + cp -if. 
(6.8) 

Each term corresponds to the diagrams in fig. (4.a) and (4.b). The first term 

(positive energy part) can be considered that it is already incorporated in the 

nuclear wave function. The second term is the so called "pair current". In 
, 

the non-relativistic approximation, the pair current term reduces to ~ and 

is cance1ed exactly with the P.C.A.C. consistency term. Thus, only the 

commutator term remains 

(6.9) 

Current algebra shows us that the commutator in eq. (6.9) for the axial vector 

Af current ~ is given by 

(6.10) 

Here is the vector current. The leading term of V•Y 
/'- in eq. (6.10) is 

proportional to y~ and this implies that the time component and space 

component can have very different magnitude, for )... = 4 

and for .A. = 1,2,3. On the other hand, the impulse term is 

proportional to Yj..Ys , which dominates in the space component. Thus the 

exchange current contribution is relatively large in the time component of 
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axial vector current. From eqs. (6.9) and (6.10), the pion production 

amplitude is given as, 

(6.11) 

and the pion source current, 

(6.12) 

From.eqs. (6.3), (6.11) and (6.12), the transition matrix element in the non-

relativistic limit is obtained, 

(VtJ I 3 /, rrY 11> , 9 ~ . , ~.CjJ Tr )cJ. 
T;-. :: -- 6 ClIl+/Y, +ij<-Ifl-U.l) N.J. rill. m.l -21'1 (1£. X U-l 

...,. (2.TT)3 )/1 -v T TT 
(6.13) 

6.2 Mu1tipo1e expansion in the coordinate space 

The exchange current operator in the coordinate space J: (%, ,W2 ) is 

defined by the Fourier transform 62) of the momentum space operator as 

(6.14) 

J-:d 
() () Substituting ~ in eq. 6.14 from eq. 6.12, we obtain 

(6.15) 



Here, tr = %/ - %'2 , 
,. 

q] = le - IJ':z- and we set the momentum transfer by the 

external field 1< -+ O. Replacing OiCff by iaJi- V and .using the formula 

(6.16) 

(6.17) 

with 

, (6.18) 

then, J ~ (,x, ' ~ ) is given as 

(6.19) 

with 

I 'J / ( '»1rr ) 1 

c~ - 2fA 4TT M = 0_13 (6.20) 

. _ ]rI. By symmetrl_z InB 4- (%, , l'(2 ), with its indices X, and ~2· , the two-body 
L 

operator for the nucleus is written as, 

(6.21) 

The time component operator pA(j() is expanded into mu1tipo1es as 

follows. We define the relative and center of mass coordinate as 
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(6.22) 

The S function ineq. (6.21) can be written as 

(6.23) 

Using the Rayleigh expansion of these exponential factors, is written 

as 

(6.24) 

with 

(6.25) 

Integrating over the angular variables of the momentum p( , and recoupling the 

angular momenta, we have 



(6.26) 

The nuclear form factor for the exchange current in the time component of 

axial vector current is defined as in §3, which is given as follows, 

• (PLO 0 I:JO ) (f.! 00 I.lD) W( I jJL ;J)f} ) 

(6.27) 

Total time component form factor is the sum of eq. (6.27) and the impulse form 

factor obtained in §3. The calculation of the two-body matrix element is given 

in appendix F. 

So far we have assumed to start from the Adler and Dothan's result, 

however, it was pointed out that the explicit introduction of JP meson may 

change the results 63). The pion production vertex in fig. 3 consists of some 

pole diagrams such as nucleon, nucleon isobars, JP meson etc.. In the limit 

64-) K + 0, the f' exchange diagram shown in fig. 5 dominates over other diagrams , 

60 



and the propagator should be modefied as 

(6.28) . 

2-
If we retain the ~ dependence of the j7 meson propaEator, the radial 

dependence of the time component operator in eq. (6.27) changes as follows, 

(6.29) 

This change has the effect to remove the singularity of the ~I (mtrr), and may 

bring the similar effect as the introduction of the short range correlation of 

two nucleons. The comparison of both of these calculation is given in §7. 
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§7 Numerical results 

In order to analyze the experimental data, we must take into account the 

higher order corrections in nuclear S decay by the formalism which we have 

given in §3. Experimental data are derived by the following procedure 20) • 

The ratio R is obtained by the measured intensities, W (" ,At ), of S rays at 

the angle e with the alignments ,41/ and It. , 

R ~ W(~ ,.41,1 
W(B, ,4\,) • 

Here the angle f) is either 0 or rr , and the coefficients ol'f are 

defined by 

R-/ 

We derive theoretical values of ~T in the same way as in eq. (7.2), this 

(7.1) 

(7.2) 

corresponds to the average slope of 82 1 Bc> in eq. (4.2) in the energy region 

of experiments. If the experiments are done for the coefficient of polarization 

W , the asymmetry coefficient is defined as the average slope of 

1= (6,1 80 ). (E IP )-1. These coefficients in aligned and polarized nuclei are 

the same in the simplest formula. By taking into account the exact formula, 

this is, however, not the case. Formerly ~ is defined as the ratio of the 

matrix elements for time and space components without higher order corrections 
AI 

in §3. NmV' we introduce aawhich includes higher order corrections, and the 

quantity can be compared directly to experimental data. 

~ -= _ 3/1 (0'- +ol.,. ) 
rJ 2 • (7.3) 
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The average slope of spectral shape factor C(E) is defined as follows 

1 (7.4) 

Here, El and E2 are the upper and lower values of the electron energy in 

experiments. 
2 Since the higher order corrections introduce the E dependence 

in S'; , eq. (4.2), we must be carefull about the averaging procedure 1'7) 

7.1 Impulse approximation 

At first, we show the results in the impulse approximation.within the_9p 

shell configurations. The experimental values of t:Yf and aT in the A=12 system 

are summarized in table 8 together with the theoretical values. The calculation 

of B decay is performed with the formalism derived in §3. with the Cohen-Kurath 

8-16 2BME model. The harmonic oscillator strengh, b=1.64fm, is adopted for the 

single particle wave functions. In conformity with the shell-model wave 

functions, nuclear charge distribution of the harmonic oscillator is adopted 

(7.5) 

The electron wave functions are numerically obtained by solving the Dirac 

equation with a Coulomb potential of the nuclear charge distribution in eq. (7.5). 

The maximum energies of the electron are E" =13.873MeV for B- and Et> =16.819 

+ 14) 
MeV for B . The weak coupling constants in eq. (2.18) are adopted as the 

canonical values. The results show a good agreement between the theory and 

experiments, although there still remains a slight difference for the _ 

coefficients et,. 16) of the Heidelberg group 
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Using the asymmetry coefficients C<'f of. the Osaka group 20 ), we can show 

the limits of the strength of S.C.C. and the validity of C.V.C. hypothesis. 

3.706 cv(. 
In fig.6, 0._-0.+ is shown as a function of fTlfw where fw = -~ (= fw ). 

This impose the following limits on IT 

f,1 fw '" - O.020:t o. 164- or (7.6) 

Thus the experimental data of the asymmetry coefficients otT in the A=l2 system 

is consistent with no existence of S.C.C., and it is also consistent with the 

22) 
result of the other analysis in nuclear f3 decay. • 

Now we assume that fT =0, and 0._-0.+ is given as a function of fw. The 

result is shown in fig. 7, and it gives the following limits, 

~ •• / r.:-,Vc. __ . J~v T'.. /.03 ± O. 2/ . (7.7) 

If we use the coefficient of the spectral shape factor which is derived from 

the experiment of Lee, Mo and Wu S), the result is 

, (7.8) 

and is shmm in £::'g. _B. - . The experimental result of the Heidelherz ~rou~ ~s alGo 

shown in this figure. In the case of Lee, Ho an~ Wu, the errors are not so S1)J~ll, 

but are .sonsiGtent ldth the C. V .C. prediction within 30% a1'lb~guity. 

On the other hand, the sum of the asymmetry parameter 0._+0.+ is shown in 

fig.9, as a function of ;L where Y- is defined as the muliplication factor of 

the time component matrix element which is derived in the impulse approximation 

within the Op shell. This shows the limits on )C 
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/./0 ±O.Ili', (7.9) 

which seems to be consistent with no large exchange current effects and this 

is the starting point of our discussion. 

7.2 Exchange current and Core polarization 

Before going into our discussion, we show the difference of the two 

models of exchange current operator given in §6. The models (a) and (b) are 

those without and with the explicit P meson propagator, respectively. The 

ratio of the matrix elements for the time and the space components, ~ , is 

calculated with the Cohen-Kurath 8-16 POT model. The results are as follows: 

with 

(a) ~IA+E:C = 5.134 

(b) ':JrMr=c.. = 4.975 

=38.1%, 

= 33.8%, 

'!1rA = 3. ? I 6 . 

(7.10) 

(7.11) 

Here ifTA't"EC- is given by taking into account the imp,dse term with the 

exchange current for the time component, but not with the core polarization. 

~~ corresponds to the calculation in the impulse approximation. As was 

expected before, the inclusion of P meson propagator sup~resses the short 

distance singularity of the Yukawa function. Thus the matrix element for the 

exchange current is reduced by about 13%, and this reduces ':f- by about 4%. 
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As this is a minor change, it is suppose.d that the inclusion of a short range 

correlation factor doesn't change the results considerably. The model (b) is 

adopted throughout the following calculations. In the calculation of core 

polarization effect, we adopt the energy denaninator in eq. (5.32) as follow's: 

Em= -2"hW= -30.74He.V • 

In fig. 10, the results for different nuclear models are shown in the case 
<V 

of the A=12 system. The symbol. in fig~'IO' denotes 'cl which includes all the 

effects, but the other symbols 0 and- correspond to '!J , the calculation 

without higher order corrections. The core polarization is calculated by the 
29) , 

effective interaction of Arima et al. with the tensor force of Hamada-Johonston 

type given in §5.4. The three models of the Cohen-Kurath wave functions give 

the similar results, not only for the impulse term but also for the exchange 

current and the core polarization. As is seen in table 9, the contribution of 

the exchange current for the time component is about +34% and the core 

polarization is about -30% of the impulse value of ~ Thus, both effects 

cancel each other and the final result is only slightly larger than the impulse 
'V 

value. The difference between ~TDT and ~ in table 9 comes from the higher 

order corrections and it seems to be not large. These points are discussed later. 

The Hauge-Maripuu wave function gives a smaller value of ~L4 , but the exchange 

current and the core polarization contributions are nearly the same as those of 
'-

the Cohen-Kurath wave functions. 

The results for the A=13 system is also shown in fig. 9, where we derived 

only the ratio of the matrix elements, because no experimental data is 

available now. As was expected in §4, the magnitude of "j is the same order 

as in the A=12 system and the contributions of the exchange current and the 

core polarization are found to have the same tendency as in A=12, and they almost 

cancel each other. The study of the A=13 system is as useful as that of the A=12 

'- system. 
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7.3 Effective interactions and the core polarization 

The core polarization effects for various effective interactions discussed 

in §5.4 are shown in fig. 11 and table 10. Here we used the Cohen-Kurath 

8-16 POT model. As was discussed in §5.5, the core polarization effect is 

strongly dependent on the tensor force, and less sensitive to the central force. 

The three models of the left side of fig. 11 has the same tensor force, that is, 

the Hamada-Johnston tensor force with cut off at re =0.7fm. Therefore, they 

show nearly the same results. On the other hand, thel!i11ener-Kurath interaction 

and the Sussex interaction show the smaller core polarization effects. This is 

due to the weakness of the tensor force in these interactions. 

In order to see the differences of these interactions more explicitly, we 

calculate the Op shell matrix elements of the tensor force and compare them with 

the other models which we used to obtain the Op shell wave functions. The 

matrix elements of the tensor component of different interactions are shown in 

table 11. The Cohen-Kurath 8-16 POT and Hauge-Maripuu interactions are similar, 

but they have some large matrix elements which are different=rom each other even 

their phases. The Hauge-Maripuu and Hamada-Johnston interactions agree quite 

well, but the Millener-Kurath interaction is very different from other 

interactions and it is the weakest among these interactions. Even though these 

interactions explain the energy levels of nuclei in the Op shell region, they 

have different tensor components and it is observed from the analysis of the 

transitions where the tensor force plays an important role as in the case of the 

time component matrix element. 

The Hauge-Maripuu interaction is obtained from the Sussex interaction by 

the second order perturbation theory, but they seem quite different in their 

tensor forces. That is, the tensor force of the Hauge-Maripuu interaction is 

nearly equal to that of the Hamada-Johnston which is stronger than the Sussex 
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matrix element, as is seen from the core polarization effect on time component 

in fig. 11. It may indicate that the higher order correction terms to the bare 

G matrix elements amplify the tensor part of the effective interaction. 

7.4 Higher order corrections 

Introduction of the core polarization changes also the other matrix elements, 

for example, (c2J r1-) and < [or~ Y; i'yZ) , in addition to those for the time 

component. In table 12, we show these higher order matrix elements. The 

effect of the core polarization is large for these higher order matrix elements, 

particularly for the tensor-type operator, {[(]J@)';l l '}y2>, Since both of the 

matrix elements (<JT y2 ) and (rQf~ '(2J(I' yl> have the same transformation properties 

as the Ml operator, both the tensor and central parts of the effective 

interaction are important for the core polarization effect, and indeed it is 

seen from table 12. These changes of higher order matrix elements may affect 

the coefficients, a~, and dr' 

For the spectral shape factors, this does not bring a considerable change. 

In fact, the change is at most O.Ol%/MeV for a_-a+. For the asymmetry 

coefficients ~~ , it is noticed in §7.2 that the effect of higher order 

corrections seems to be very small. In table 13, we show the difference of ~ 
"-

and 11 for some cases. This difference mainly comes from the higher order 

matrix elements. It is clear from this table that the higher order corrections 

many affect the results nearly 4% in some cases and it is non-negligible. 

The another reason why the higher order corrections are important is as 

follows. As is seen from fig. 12, the higher order corrections introduce the 

terms proportional to E2 and the line has a curvature, while in the simple 

approximation, it appears as the straight line. The exchange current and core' 
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polarization change the curvature, thus we have to be careful to derive the 

slope d'f of these lines and compare them with the experimental values_ 

Finally, we comment on the nuclear recoil corrections given in appendix C. 

The results with and without recoil corrections are shmm in table 14. The 

recoil corrections are almost cancel each other in the differences a_-a+ and 

a -a , but they remain in the sum a +a+_ These corrections are not large, 
- + -

but cannot be neglected completely. 



§8 Discussions and Summary 

We investigated the time component of axial vector current in the A=12 

and A=13 systems. The new formalism of B decay is adopted, where the lepton 

wave functions are treated exactly and the nuclear form factors are introduced. 

The interplay between the exchange current and the core polarization for the 

time component of axial vector current is clarified. the results are 

summarized as follows. 

(1) From the analysis of experimental data on the B-ray asymmetry coefficients 

a~ in the A=12 system by the impulse approximation within Op shell, the 

following features are found. The difference a_-a+ indicates that the 

induced tensor coupling constant fT is small and it is consistent with no 

existence of the second-class current. With the analysis of the spectral 

shape factors, the validity of the C.V.C. hypothesis is confirmed. The sum 

a_+a+ which singles out the time component of axial vector current indicates 

that the calculation by the impulse approximation within the Op shell can 

reproduce the experiments very well. On the other hand, as was pointed out 

by Kubodera, Delorme and Rho, the exchange current contribution to the time 

component of axial vector current is large, in fact, our calculation shows 

that the exchange current enhances the matrix element of the time component 

by about 30%. This is independent of the nuclear models used. Therefore, 

introduction of the exchange current breaks the agreement between the theory 

and experiments. 

(2) The problem is solved by using the realistic nuclear model, that is, 

by incorporating the first-order core polarization. The Cohen-Kurath wave 

function is commonly used for the analysis of the electromagnetic and weak 

transitions in the Qp shell region. Because it.succeeded in reproducing 
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the magnetic moments, MI gamma transitions and allowed Gamow-Teller B decay 

rates in the Op shell nuclei. One of the reason why the Cohen-Kurath wave 

function succeeded in explaining these quantities is as follows. As is seen 

in §5, the truncation of the nuclear -Hilbert space introduces 

the correction term (fIT~ V-t"V~TI i > to <fIT I i) in the first order 

in the residual interaction V. If the transition operater T does not have 

matrix elements between the model space and the excluded space projected by 

Q, these first-order correction terms vanish. Indeed, the magnetic dipole 

operator and the allowed Gamow-Teller operator have this property. Then 

the corrections appear in the second and higher order in V, and they are 

supposed to be not large. Therefore the trancation in the Op shell is 

justified for these operators. On the other hand, time component operator 

fpr the axial vector current is of the momentum dependent, and it has matrix 

elements between the model space and the excluded space. Thus the first­

order correction terms in V can survive as in the case of the inelastic MI 

electron scattering. 

The core polarization effect reduces the time component matrix by about 

30% and almost cancels the exchange current contribution. In other words, 

the existence of the large exchange current effect on the time component of 

axial vector current is shown indirectly but clearly in the analysis of the 

8-ray asymmetry in the A=12 system. Introduction of the exchange current and 

core polarization does not change the conclusion for the second-class current 

and the C.V.C. bypothesis, since the total value of the time component by 

taking with these contribution is nealy eq~al to that of the impulse value. 

(3) The importance of the interplay between the exchange current and the 

core polarization has been discussed in the magnetic moment, allowed B decay 

and inelastic electron scattering. In the former two cases, the contribution 
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of the highly excited configurations through the tensor force is important in 

the second-order effects. For the latter case, the core polarization appears 

in the first-order effect and is dominated not only by the tensor force but 

also by the central force of the effective interaction. The difference of 

core polarization effects between the Ml operator in inelastic electron 

scattering and the time component operator is investigated in the simple j-j 

model. Only the tensor part of the effective interaction is essential to 

reduce the time component matrix element and the intermediate state with 2~CU 

excitation dominate the effect. The result is dependent on the model of the 

tensor force. 

In the study of the magnetic form factors in the A=12 and A=13 systems, 

Arima et al. used the tensor force of Hamada-Johnston type with radial cut off 

and they succeeded in reproducing the experimental data up to the second 

maximum of the magnetic form factors. The tensor force is important to obtain 

the agreement around the second maximum of the form factors. Therefore it is 

reasonable to consider the Hamada-Johnston tensor force is well reproducing the 

character of the tensor part of the effective interaction for the nuclei in 

this region. Both the electromagnetic and the weak process in this region can 

be explained by this tensor force. 

(4) We have been concentrating on the time component of the axial vector 

current, and the space component of the axial vector current and vector current 

are calculated in the impulse approximation. The exchange current contributions 

to these quantities are calculated 60), 6S) and their ratios to the impulse 

matrix elements are given by 

72 



< OJ )F.C I (f.J" > rA , (8.1) 

,-
(8.2) 

These are the minor effects as compared to the case of time component matrix 

element and we did not take them into account. So far, the non-relativistic 

d .. f h 1 h b d Th 1··· .. 66 ) escr1pt10n 0 t e nuc eus as een assume. e re at1v1st1C correct1on 

which comes from the small components of the nuclear wave function also changes 

the result. There may be 10% enhancement of the time component matrix element, 

but it is strongly dependent on the models of the relativistic correction. 

The second-order effects in V and the interference term of the first-order 

core polarization and the exchange current may also give some corrections. 

The above corrections compete each other. The agreement between experiments 

and the theory including the first-order core polarization and the exchange 

current for the time component of the exial vector current may imply that 

these additional corrections are not large, or they are canceled among each 

other. The problem is left to the future investigation. 

(5) In addition to the A=12 system, we also showed the results for the A:13 

system in the simple approximation (we neglect the higher order corrections 

in nuclear S decay). The calculation supported our first observation that 

the A=13system also provides a testi~8 ground for the exchange current for the 

time component of the axial vector current. The situation is nearly the same 

as in the A=12 system. The individual values of the exchange current and 

core polarization effects are considerably large, but they almost cancel 

each other. The analyses of the angular correlations in nuclear S decay for 



the A=8 and A=20 system 3D) and the ~ capture to the B decay rate in the 

A=l6 system will also provide fruitful informations about the exchange 

current and nucleon structure problem. 
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Appendix A. Electron wave functions 

The electron radial wave functions G~ and FKe in eq.(3.3) are the 

solutions of the Dirac equation, 

k.e+ , 

J!..( Gke) _ (---r-
dt- FKe -

- Ft-I;- V(Y'J 

E+/- V(~»)(GHe) 
~-, FYe - to" 

(A.I) 

where V(r) is the Coulomb potential of the daughter nucleus. 

(1) Plane wave solution 

The plane wave solution ~~(~) is obtained if we set V(r)=O in eq.(A.l), 

(A.2) 

It is normalized as, 

(A.3) 

(2) Solution for the point charge distribution 

For the point charge distribution V(r)= - cl; ,GKe and FI<.. are given 

with their asymptotic forms as, 

(A.4) 

( 
ft~, 0 -fro CDS lpr-~ 4Jlo-g 2pr- ; (.&t-I)-t A)<Q ] ) 

-fr~' 0 ~ .... 0 5;'1 rpr-~ "J.e., zpr- ¥<.Re+ I
) + Ake ] , 

(A.5) 

-~s 
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with 

and 

, ""_ dlE 
d- P 

ne) ~ P(ct+t1). X,J! 
F(a,c,x)= .t- T7( ) ... 

r{o.) "=D ' c ... n I'. • 

The wave function with the proper asymptotic form is given by 

e:J:ipr 
~·f(f)) 

(A. 6) 

(A.7) 

(A.B) 

'1({+) 
Se,/P and 

rt(!-) 
Se,/p denotes the solutions with outgoing and incoming boundary 

conditions, and ~~~ is the plane wave solution in eq.(A.2), except the 

phase factor proportional to ylog2pr. In the theory of B decay, the solution 

"f.,C-) 67) 
with the incoming boundary condition T~,~ is adopted. 

(3) Solution for the finite charge distribution 

Inside the nuclear charge distribution, we put the inner solution of the 

following form, 

(A.9) 
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Here N is the normalization constant and UI< and 'Vk satisfy the equation, 

cl (U") 
dy V ... 

k" of p<l 
= {--y 

l,... FE+I-t VCr) 

F:+l- VCt-))( UJe) 
k-Ikl Mc ,.. 

(A.IO) 

U .. and CL{ are solved numerically with the initial conditions, 

UJ{(O) = I VX({»);;:. D 

(A.II) 

U(O):: , 

The outer solution is represented as the linear combination of the regular 

and irregular solution for the point charge distribution. 

(A.12) , 

where Gx and F% are the irregular solutions. The regular solution is given 

in eq. (A.4) and the irregular solution is obtained if we replace y...., -y in 

eq.(A.4). The inner and the outer solutions are connected at a point of 

suitably large r where the Coulomb potential of the finite size nucleus shows 

the l/r dependence. 

L 
A, Band N are determined as follm-lS: 

A/B (A. 13) 

_ 2. -Yz. 
B ::: r l-r z(AIB) cos (SJ.-cOs,. ) + (AIB) ] ~ (A.14) 



with 

Here R is the point of the connection. 
c 

(A.15) 

(A.16) 

The Coulomb phase shift for the finite charge distribution ~ is given 

by, 

(A.17) 

.J 
where .1,< is that of the point charge given in eq. (A. 6), and dk is related 

f .1k by eq. (3.31). 
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Appendix B. Formula for positron decay 

For positron decay, the Hermitian conjugate in eq.(2.1) contributes, and 

it is written as, 

h.c. 
G ,. /1,1-= V2 J~ (x) ~A (X) , (B.I) 

with 

(B.2) 

and 

(B.3) 

The matrix elements of the vector current V
A 

and the axial vector current AA 

between the nucleon states can be written as, 

~ . - (1* ..t* v I • 111- , 
('Yl1 VA I p> = /., tr", :ly '6. + ./w OAp f\P -" 7.s k,)... ) 'l.fp J 

(B.4) 

(B.5) 

with 

K':: Kn- Kp • (B.6) 

If time reversal invariance holds, these nucleon form factors are real and 

the change from the negatron formula appears in the sign change of S.C.C. 
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terms fS and fT. 

The lepton matrix element LA «(Y' ) is given by, . 

(B.7) 

Here c4,JIr) and 'Y-:eor) are the neutrino and the positron wave functions, 

respectively. The particle wave function ~ and the antiparticle wave function 

~c are related by the following relation 

(B.8) , 

where C is the charge conjugation operater which is given by 

, (B.9) 

in our metric (Pauli metric). Using eqs.(B.8) and (B.9), eq.(B.7) can be 

rewritten as 

= - i 1/'se(rr) Y;. ( /-"'Is) c/JJ., (r) (B.IO) , 

where t denotes the transpose of y matrix. 

Thus the positron formula is obtained by replacing 1+Y5 in eq.(3.2) by 

l-Y5' for the lepton part. Furthermore, the radial wave functions for the 

- gO 



electron should be replaced by the charge conjugated solutions which are 

obtained from eq. (A.I) by replacing VCr) ~ -V(r). 
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Appendix C. Nuclear recoil correction 

The density matrix which incorporate the nuclear recoil correction is 

given by 

(C.I) 

In the case of the A=12(1+,1 0+,0) transition, the particle parameters 

b:~) in eq.(3.30) should be mUltiplied with RO' and the additional terms 

appear in the following manner, 

, 

, 

L(l) 

V" ~ (C.2) 

with 

, (C.3) 

The effects of the recoil correction are discussed in §7.4. 
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Appendix D. Shell model calculations 

D.I Notations· 

The isospin formalism is used throughout §5, and the alphabet which 

specifies the individual nuclear states is an abbreviation of the spin and 

isospin as follows: 

. t > It jo..f to.. let)"' IJa. a. , (-) = (-) , 

(D.I) 

The reduced matrix element is defined by 

(D.2) 

where the phase factor vanishes for the ordinary operater with integer rank, 

and it is consistent with the definition in §3, if the isospin indices are 

dropped. 

An irreducible tensor operater made of the tensor product is defined by 

(D.3) 

Antisymmetrized(A) and normalized antisymmetrized(AN) two-body matrix element 

between the angular momentum coupled states ( I«~ir) == l[d~(3J'> ) are given by 

, (D.4) 
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with 0aS = Jj~jfl6J~ffJ r5n~nfo Note that the Kronecker's delta is an abbreviation 

of the product of the Kronecker's delta functions for all necessary quantum 

numbers, while 0' represents the product of the Kronecker's deltas for spin 

and isospin. 

. D.2 
. 43) 68) 

Second quantized formalism for shell model calculat10n ' 

W W· 
One-body operator F and two-body operator G are generally expressed as 

, 

, 

in the second quantized formalism. Then we define the core, and the hole 

operator btis introduced as follows: 
a 

'" 

( ) j+1I7.,.t+T1 r. . _ 
- ~J-m t-n -

-t 
{ b jrntn 

lij",tn 

( stcJes inside ih.e core) 

(stateJ outs;de ftte cote ) , 

(D.5) 

(D.6) 

(D.7) 

where ~ is the particle annihilation operator with the correct transformation 

-:Vb property for angular momentum, and is defined in the same manner. Eqs. 

(D.S) and (D.6) are rewritten by the particle and hole operators, and they 

are rearranged in normal order. Then we reduce the matrix elements by eq.(D.2) 

and sum over the magnetic quantum numbers. Finally we obtain five terms of 

w u.J irreducible tensor operators for F , and fourteen terms for G. We give the 

explicit expressions for the relevant terms in our analysis, 
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'-

with 

w -r -}{ "" i-j.1"w F = - fy <i III F tIJ//Ij > (w] '2 Bji (-) 

+ ?5- (»7 III FIJI Ji/j) [W]-Yz C:':; 
+ r. (i.J1/ F W IU71) [W]-X Cri: (_ /--I1+

W 

.1£ 7 

G W == :f ~ <ijj .x«( G'" /if kP; :IrA rwf~ [ BTI<~ @ lJt r J 
(_ );X-:J+co 

l:JI<R.Jl~ 

+ 2.1.. E.. (rnj;xmG"'lf'XR;"J)ArW]-J1[8-rJ@JJ;.,~Jt.o[-)X--:J+", 
jl<mQX~ . 

-L.L: .". w. -x ["tiJ. "-~ w .Jl-';j+IM + 2. Cj.RP:X'U (ij,.x8IG 1/1 P1J'J-}A [w) DpLcstJ B",] (-) 

-;f 1f£;(lI(m11;XPfG"'IHn;1JIA [wr.!1. [,A~;,;;(~@ B-tJt' 

, L. -}5 [ ~x "'"-:I JW VC-- :if ljPj;(':!(ij;.x II1 GUlK!l'g)"~)A [W) 2 By~ APi (-) 

+ 1: <cn;xl[IG"'111CP;~).A [:;JI'ZW(XCW1;rtYJ c~.:t 
cbrx 1J 

+ cfx"J (cj ;XQI G W 111c~f; iI/A [:J]~ W{.xCw9 ;j-y) c:~ {_/"--,-tw
, 

(D. B. a) 

(D.B. b) 

(D.B.c) 

(D. 9. a) 

(D.9.b) 

(D. 9. c) 

(D. 9. d) 

(D. 9. e) 

(D.9.£) 

(D.9.g) 

Here the summation runs over particle states for the suffices of a+ and at 
hole states for those of -t '" };j and b and all the states in the core for c. 

x and y are restricted by the spin and isospin selection rules. 

Matrix elements of these operators between the particle-hole states are 

reduced by the formula, 
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(D.ll) 

"rp' Xrp y""', yrh 1 d 1 1 Here ~,and are the partic e an ho e states, respective y. 

Aflp ( gQ") is constructed from the product of particle (hole) operators a+ 
"-

and C\ (hI· and b ). np is the particle number of XTP and V
h 

is the number of 

h 1 • BJ2h d h h f ( )n/'Vn b h . o e operators 1n , ·an t e p ase actor - appears y t e ant1-

commutation properties of the particle hole operators. 

D.3 Definition of the coefficient of fractional parentage (c.f.p.) 

The problem is now reduced to obtain the matrix elements of ~t and or 
"" ( b+ and b ) between the many particle (hole) states. The task is accomplished 

with the help of c.f.p.. In the following, we give the formulas for the 

particle operators, and the situation is completely equivalent for the hole 

operators. 

(1) One-orbit formula 

One-particle c.f.p. is defined by 

J (D.12) 

+- i\... 

and .the reduced matrix elements of {land et can be written as 

(D.13) 

- f?6 



Here Ipllr) is the n-particle orthonormal state with definite spin and isospin. 

Two-particle c.f.p. is defined by 

(D.14) 

where two particles a and S are distinguished for later convenience. 

From eqs.(D.12) and (D.14), the relation between one-particle c.f.p. and two-

particle c.f.p. is obtained, 

{ ff'r [, p".zp'; (fM~>B) (CPcif'p)g fi ~ ; Pot,> = L.. <p"[7{1 plt-'p"; ~)(pr-'p" n p".2F'; ffl > 
/1 r'" 

. [rn{)J~!v{r~rRt ;r"B) _ (D.IS) 

It is also defined as the matrix element of the second quantized operator, 

(D.16) 

The one-body operator FW and two-body operator GW can be expanded in the 

following nine types of operators: I, at", a, [ct~O:J, [CA"'@dJ,rC\~aJp 

With the help of eqs.(D.13).and (D.16), they are reduced to the product of 

c.f.p.'s and Racah coefficients with proper factors. 

(2) Two-orbit formula 

In the two-orbit formula, Ipllp> in the one-orbit formulas should be 

replaced by I [P."'@ K"l) r' > It is accomplished by replacing the one-orbit 

c.f.p.'s with the two-orbit c.f.p.'s in eq.(D.13) and (D.16). 

The two-orbit c.f.p. can be expressed in terms of the one orbit c.f.p. as, 
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(p'"'f,@p'''"r; ;rn P,"'(.'(8J Pz":n'; r'; f» 

= cS), cS ':f!, S":"'"1 (-J":!fJ [r. r']"':w(r'" PA. IT j r;'~) (P,"'r./' P,~''''/~' ;f, > dr;r...' 

r S"zOn,'n, 0,,:",-, Jfi[r. F' J~ WU'" r: f;. r:.'j r; r,){p/'T: 'f f.."'-'r; '; f.>orrrr' 

{P,"'f,(l f'zrlzr; ; F fl p''''F,'~ gn{fi'; r' ; (p.,fpJ{) 

= dd I 8ft,8"[(I.-2 Jr;{Z~:j rr: r'J~W(f"rz.~r, ; p"fT) (p,"'f, P P,,,,-zr:'(efp)8) Jrr1Z ' 

+ J .. dpz In;tI,-tjn,(rr.il.. [~r'J}$. W(rr;{)Pz ';r; r'J(ftr:P e",-zr;'(eJp)B )cJr.P.' 
~ f'/Ol-I) 

(D.l]) 

+ dJ'Sp Z 0",'(1,-' O'"{".-, (- /l.-'Iff!;Xt fp,~ re Jy%~;;'j(P,"'rrfi p,'t-Ir.:- e)(ri"i;h f{,1: ';~) (D.18) 
~~e ; 

with N=nl +n2• 

The three-orbit c.f.p.can be defined in the same manner as eqs.(D.17) 

and (D.18). In §5.3, the three-orbit states appears in the following special 

form with Os~ (Ps), 

Then the three-orbit c.f.p. can be reduced as follows: 

, 

<rnt'Ll {I pit.., r' j (f'Jfp >e) 

= SdI dps J,,~ .. ,_, ST~G. (- )". J#,~" r pr. r'& J~ W(pt; p., F. jP,'P)W(AP'fs ~ ;OfJ ((tIT (Ip,,,r'r;, .. f..,) 

1- ddz 6pS &"i",-, JWr: Rc:~, , [rr. rle J}{ W(f77U~ rr'jT; F' )l"(AP'B~ jf)i)( p."}:11 P;'-',j'; P.,. > 

(D.19) 

(D.20) 

(D.2l) 

The c.f.p.'s in §5 should be read as the two-orbit or three-orbit c.f.p.'s. 



Appendix E. Derivation of the core polarization formulas 

E.l Derivation of eq.(5.32) 

As is seen from eq. (5.30), we need to calculate <l'1jhlTCAlII/P~AJI+'L1 ;r;.) and 

The contribution to the reduced matrix elements 

w 
of the one-body operator T comes from eq.(D.8.c) , as 

(E.l) 

Then, eq.(D.ll) is applied and we obtain 

(E.2) 

Using the definition of c.f.p. in eq.(D.13), 

= L. (-)"fjJ+r [r,..A.]!~W'C!~Llwi; PP1 )(AJlfLi ft)..'IIfJ ; i) (iI/lTW{[/ f) .. (E.3) 

The contributions to the matrix elements of the effective interaction 

come from eqs.(D.9.b) and (D.9.f) with rank w=O, which correspond to the 

two-body and one-body part, respectively. The one-body part of V can be 

calculated in almost the same way as eqs.(E.l)-(E.3). 

(E.4) 

While the two-body part is derived as follows: 

(E.5) 
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+X "'x 0 
Recoupling the operator [Bd ~ Dmj] and applying eq. (D.ll). we obtain 

(E.6) 

-The matrix element of the hole operator is given as 

Finally we obtain, 

(P~)'''''A;r:.lvltr.·>''' (-f'r:F'J L (fiJ'XfV{'(R;X)ANr~xi~W{L1r.xjjfB).(_l-rj-{J-
'Of " "" j)~\«;X8 

. (A"'f-~{I}.:"-~;(J<P)):>():'rIIA"-I{);i) • (E.8) 

Here we used the relations 

(E.9) 

The second term in eq.(5.30) can be calculated in the same manner. 

E.2 Derivation of eq.(5.44) 

Since the calculation in this case is simpler than that of eq.(5.32), 

we give only the final results for each term. 

'-
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, (E.lO) 

(E.ll) 

. (E.l2) 

(E.l4) 

(E.l5) 

(E.l6) 

These terms are combined into eq.(5.43) to give eq.(5.44). Note that the 

third line in eq.(5.44) is obtained with the following relation, 

(E.l7) , 

then the exchange terms in r /-(- )cl+p-11(o(~t3)] [J-(-) }l~,,-f)(JlJ-.'rv) ] gives the 

same contribution as the main term, and they give factor 4. These are canceled 
-/ . 

with r(/-t-Jdp )(J-r~p)J which comes from the normalization factor of the 2p-2h 

state and from 
• 

L 
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Appendix F. Two-body matrix elements 

The formula .to calculate the matrix elements of the two-body operator 

between the antisymmetrized two-particle states with the harmonic oscillator 

single particle wave function is given for general two-body operator and 

for the effective interaction. 

F.l General two-body operator 

We assume that the two-body operator is given by 

(F .1) 

with 

(F .2) 

and 

Il'":::. IV, - 1r2 ) 
(F .3) 

Here ~ and If"t are the spin and isospin operator for two-nucleon system 

with rank sand t. 

The antisymmetrized normalized matrix element is given by 

{ah;ff-Of G"" /11 eel j Ji)/tI-J :: V(t-t-J".},)(JtJcJ) 

• {<ClbjTfIU~"'lllecl;p~> - (_)C-t-d-f'.:(ttb;TjlifG"'I/dc; 0) 1 (F.4) 

Each term in the brackets is calculated by the help of jj-LS recoup1ing 

coefficients, 

- q'Z.-



(F .5) 

with 

(F.6) 

Using the Moshinsky bracket ('1I1tJL ;;..f 1I.tt..PtL",.f,,;.;t) ,the reduced matrix 

element of the product of the relative and cent er of mass coordinate operator 

is given as 

-j~ 

'" n-;fifizf z 
", L, r! ... l. 

The reduced matrix elements are written as 

(F .7) 

(F .8) 

(F.9) 

Here the factor /2 comes from the definition of W- and If(. in the Moshinsky 

brackets ( Ir=- 1!rz.::.'r..... ,IR.:. ~;'r". ), and ~(r) is the radial part of the 

harmonic osillator wave function. The exchange term in eq.(F.4) is calculated 

in a similar way, together with the following phase relation 



(F .10) 

(F .11) 

w1·th (_)c+d-r1· , th t t 1 h f th h t·· b ()"2+- Si+TI:. e 0 a p ase or e exc ange par 1S g1ven y - • 

Finally we obtain the antisymmetrized normalized reduced matrix element 

of GW in eq.(F.l) as 

F.2 Effective interaction 

The matrix element of effective interaction may be derived from eq.(F.12) 

by substituting Uu(~ )=1 and rank w=O. We make, however, another formula 

which is more useful in wider applications. 

The effective interaction has a form of 

(F .13) 

The matrix element of V is, "therefore, given by 

(F.14) 

-q't- -



Using the Moshinsky brackets and recoup ling the angular momentq _, we have 

(nP /lA; L., I'HJIl. r'I/,}b; L! }(':1~t'v'A/iL~ 1 ne-le lId Id)' Li) 

/ [ ]f1 LiH-/ 
W("UJSf;LfL)!No.~1Si jLiL) LeUL:I '(-) 

L L' 

([1t109Sf ]L@ VA. ; JT 1 V I [n~/@SL]L~Jl)~J j JT) (F .15) 

The exchange term can be incorporated as the same in F.1, and we finally obtain 

(F .16) 

The matrix element of relative coordinate and spin isospin operator are 

calculated for some examples. The matrix elements for isospin is given by 

(F .17) 

The matrix elements for the space and spin are given as follows: 

(1) central force 

(F .18) 

(2) spin-spin force 

(F .19) 
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(3) spin-orbit force 

(4) tensor force 

L+I ~ I I 0) {-nf<95f;LJS/2. v,.1'1t!'p/~St·,; L)= Os,(-) li4fJl'l (.Pt 1)0 2-

Here the radial integral 

W(.PJ,'II ;2L) Irf1t1 J1;e') 

I (nl n'l') 
x 

is defined by 

) 

(F .20) 

(F.21) 

(F.22) 

and it is calculated with the help of the Talmi integral. Another type of 

effective interaction is given in the form (41.Rt3)S;L'/ V I rn'.e@SjLr) 

as in eq.(F.16), and the calculation proceeds from eq.(F.16). 
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Table 3. Approximated lepton combinations 

Ke. , Kv L:t L:!:. 

-/ , -/ G-I (R.) 1'" f:t r~(~l - i G-I (jO J 

J I J ;tF,(R.J r ( ;,(R.) ± 1- F, (J~») 

- I , 2, 0 ... ,; G_1UO J 

1 I -2 () rl:t;F((R)} 

-2 I 
, 0 y ( ~2(R) J 

. Z I -f 0 Y' (:t F~R) J 

Table 4. Combinations of electron wave functions 

Lo le:,} .,. F/ JI Fe I 

No {{i_,E, - F, Cl, J / Fe R 
pZ 

- 3F 

A, G,-1 Fi Sill (O-I-J,J / Fe 
p 

"iF 

lNJ 11 . {F-, F, - 6-1 G, f Sin rJ"_, -0,)/ FI> _..f. _ .E V 
..3 E: 

IL,%. { Fj Pz sin (c5,-oz ) + 6_,£1-:. Sin (d-,-cf-2) J/FOR P 
3 

L 12- { £;-. J; CDS (It, -cfz) - Ft G -2 COJ (01- J:: ) J / hR 
p2 

-3E 

The expressions in the right column are obtained for the point 

nuclear charge with (az)2« I. V=aZ/2R is the half of the 

Coulomb energy at the nuclear surface.' (G_I=G_I(R) etc.) 
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Table 6. Parameters of the model wave functions which we have adopted. 

Those for the other two models are also shown for coparison purpose. 

Hodel a O a a a 
CJ T CJT 

Rosenfeld -0.0025 -0.0025 -0.1025 -0.2325 

Arima et al. -0.3000 -0.1250 -0.2750 -0.2000 

Millener-Kurath 0.0945 -0.0590 -0.1590 -0.1625 

Gillet 0.0 -0.2 -0.3 -0.1 

Ferrell-Visscher 0.1005 -0.1250 -0.2165 -0.1250 

Model P
ll P

13 
P
3l 

P
33 

Rosenfeld -1. 78 0.6 1.0 -0.34 

Arima et a1. -0.9 0.4 1.0 -0.9 

Millener-Kurath -0.714 0.6 1.0 -0.286 

Gillet 0.6 0.6 1.0 -0.6 

Ferrell-Visscher 0.0 0.634 1.0 -0.366 

l' 
Model VO(MeV) f (r) rO(fm) 

Rosenfeld -60 
e. -(r{r"c»2. 

1.60 

Arima et:: al. -60 
e,-er-/ro )! 

1.60 

Millener-Kurath -45 e-t""/ro/cr/rc» 1.40 
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Table 7. Amplitudes of single particle matrix elements of the core 

polarization in the j-j model. 

central tensor 

p h X
ph Y

ph X
ph Y

ph 

1P1/2 OP3/2 0.0282 0.0509 -0.0147 -0.0087 

1P3/2 .OP3/2 0.0489 0.0489 0.0257 0.0106 

Of5/2 OP3/2 0.0166 -0.0166 0.0590 -0.0065 

1sl/2 OSl/2 0.0494 0.0494 0.0272 0.0272 

Od3/ 2 OSl/2 0.0106 -0.0106 0.0443 0.0427 

central tensor 

p h Cph (TpA ) Cph(T M1 ) C ph (T pA ) C
ph 

(T H1 ) 

1P1/2 OP3/2 0.0791 -0.0227 -0.0234 -0.0060 

1P3/2 OP3/2 0.0 0.0978 0.0151 0.0363 

Of5/ 2 OP3/2 0.0 0.0332 0.0525 0.0655 

1sl/2 OSl/2 0.0 0.0988 0.0 0.0544' 

Od3/ 2 OSl/2 0.0 0.0212 0.0870 0.0016 

The central and tensor forces are those of the model (2) in 

§5.4, and E =-2hw = 30.74 MeV is adopted. 
m 
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Table 8. Comprison of the experiments and the theory (impulse 

approximation within Op shell) for Ct;: and aT • 

(%/MeV) o k 20) sa a Louvain, Zurich19) Theory 

Ct 0.006±0.018 -0.007±0.020 0.016 -

Ct+ -0.273±0.041 -0.273±0.039 -0.257 

Ct_-Ct+ 0.279±0.045 0.267±0.044 0.273 

Ct_+Ct+ -0.267±0.045 -0.280±0.044 -0.241 

(%/MeV) Wu et al. 
5) Heide1berg 16) Theory 

a 0.41±0.10 0.64±0.11 0.405 -

a+ -0.45±0.09 -0.31±0.09 -0.417 

a -a - + 
0.86±0.24 0.95±0.09 0.822 

Theoretical values are derived in the following ~nergy region: 

S- : E
1

=5.1MeV, E
2

=11.2MeV. S+: E
1

=7.2MeV, E
2
=13.3MeV. The 

coefficierttsa'f of Heide1berg group are derived from the original 

data with the corrections o.f = TO. 07%/MeV, which comes from the use 

of the different Fermi functions. 
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Table 11. Matrix elements of tensor force < ab;JT IVT I cd;JT ) AN 

in the Op shell. 

Cohen- Hauge- Hainada-- Mi11ener-
a b c d J T .. 

Kurath~( Maripuu* Johnston Kurath 

3 3 3 3 1 0 0.15 0.46 0.63 0.14 

3 0 -0.37 0.31 0.32 0.14 

o 1 0.63 0.57 0.55 0.27 

2 1 0.13 0.11 0.11 0.05 

3 3 3 1 1 0 -0.11 0.19 0.22 0.08 

2 1 -0.09 -0.08 -0.08 -0.04 

3 3 1 1 1 0 -0.12 -0.92 -1.22 -0.30 

o 1 -0.88 -0.80 -0.78 -0.38 

3 1 3 1 1 0 -0.73 -0.56 -0.89 -0.12 

20 1.29 -1.10 . -1.13 -0.50 

1 1 -0.94 -0.85 -0.82 -0.41 

2 1 . 0.06 0.06 0.05 0.03 

311 1 1 0 0.91 0.26 0.54 0.00 

1 1 1 1 1 0 -0.71 1.13 1.39 0.48 

o 1 1.25 1.20 1.10 0.54 

1> "-The numerical values of matrix elements for the Cohen-Kurath 

(8-16POT) and Hauge-Haripuu are taken ::rom ref. 56). 

(3=OP3/2, 1=OP1/2) 
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Table 14. Recoil corrections to ll'f and otf'. 

(%/HeV) with recoil without recoil 

a 0.385 0.355 -

a+ -0.414 -0.443 

a -a 
- + 0.799 0.798 

ex. 0.000 -0.006 -

ex.+ -0.273 -0.279 

ex. -ex. 
- + 

0.273 0.273 

ex._+a+ -0.273 -0.285 

The calculation includes the exchange current and core . 

polarization. The Cohen-Kurath 8-16POT is adopted. 
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Figure Captions 

Fig. 1 

Fig. 2 

Fig. 3 

Fig. 4 

Fig. 5 

Fig. 6 

Fig. 7 

Fig. 8 

Fig. 9 

Fig.lO 

Fig.ll 

Decay scheme 9f the 1+, 1 states in the A=12 system. 

Decay scheme of the 3/2-, 3/2 states in the A=13system. 

The one-pion exchange contribution to the two nucleon current. 

Time ordered diagrams for nucleon Born contributions. (a) The part 

contained in the nuclear wave functions. (b) The pair current. 

The p-rr exchange diagram. 

a_-a+ as a function of fT/fW. The experimental data indicated by 

the cross hatched area are those in ref. 20). 

a -a 
- + 

as a function of f /fcVC 
W W • The experimental data are the same 

as in fig. 6. 

a -a 
- + 

as a function / cvc 
of fW fW • The experimental data indicated 

by the cross hatched area (a) and (b) correspond to those of refs. 

5) and 15), and ref. 16), respectively. 

a +a as a function of x. The experimental data are the same as in 
- + 

fig. 6. 

"-
y(.) and y(-, 0) for different nuclear models. The upper, middle 

and lower bars (-) correspond to the calculations with, impulse + 

exchange, impulse and impulse + core polarization, respectively. 

The circles (e) include all the effects, while the open circle (0) 

does not include the higher order corrections in B decay. The core 

polarization is calculated with the effective interaction of Arima 

et al.. The experimental data indicated by the cross hatched area 

are those in ref. 20). 

'" y( ca) and y(-) for different effective interactions. The symbols 

have the same meanings as in fig. 10),except that we do not show 



Fig.12 

the calculation with impulse + exchange current. They are calculated 

for the A=12 system with the 8-16POT model of the Cohen-Kurath wave 

function. The experimental data are the same as in fig. 10). 

B2/BO as a function of the electron enegy E. The solid curves 

include the contribution of the exchange current and core 

polarization, while the dashed curves are calculated with the 

impulse approximation. 
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