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Totally real parallel submanifolds in pn(C) 

By Hiroo Nai toh (*) 

Introduction. In the study of submanifolds in symmetric spaces, 

parallel submanifolds often play an important role. For example, in 

the study of minimal submanifolds in the Euclidean sphere the sym-

met~ic R-spaces, which are parallel submanifolds, provide abundant 

examples for testi~g various conjectures. Hence it seems to be use-

ful to classify the parallel submanifolds in a specific symmetric 

space. Actually, these submanifolds have been classified by D.Ferus 

[5],[6],[7] when the ambient space is the Euclidean space or the 

Euclidean sphere, and by M.Takeuchi [17] when the ambient space is 

the real hyperbolic space. Moreover H.Nak~<Jawa and R.Tak~gi [10] 

and M.Takeuchi. 116]. have classified the parallel Kahler submanifolds 

in the complex projective space with constant holomorphic sectional 

curvatures. 

In this paper we study n-dimensional complete totally real parallel 

submanifolds in the n-dimensional complex projective space pn(C) 

with constant holomorphic sectional curvatures. It is known that a 

riemannian manifold which admits a p~rallel isometric immersion into 

a symmetric space is a locally symmetric spa~e. Fix an n-dimensional 

. simply connected symmetric space Mn. Let YM ( resp. ~M) be the 

set of all equivalence classes of totally real parallel isometric 

immersions of Mn into pn(C) (resp. of complete totally real 

parallel submanifolds in pn(C) with the universal riemannian cover-

(*) Partially supported by the Yukawa Foundation. 



2 

ing Mn ). Moreover, in section 3 we define an equivalence relation 

among symmetric trilinear forms on a ta~gent space of M satisfying 

certain conditions, and denote by ~M the set of all equivalence 

classes of these trilinear forms. In sections 2,3, we shall show 

that there are the natural correspondences amo!lg these sets ::1M , '&M' 

J.i
M

• . In section 4,5, we shall determine the set J.l
M 

for a symmetric 

space M without Euclidean.factor. Moreover, in section 6, we shall 

study the set Ji.M for a" symmetric space M with Euclidean factor 

and an important example in the. geometry of totally real surfaces in 

p 2 (C). 

The author wishes to express his hearty thanks to Professor M. 

Takeuchi and Professor Y.Sakane for their useful comments during the 

preparation of this paper. 

1. Preliminaries 

Let ~ (resp. Mn) be an m-dimensional ( resp. n-dimensional ) 

connected riemannian manifold. 

nian connection on ~ ( resp. 

riemannian curvature tensor for 

isometric immersion of Mn into 

Denote by 

Mn 
) and 

V ( resp. 

~. We 

V ( resp. V ) the rieman-

by R ( resp. R ) the 

V ) . Now let f be an 

denote by the same notation 

< ,> the riemannian metrics on the both riemannian manifolds. 

Moreover denote by of the secondfundarnental form of Mn , by D 

the normal connection on the normal bundle N(M) of Mn and by R~ 

the curvature tensor for D. For a point p in M and a vector t 

in the normal space N (M) 
p 

at p, the shape operator At is defined 
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by 

for all vectors X, Y E Tp (M). The shape operator AI; is a symmetric 

endomorphism on the tangent space Tp{M) at p. It is also charac­

terized by the equation that 

for any tangent -vector field X of M and any normal -vector field 

I; of M. 

Now we recall the followi~gfundarnental equations,. called the 

equations of Gauss, Codazzi-Mainardi, and Ricci respectively. 

(l.l) <:R{X,Y)Z,W> = <R{X,Y).Z,W> + <af(x,z),af{Y,w» 

- <af{x,w) ,a:t;(Y,z·) > 

(1. 2) " {R(X,Y) Z}.L = (V~crf) (Y·,Z) - (.V~af) (X, Z) 

(l.3) <:R (X, y) I; ,on> = <R.L(X,Y)I;,n> - <:[AI;,An] {X),Y> 

for all vectors X, Y, Z, W E Tp (M) and all vectors 

we denote by . .f ~}.1. the normal component of * and by V* the 

Here 

covariant derivation associated to the isometric immersion f: M .... M, 

defined by 
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for tangent vector fields X, Y, Z of' M'., The second :fundamental 

form ~fr as well as the isometric immersion f is said to be 

'parallel if V*af = O. Moreover when f is an imbeddi~g, the sub­

manifold f (M) is called a parallelsubmanifold in M. If the second 

fundamental form a f is parallel, we have 

for all ta~gent vector fields X,Y,Z of M. 

Now let M2r = pr(c) be the r-dimensional complex projective 

space with constantholomorphic sectional curvatures c (>0). The 

complex structure of pr(c) will be denoted by J. An isometric 

immersion f: Mn 
+ pr(c) is called totaZ7.y real if JTp (M) C Np (M) 

for every point p in M. Moreover when f is an imbeddi~g, the 

submanifold f (M) is called a totaUyreal ' submanifold in pr{c). 

Then we have the followi~g 

Lemma 1.1 ( cf. See [11] ). Let f be a totally real isometric 

immersion of Mn into pr(c). Then 

for any point p E M and all vectors X" Y ,Z E Tp (M) • 

From now on we assume that the complex dimension r equals n. 

For a totally real isometric immersion f: Mn + pn (c) we define the 

associated tensor -Of of M as follows: 



for vectors X, Y E Tp (M) I p EM. If we identify the tangent space 

Tp(M) with the cotangent space T~(M) through the riemannian 
. 

metric on M, the associated tensor af is a symmetric covariant 
. 

tensor of degree 3 on M by Lemma 1.1. For a vector X 

we define a symmetric endomorphism ai(X) of Tp(M) by 

for a vector Y in Tp(M). Since the isometric immersion f is 

totally real in pn(c) I we have R(X,Y)Z ETp(M) for all vectors 

X,Y,.Z E Tp(M) and hence the equation of Gauss reduces to 

for all vectors X, Y I Z E Tp (M). Moreover we have the followi~g 

Lemma 1.2. Let f be a totally real parallel isometric immersion 

n p .(c). Then V' a f = 0 I tha tis I 

for all tangent vector fields X,Y,Z of M. 

Proof. Since J~ is a tangent vector field of M for any 
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normal vector field ~ alo~g M, 

for every tangent vector field X of M, while 

since JbVX = V·xoJ ~ Hence, compari~g normal components we. get 

.. 

Thus, substituti~g ~ = af(Y,z), t~gether with (1.4) we have 

;for all tangent vector fields X, Y ,.Z of M. 

g.e.d. 

Let @(Tp(M) ) be the Lie a~gebra of all skew symmetric endo-

·morphi·sms of Tp (M) and ®(p) the Lie suba~gebra in @(Tp(M» 

generated by the set .{ Rp(X,y) ; X, Y E Tp eM) }. Since the isometric 

inunersion f is parallel, the manifold M is a locally symmetric 

sflace and hence the Lie algebra ®(p) is spanned by the set 

. { I» (X, Y) ; X, Y E Tp (M) } and coincides with the holonomy a~gebra of 

M at p. Thus, by Lemma l.~, we have the following 



Corollary 1.3. Let f be a totally real parallel isometric 

immersion of Mn into pn (c). Then @p).o f = 0, that is, 

for any endomorphism T E®(P) and all vectors X, Y € Tp (M) • 

2. Equivariant immersions associated to trilinear forms 

7 

Assume that the manifold Mn is a simply connected symmetric 

space and fix a point 0 in Mn. Put 

@ = To(M) , ® = ®(o) and.® =(19 + ® 

and define the bracket product [,.] on. ® as follows: 

[T,S] = TCIS - SoT, [T ,X] = - [X,T] = T (X) , 

[X,X] ;:: - Ro(X,Y) 

for endomorphisms . T, S in ® and vectors X, Y in @. Then 

~,[ ,]) is a Lie a~gebra over m . and there exists a simply 

connected Lie grou~ G acting on the symmetrlc space M isomet­

rically and transitively, such that the Lie algebra of G is iso­

morphic to . ® and that the Lie subgroup K = { g E G :. g (0) = 0 } 

is connected and has the Lie subalgebra ® ( cf .• See [8] ). Let 

~ be the set of all ®-valued bilinear form 0 on ~ satisfyi~g 

the following conditions: 
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(1) (j is a symmetric trilinear form on @ under the canonical 

identification of (9* ®@* 0® with (1)* ®~ ®(9* thro~gh the riemannian 

metric <, > on @, 

(2) ®.u= 0 , 

.. 
(3) (c/4) «Y,Z>X - <X,Z>Y) = R(X,Y)Z - [u(X) ,ulY)] (Z) 

for all vect.ors X, Y,Z €@ • 

. Let f be a totally real parallel isometric immersion 6f Mn into 

pn(c). Then 

R(X,y)Z = (c/4) «Y,Z>X - <X,Z>Y) 

for all vectors X, Y "Z €@. Hence we have that «if) 0 €..t(M by Lemma 

1.1, Corollary_ 1.3 and (1 .• 5). 

Now.the riemannian manifold pn(c) is also a simply connected 

symmetric space. For pn (c), we use notations 0, ~, dS), @ G, K 

for· correspondi~~objects 0; @, @, .®, G, K. Note that G ( resp • 

. ®) is isomorphic to t~e compact Lie. group SU (n+l) (resp. the 

comp~ct Lie algebra @(n+l» and that ® is given by 

® = @~ = { T E@~ ; JoT' = ToJ }. 

A linear subspa.ce ® in ® is called totaUy real, if the .subspaces 

® and ~ are orth~gonal. Totally real subspaces in ® of the 

same dimension are conjugate~each other under the natural action of 

K on @. Fix an n-dimensional totally real subspace ® in ® 
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and set 

®r =' { T E @ ; T~) c @} and ~ =' { T E ®; T (@) C JG) } • 

Then ,~ (resp. ~) is a Lie suba~gebra ( resp. linear subspace ) 
-, , 

inQ9, and ® is the direct sum of ®l and ®.2. In fact, take 

an orthonormal basis '{el ,··· ,en} of ® and identify ® with Cn 

by the correspondence: 

1n3 O:.x.e.)' + J(1:y.e.}'~(x.+r-ry.} E G:!n. 
~ JJ JJ J J, 

Then ®, QS1 and ®i are identified with the Lie a~gebra @(n) of 
.. - . 

all skew hermiti'an matrices of d~gree n, the Lie a~gebra @(n) of 
•.... 

all real skew ~ymmetric matrices of d~gree n, and the linear space 

r-r Sn (R) = '{ r-TA; A is a real symmetric matrix of d~gree n' } 

respectively. This implies the assertion. 

Let s be an Euclidean. isometry of ® onto (9) We define an~. 

in~ecti ve Lie homomorphism T s of ® ~ into ®:t. by 

,T s tTl (s (X) + Js (Y» = s (T (X»' + Js (T (Y» 

for T E@C@) a,nd vectors X,Y E@. Next, for an element q in /.-n.t'M " 

we define a linear mappi~g )ls, a of ® into ~ by 

J.I s ,a(X) (s(Y) + Js(Z» = s(a(X,Z» - Js(q(X,y» 
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for vectors X,y,Z€~. Here note that the condition (I) for U 

implies that p' _(X}€®. S,a Now we define a linear mapping of 

.® into .(9) by 

for T € ® and X E@. Then we have the following 

. Lenuna 2.1. The linear mapping p s U of .. ® into ® is an , . 

injective Lie homomorphism. 

Proof. At ~irst we shall prove the following three formulas: 

(2.I) lls U (T (X» , . 

(2.21 

(2.3) R(s(X) ,s.(Y» = Ls(R(X,Y} - [u(X} ,o(Y}]} 

for any T €® and all vectors X, Y E@. By the condition(2}~or a 

we have 

= s(T(O(X,Z)}} - Js(T(U(X,Y»} + Js(o(X,T(Y»} - s(U(X,T(Z») 

= s(U(T(X),Z» - Js(U(T(X),Y)} 

= J.ls,q(T(X» (s(Y) + Js(Z» 
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for all vectors Y',Z E@, and hence (2.l) is proved. Next, by the 

definitions of LS and ps - we have ,a 

[lls - (X) 'Ps - (Y)] (s (Z) + Js (W» 
,(1 ,(1. 

= - Js(a{X,a(y,W») - s(a{X,a(y,Z») + Js(a(Y,a(X,W») 

+ s{a-(Y,(j(X,Z») 

.. . . . -
-.- sua en,(j (X)] (Z» + Js {[(j (y),a (X)] (W» 

for all vectors Z , W in ®, and hence (2.2) is proved. Since the 

subspace @ in ® is totally real, we have 

R(s(X),S(Y»S(Z) = (c/4).«Y.,Z>s(X) - <X,Z>s(Y» 

for all -vectors X,y,ZE~. By the condition (3) for a we have 

R(s (X) , s (Y» (s (Z) + Js (W» 

;: R(sC.X) ,s(Y»s(Z) + JR(s(X) ,s(Y})sC.W) 

-
= s«c/4) «Y,:Z>X - <X,Z>Y:}) + Js«c/4) «Y,W>X - <X,W>Y» 

s(IUX,Y>'Z - [a(X),a(y)]Z) + Js(R(X,y)W - [a(X),a(Y)]W) 

. .. 

;:: LS(R,(X,Y) - [a(X) ,a(y)]) (s(Z) + Js(W» 

for all vect:~rs _. Z, we®- Hence (2.3) is proved. 
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Now by (2.1), . (2. 2) and . (2. 3) we have 

[ps _(T+X),ps _(S+Y)] ,a . ,a 

+.[S(X},LS(S)] + [S(X),lls,a(Y)] + [s(X),s(Y)] 

. + LsUa (y)-'.a (X)]) - Js (q (X, Y:» - s (S (X» + Js (a (Y,X» 

- Lsl[T,SJ - R(X,Y» + lls,~(~(Y) - SeX»~ + s(T(Y) - SeX»~ 

= p - (.[T+X,S+Y] ) s.,q 

.. 
~or all . T, S €® and all X, Y E@, and hence is a Lie homo-

lUor:phism of .® into .®o Moreover, since. LS and s are injective, 

n . is injective. 's,q 
q.e.d. 

Since . <S> is a compact Lie algebra, we have the following 

Corollary 2.2. If the set ~M is not empty, the Lie algebra 

.® is a compact Lie algebra. 

We call p s , a the Lie homomorphism associated to s and a. 
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Since G is a simply connected Lie. group, there exists the 

unique Lie homomorphism of G into G such that the 

differential dhp _ is p The associated homomorphism p s,a s,a • s,a 

maps the Lie subalgebra . ® into the Lie subalgebra ® and the 

isotropy subgroup K is connected. Hence we can define a G-

equivariant c~-mappi~g by 

for . g € G. Then we have the following 

Theorem 2.3. Let Mn be a simply connected symmetric space. 

Then, for any Euclidean isometry s 

~~equivariant mapping f _ ofMn 
s,a 

and any a EJ(,M' the associated 

into pn(c) is a totally real 

parallel isometric immersion such that 

q. 

pn(c). The claim (f -) = s is obvious s,a *0 

b~ the definition of f -. s,a Now we show that f - is a totally ·s,a 

real parallel 

is .sufficient 

isometry and 

Hence f -s,cr 

isometric immersion. Since f s,a is G-equivariant, it 

to see our claim at o. The linear mappi~g s is a 

the image ® of s is a totally real subspace in <P>-
is a totally real and isometric immersion at o. More-

over, to show that is parallel, it is sufficient to see that 
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fpr any vector X in ~ ( See proposition 5.2 in [~l] ). Here the 

suffix ® ( resp. (9) means the ®-component ( resp. arcornponent ) 

with respect to the decomposition .® = ® + ®. In fact, since 

and ps,o(X)® = seX) , 

the left hand 'of .(2.4) equals - s (0 (X, 0 (X,X» ) E<S). Now the second 

fundamental for,m at 0 of the G-equivariant immersion 

.9iyen by 

f . -' is s,CJ 

fo;r: all vectors X.,¥in @ ( See Proposition. 5.1 in .[11] ). Here 

the suffix J@ means the ~component with respect to the decompo-

sition @ = ® + .:@. 

implies (of -)0 
s,CJ . 

Hence we have .(af ) = - Js(a(X,Y». 
s,a 0 

o. 

3. Frenetcurves and rigidity problems 

This 

q.e.d. 

Let M be a riemannian manifold and c{t) be aCm-curve in 

M defined on an open interval I containing 0 which is para­

metrized by arc-le~9th. The curve c{t) is called a Frenet. cwve in 

M of osculati~9 rank r (~l) if for all t E I its h~9her order 
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derivatives 

c (t) -' (voa c) (t) I (va c) (t) I· •• I (V~-l c) (t) 
at at at 

are l~nearly lndependent but 

c (tl= (VOa c) (t) I tva c) (t) I··· I (V] c) (t) 
at. at at 

are linearly dependent in Tc(t) (M). Then there exist the unique 

e-positive functions Kl (t) I,··· ,K r - l (t). on I and the unique 

COO-orthonormal vector fields Vl(t),···,Vr(t) along the curve c(t) 

such that 

t: (t) = VI(t), 

(vL VI) (t) = Kl(t)Vi(t) 
. at. 

('ilL· V2 ) (t) = - K-l(t)VI(t) + K2(t)V3 (t) 
· . at . . · (3.1) · · 

(~ta . V.) (t) = - K· l(t)v. let)· + K.(t)Vj+l(t) 
at] . ]-. ]_. J 

· · 
(VL Vr_l)·(t) = -Kr _2(t)Vr ,...2(t) + Kr_l(t)Vr(t) 

at . 

(vL Vr ) (t) = - Kr_l(t)Vr_l(t). 
at 

Here we call Kj (t) (l~ j ~r-l) the Frenet curvatuX'e functions on I, 

the vector fields . { V j (t) ; 1 ~ j ~ r'} the Frenet r-frame along c (t) I 

and the equations (3.1) the Frenet formulas. For a. given int~ger r r~l) 
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and given CCX)-positive functions K.l (t),··· ,Kr - l (t) on I, the Frenet 

formulas (3.1) may. be r~garded as a system of differential equations 

with variables c, VI'· •• , Vr • It is known that this system of differ-

entia 1 equations has the unique local solution for. given initial con­

ditions; a point c(O) = pE M and an orthonormal r-frame .{ Vl(O) = 
Vl,···,Vr(O) = Vx } of Tp(M). If the riemannian manifold M is 

complete, the Frenet .curve c (t) is defined for _00 < t < +00 ( cf. See 

[4] and [15] ). Now we have the followi!lg 

Lemma 3.1· ( w. Striibi!lg [15] ). Let M and M be riemannian 

manifolds and f a parallel isometric immersion of M into M. 

Suppose that acw:ve c(t) defined on I containing 0 is a geo­

desic in M parametrized by arc-length. Then 

a) the curve (foe) (t) on I is a Frenetcurve in· M, 

b) the Frenet curvature functions .Kl (t) , ••• , Kr - l (t) are constant 

(and positive ), where r denotes the osculating rank of (foe) (t), 

c) the integer r (:~l) I the constant positive numbers K l ,·· ., 

K~_l and the orthonormal vectors VI = Vl{O)'···'Vr = Vr{O) ~ 

determined only by.the initial point p = c{O) of c(t),. the initial 

tansent vector X = ~(O) of c(t), the differential 

and the second fundamental form (af)~at p. 

Now, by Lemma 3.1, we have the followi!lg fundamental ~emma. 

Lemma 3.2. Let. 9 and f be parallel isometric immersions of 

a complete riemannian manifold M into another riemannian manifold M. 
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If there exists a point 0 in M such that 

then the mapping g and f coincide on M. 

Proof. For any point P. in M, there exists a.geodesic c(t) 

in M parametrized by arc-le~gth, such that c(O) = 0 and c(i) = p. 

Then .(goc) (t) and (foc) (t) are Frenet curves in M by Lemma 3.1 ,a) • 

By Lemma 3.l,c),. the above· assumption implies that. the Frenetcurves 

(foc) (t) and (goc) (t) are solutions of same Frenet formulas for 

the same initial conditions. Hence, by the uniqueness for solutions 

of the system of differential equations, we have (foc) (t) = (go c) (t) 

and paticularly f(p) =. g(p). 

g.e.d. 

Now let ::J M be the set of all totally real parallel isometric 

immersions of a si~ply connected symmetric space Mn into the rieman­

nian manifold ~n(c), I(M) the group of all isometries of M, and 

Gthe. group of all holomorphic isometries of pn(c). Then we can 

de.fine an action of G x I (M) on ~ M. by 

for. 9 E G,. g € I (M) and f EJM • Let JM be the set of all orbits 

of the G)( I (M) -action on j M • The orbit [fl.,. of f in J M is 



called the equivalence class of f. 

Secondly, let ~M be the set of all complete totally real 

parallel submanifolds with the universal riemannian'coveri~g Mn. 

Then we can define an action of G on ~M by 

for g e G and N e AM. ,Let ~M be the set of all orbits of the 

G-action on xS
M

• The orbit [N],>8 of N in .J
M 

is called the 

equivalence. class of N. 

Lastly, set 

Fo (M) { . g E I (M) i, g (0) = 0 }. 

. 
Then we can define an action of 

(k·o) (X, Y) 

F (M) 
,0 on ~ by 
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for keF 0 (M), a E ~ and X, Y f@. Let Jl
M 

be the set of all orbits 

of the F 0 (M) -action on J.(.M. The orbit [0 ]JL of a in J{M is 

calle,d the equivalence class of o. 
Now we study the relations amo~g three kinds of equivalences. 

~t first we have the followi~g 

Lemma 3.3. For any g E G, g E I (M) . , 
and f e j M' there exists 

some keF 0 (M) such that 
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Moreover, if g E F (M), the very same element g can be taken as . 0 

the above element k. 

Proof. Since .~* and J are comutative, we have 

(3.2) (O-;f -1) (X,Y) = (Of -1) (X,Y) . go ~g 0 ~g 0 . 

for all vectors X, Y E@. Let y (t) be a. geodesic joini~g 0 to 

-1 .9 (o). Since M is a symmetric space, there exists some hE I (M) 

such that h(o} = g-l(o} and that is the parallel 

translate of . (q f) h(o} alo~g the. geodesic y (t), where 

;fo:r 9-11 vecto:rs X, Y E® ( cf. See [8] ). Putti~g k = goh, we have 

k €F 0 (M). Since. o;f l.S parallel by Lenuna 1.2, we have 

the last .term of (3.2) 
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The second assertion is clear from the above proof. 

q.e.d. 

Now we define a mapping iM of j Minto J{.M by 

for f in:lM. By Lenuna 3.3 the mappi~g iM is well-defined. Then 

we have the followi~g 

Theorem 3.4.· . The mapping iM of j M into ~ is bijective. 

Proof. By Theorem 2.3 it is obvious .that iM is onto. We show 

that the mappi~~ is injective. 

and suppose that .(Of )0 

-1 1 
putti~~ f3 = f 2

0 k , we have 

Take two mappi~gs f l ,f2 

for some kEF 0 (M). Then, 

by Lemma 3.3. 

in 1'M 

Since. 

fl and f3 are totally real" there exists some 9 E G such that 

Moreover, since any Euclidean isometry of the totally real subspace 

~ is the differential at 0 of some holomorphic isometry of pn(c), 

we may assume that .(gof3) *0 = (fl ) *0. Here note that (Ogof
3

) 0 = 

(of)o by Lenuna 3.3. Hence, by Lenuna 3.2, we have. gof3 = fl on 
3 

M and thus [fll". = [f31J = [f2 ].,. • 

q.e.d. 
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Theorem 3.5. Any totally real parallel isometric inunersion of 

~ into pn(c) is G-equivariant. 

Proof. Let f be a totally real parallel isometric inunersion 

and put f(o) = o. Then we have f = f( -) by Theorem 2.3 
f*)o,(Of 0 

and Lemma 3.2. This implies the theorem. 

g.e.d. 

Now let jM be a mapping of j Minto ,.,8M defined by 

jM ( If],;.) = [f (M) ]...8 

for f e ". M • Here .note that the im~9'e f (M) is a submanifold in 

pn(c) by Theorem 3.5. Then we have the followin9' 

Theorem 3.6. The mapping jM of 3 M into J8M is bijective. 

Proof. It is obvious that jM is onto. We show that the 

ma~~in9' jM is injective. Take two mappin9's fl,f2EjM and suppose 

that f1 (M) =. 9' (f2 (M) ) for some g e G. Put 0 = fl (0) and N = fl (M) • 

Taki!l9' some. 9' E I (M) and putting f3 =. gof2~g, we have 

. Let 

-= 0 and 

(0)- be the second fundamental form at 0 of the s~bmanifold 
N 0 

N. Then we have 
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-1- -1-
= (a f

l
) 0 ( (fl.) * X, (fl .>* Y) 

-1- -1-= (of ) 0 ((f3 ) * X, (f3 ) * Y) 
3 

for all vectors X, Y € To (N). Hence we have 

for all vectors X, Y E To (M) • Note that -1 
f3 ofl defines a local iso-

metrY'of M around o. Since M is a simply connected symmetric 

space, there exists a unique element k E Fo (M) that coincides with 

-1 
f3 ofl around o. Hence we have By Theorem 

3.4 we have 

q.e.d. 

4. The set J{.Mfor a simply connected symmetric space ' M 

without Euclidean factor 

In this section we assume that Mn is a simply connected syrn-

metric space without Euclidean factor, thus, M is decomposed as a 

;riemannian manifold as follows: 

n . D 
= Ml l.x ••• x Mr r 

where MjDj is aD Dj-dimensional irreducible simply connected sym­

metric space fo;r. each j. Then the ta~geDt space To (M) = @ ( resp. 

the holonomy algebra ®) is decomposed as follows: 
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where the subspace· @j C@ ( resp. the suba;tgebra ®j C@) denotes 

the tangent space TO(~j) (resp. the holonomy a;tgebra of M. ). 
J 

For a @-valued symmetric bilinear form a on @ and any ordered 

triple . {i,j ,k} . ( l~i,j ,k'~r ), a mappi~g ai~ :@i X@j ~~ is defined 

by 

for x. eA. 
~ \J:1~ 

a.~(x.,y.) = °thela.-componentof. a(x.,y.) 
~J l. J '€lk ~ J 

and Then we may write symbolically as 

_ ~ r _ k 
a = t.. •• k 1 a·· 

.~,J, = ~J 

Assume that. a ~ .R.M• Since each holonomy algebra ®. (l~ j ~r ) 
o ° J 

acts 

on the subspace <l)j . irreducibly and on the other subspaces ~ (j ~ k ) 

trivially, the condition (2) for. a implies that 

(4.1) 

Now we have the following 

Lemma 4.1. Assume that the set ~ is not empty. Then the 

simply connected symmetric space M without Euclidean factor is 

irreducible and of compact type. 

P~oof. Suppose that r ~ 2 and a E ~ • In the condition (3) 
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for ij, let X be a nonzero vector in <P>j and Y = Z a nonzero 

vector in ~ with j:f k. Then, by (4.1), we have 

(c/4)<Y,Y>X = R(X,Y)Y - [cr(X),q(y)]y = - [cr(X),cr(Y)]Y 

= cr(Y,cr(X,Y» cr (X, cr (Y, Y» = o. 

This is a contradiction. Hence we have r = 1. 

Moreover Corollary 2.2 implies that M is of compact type. 

q.e.d. 

Hereafter we assume that M is a simply: connected compact 

. irreducible symmetric sp~ce. Let ® be a maximal abelian subspace 

in @ and W. the Weyl. group of M relative to @. Denote by s3 ((9) 

(. J:'esp. s3 (@).) the vector space of all synunetric trilinear forms 

on ~ ( resp. on @). 

. { q E S 3 «9) ; 09· a =. o· } 

Then it is known that the vector subspace 

is isomorphic .to the vector subspace . {. X E s3 (@) ; 

w .. ~ =. ~ for. all ewe W} by the restriction to the subspace @. 

Noti~g that the Weyl. group W acts on ~ irreducibly, we can see the 

f~llowi~g 

Lenuna 4.2. Let M be a simply connected compact irreducible 

synunetric space and set dM = dim· { a E s3 (@) ;(19. a = 0 }. Then dM = 1 

if M is one of the following spaces and d = 0 M otherwise: 

SU(n)/SO(n) (n~~3), SU{2n)/Sp{n) (n ~3), SU(n) (n ~3), E6/~4 • 
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Now we determine the set ~. 

Proposi tion 4.3. l&i. Mnbe a simply connected compact irre­

ducible symmetric space satisfying dM = O. Assume that the set ~ 

~s not empty. Then the riemannian manifold Mn is the sphere Sn(c/4) 

with constant sectional curvatures c/4 and the set ~M consists of 

one point. Moreover the unique element in ~ corresponds to the 

natural totally geodesic isometric immersion . f : Sn(c/4) .... pn(c) • 

Proof. Take. cr E J{M • Then the assumption that d = 0 
M 

that a = O. Hence, by the condition (3) for 0, we have 

R(X,y)Z = (c/4) «Y,Z>X - <X,Z>Y) 

implies 

fOr all vectors X, Y'.Z €@. This implies that Mn has co~stant sectional 

curvatures c/4. The other assertions are obVious. 

q.e.d. 

Now we consider the case when dM = 1. Then we have the follow-

~roposition 4.4. ~ Mn be a .simply connected compact irreduc­

ible symmetric space satisfying dM = 1. Assume that the set ~M 

is not empty. Then the metric of Mn is determined uniquely by the 

constant c and the set J{M consists of one point. 

Proof. Let (M'~'>l) and (M'<'>2) be symmetric spaces with 
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the same underlying manifold 

X are not empty, and 
(M,< '>2) 

Then,onoti~g that M is not 

M. Suppose that J{,(M'<'>l) 

take ° OjE J{(M,<,>.) for j = 
J 

a sphere, we can see that each 

and 

1,2. 

Ci. 
J 

is 

nonzero by the same proof as in Proposition 4.3. Since M is ir~ 

reducible, we have < '>2 = a< '>1 for some a> O. Moreover the 

assumption that dM = 1 implies that Ci 2 = aCil for some a. By 

the condition (3) for Ci j (j = 1,2), we have 

and thus 

for all vectors X, Y,Z E@. Since M is not a sphere, we have 

oQ2 = 1 d 1 H h d - - +-~ an a, = • ence we ave :0< '>1 = < '~2 an ° 0"2 -:--0"1 • 

Note that the sYmmetry <I> € F 0 (M) at 0 acts on the set S3 c@) by 

4>·Ci = - a for any ° a E s3 C@). Then we can see that the set J{. 
(M'<'>l) 

;: J{ '.: consists of one point. 
(M,.c; '>2) 

q.e.d. 

In the next section we shall construct a model of a totally real 

paorallel isometric inunersion of Mn into ° pn (c) for Mn satisfyi~g 

d
M 

= 1. Hence, summing up Lemma 4.1 and Propositions 4.3,4.4, we 

have the followi~~ 

Theorem 4.5. Let Mn be a simply connected symmetric space 

without Euclidean factor. Then the set ~M is not empty if and only 
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if the symmetric space Mn is one of the .followings: 

Su(n}/SO(n} (n~3), SU(2n)/Sp(n} (n~3), SU(n} (ll~3), 

E6/F4' SO(n+l}/SO(n) (n~2). 

In this case, the metric on the manifold ~ is determined uniquely 

by the constant c and the set XM consists of one point. 

5. Models of totally real parallel isometric immersions 

Let V be an (n+l}-dimensional complex vector space .furnished 

with a positive de;finite hermitian inner product (,). Then we 

can define the associated inner product <; ,.>v on V as follows: 

<;X'Y.>v = Re (X,Y) 

for vectors X, Y. E V. Let P (V) be the complex projective space 

associated to V .furnished with the Kahler metric < ,> with 

constant holomorphic sectional curvatures c, and S 

in . V furnished with the followi~g riemannian metric 

.. ,<;x,Y>S = .(c/4) <x,Y>V 

the unit sphere 

<; , >S: 

for ta~gent vectors X, Y of S.· Then the Hopf fibri~g 1T: S -+ ~ (V) 

is a ri'emannian .submersion. For a point pES, the horizontal sub­

space Hp at p is. given by 
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Hp =' { X EV; <X,p>V = <x,R·p>v - 0 }. 

Here note that the linear mapping 1T * : Hp .... T (p) (P (V» is an Euclidean 

for any 

be a curve in S. Then a vector field Zt alo~g 

X E H • 
P 

y (t) 

Let y (t) 

is called 

1:zorizonta l .' if for all t. The curve yet) is called horizontal 

if y(t) is a horizontal vector field alo~g yet). Moreover an iso­

~et~ic immersion ~ of a riemannian manifold Minto S is called 

horizontal if for any point p in M. And a hori-
"-

zontal isometric immersion f is called totaZZy real if the subspaces 

~*(Tp(M» and I=If*(Tp(M» are. orth~gonal. Let vS be the rieman­

nian connection on S for the riemannian metric < , >S. Then we 

have the followi~~ 

Lemma. 5.1 - (K.Nomi.zu [12] and B.O'Neill- [13] ). Let 'Y (t) be 

a horizontal c~ve in S parametrized by arc-length. Then (v~'Y) (t) 

is a horizontal. vector field along -yet). Moreover 

for any horizontal vector field It along yet). 

Let t be a horizontal ( resp. horizontal and totally real ) 

isometric immersion of an n-dimensional riemannian manifold M
n 

into 

S ~ Then the ma:ppi~~ f = 1T 0 f : Mn .... P (V) is an isometric immersion 

( resp. a totally real isometric immersion). Now we have the follow-

ing 



.29 

Lemma 5.2. ~ Y (t) be a .geodesic in M parametrized by arc-

length. If the horizontal part of is contained in 
"-

f* {Ty (t) (M», the normal vector ('V~Of) (,Y<t) ,y (t» at f {y (t» 

~quals zero. 

Proof. Since the vector field v~ f* (y (t) ) is horizontal and 

1T*('V~ l*(y(t») = 'Vt(.f*(y{t») = af{y(t) ,y(t» by Lemma 5.1, we have 

by Lemma 5.1 ~gain 

Note that 

By (5.1) and the assumption, the vector field 'Vt(qf(y(t),y(t») is 

a ta~gent vector field of M and thus (VtOf ) (y(t),y(t» = o. 
q.e.d. 

Now we. give the models of totally real parallel isometric immer­

~dons into pn(c) of irreducible compact simply connected symmetric 

~~aces M satisfy~g dM = 1. 

Modell. Let M be the manifold SU (n) ISO (n) (n ~3) and V 

the complex vector space Sn(C) of all complex symmetric matrices of 

d~gree n furnished with the hermitian inner product: 
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.(X,Y) = Tr XY* 

,.. 
for X,Y E V. f:M+S is defined by 

for 9 E SU(n) and thus the manifold M is. furnished with the rieman-

nian metric induced from that of S. Let en be the identity element 

of SU(n) 

i-!l~ facts: 

and put o = e ·SO(n)€ M. n Now we can see easily the follow-

(1) The tangent space To(M) at 0 is identified with the space 

® ;:. { r-TA ; A E Sn OR), Tr A = O} and the following set ® is a 

maximal abelian subspace in @: 

(2) The isometric imbeddi~g f is equivariant relative· to the 

representation p: SU (n) + SU (v) defined by 

p,<g) (X) = ~g X 9 

for . ~ E SU(n) and X E V. 
A ,.. ,.. 

(3) f (0) = (11m) en and (f*) 0 @) = <B. Hence f is horizontal 

and totally real at o. 
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Then 'the r.iemannian metric of M is invariant under SU(n) by 

(2) and hence M is a symmetric space, and the isometric imbeddi~g 

1 is horizontal and totally rea~ by (2) and (3). '" Hence f = 1T of 

is a totally real isometric immersion. 

Now we show that the isometric immersion f has the parallel 

second fundamental form. Since f is totally real in P(V), the 

equation of Codazzi~Mainardi implies that V*af is a normal bundle 

valued symmetric tensor of d~gree 3. Note that f is equivariant 

by (2), and that maximal abelian subspaces in tn\ ,ta h 
~ are conJ~gateAeac 

other under the natural action of K = SO(n) on~. Hence it is 

sufficient for our claim to see that (V~f) (X,X) = 0 for any unit 

vector 

in @. Let y. Ct) be the geodesic in . M such that y (0) = 0 and 

y (0) = X. Then we have· . 

'" f (y (t» = (11m)· 

and 

e -2t O:Xj ).FT 0 
e2~xlFT 

o •• 2tx 1FT e n-_. 
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S . ·d. ".." 
Note that Vt Zt ~ dt(Zt) + (c/4)<;.f*(y.(tn·,.Zt>Sf(l(t.» for any vector 

field Zt a1o~g f(y(t». Thus we have 

s" . 
V t f * (y (t» = (l/m) . 

and 

.. (V~) 2£* (yet»/ t=O = (2{-1/1ii) . 

o 

Hence the horizontal part of 

2 
-2(EX j ) (c/4 -4(EX j ) ) .-. "IC/2 

= ·(FI/Iii) . 
2 

2~1(c/4 -4x1 ) -. "IC/2 

'2x 1(c/4 ~4x .2) 
n- n-1 o 

• (c/4 -4x 12)X 1 n- n-

is given by 

o 
"AIC/2 

where "A = (16/nle) «EX j )3 - (EX j
3». Here note that the trace of 

the above ~atrix equals zero. Hence the horizontal part of 

is contained in @. This implies that 

(V*qf) (y(O),t(O),y(O» = 0 by Lemma 5.2. Hence f is a totally 

real parallel isometric immersion of Minto P(V). 
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Model 2. Let.. M be the manifold SU.{.2n} /Sp (n) (n ~ 3) and V 

the complex vector space ~2n;~) of all complex skew symmetric 

matrices of d~gree 2n furnished with the hermitian inner product: 

(X,Y) = TrXY* 

for vectors X, Y € V. An imbeddi~g ~: M -+ S is defined by 

,.. 
f (g·Sp (n) ) = (lInn) tg J g . n 

J n = [~n -:n ) E V, and thus the manifold 

furnished '.withtJie ri·emannian metric 1iriduced fiom~that _of S: ·Put· 

for . g E SU (2n), where M:; is 

o = e 2n . Sp (n) EM. Now we can s"ee easily the followirlg ~fci9ts : ~ ... 

(1) The ta~gent space To(M) at 0 is identified with the 

space 

® = ([~ t:]; ZEsu(n), H®(n;C) } 

. ~nd the followi~g set ® is a maximal abelian subspace in @: 

@ = . 1-1· 

-O:x.) 
x J 

1 

·x 

o 
n-l 

- (Lx.) 
x J 

1 

o 
; x. E R 

J 
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" (2) The isometric imbeddi~g f is equivariant relative to the 

representstion P: SU (2n) -+ SU (V) defined by 

P (g) (X) 
t = .g~g 

for g € SU(2n) and X EV. 
,., - - Z 

(3) flo) = (1112n}Jn and t 1 W ; Z E®(n}, 
,., 

W E®(n1C) }. Hence f is horizontal and totally real at o. 
,., 

Then, by the same way as in Modell, we can see that ~.= ~of 

is a totally real parallel isometric immersion. 

Model 3. Let M be the manifold SU (n) k SU (n) ISU (n) (n ~ 3 ) 

and V the complex vector space Mn(C} of all complex matrices of 

d~gree n furniphed with the hermitian inner product: 

(X, Yl = Tr X y* 

,., 
foryectors X, Y ~ V. An imbeddi~g f: M-+ S is defined by 

for . g I h E SU (n) and thus the manifold . M is furnished with the 

riemannian metric induced from that of S. 

NoW we can see easily the following facts: 

Put o = (e ,e )·SU{n} EM. n n 

(I) . The ta~gent space To (M) at 0 is identified with the 

space ®;:::. { (X,-X) 1 X E@(n} } and the followi~g set ® is a maximal 

abelian subspace in @: 
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@ =. { (X, -X) €<E); X is di!lgonaf }. 

"-
(2) The isometric imbeddi~g f is equivariant relative to the 

representation p: SU (n) x SU (n) + SU (V) defined by 

p (.(g,h» (X) = 9 X h-l 

for . 9,h € SU(n) and X EV. 

(3) ~ (0) = (l/m) en and (f*) 0 C@) =®(n) • Hence ~ is hori-

zontal and totally real at o. 
"-

Then, by the same way as in Modell, we can see that f = '/Tof 

is a totally real parallel isometric immersion. 

Model 4. Let C;. be the Cayley a;Lgebraover .IR furnished with 

the caninical conj~9ation -, and set ::J =. { X € M3 (~) ; tx = X· }. On 

the real vector space 0', we define the Jordan product 0, the inner 

product «,», the cross product x, and the determinant det as 

follows respectively: 

XoY = (l/2) (XY+ YX), . «X, Y» . == Tr (XoY) , 

X?SY= (1/2).(2XoY - Tr(X)Y - Tr(Y)X + (Tr(X)Tr(Y)-Tr(XoY) )e3), 

det (X) = (1/3) «XXX,X» 

f9r X,YE~. Let V be the complexification of the real vector space 

:J and extend these 0, «,», x, det C-linearly' and naturally on V. 
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Denote ~by ': T' .the complex conj~gate on . V with respect to :f. Then 

ex,Y) = «TX,y» is a positive definite hermitian inner product on 

V. We define 

det(g(X» = det(X), ~gX!gY) = (X,Y) 
} ; 

for any X,Y E V 

and 

Then E6 (resp. F 4)' is a simply connected compact simple Lie group 

of type E6 ( resp. of type F4 ).( cf. O.Shuk~gawa-I.Yokota [14] ) 
,.. 

Let M be the manifold E6/F 4. An imbeddi!lg f: M"" S is defined 

by 

for , <J E E6 and thus the manifold M is furnished with the riemannian 

met~ic induced from that of S. Put 0 = e 3 ·F 4 E M and set :fo = 

. { X E:J ; Tr X = O· }. Now we can see easily the following facts: 

(1) Define the r:ight translation ~ on::J for X €:J by 

~(~) = YoX for Yf~. The tangent space To(M) at 0 is identified 

with the space ® =' { l-l~E,@(V) ; ~€·~O} and the followi!lg set ® 
is a maximal abelian subspace in @: 

® =' { 1-1RX €(§l)(V) ; XE go' X is diagonal' }. 

,.. 
(2) The isometric ,imbedding f is equivariant relative to the 

;representation p: E6 "" SU (V) defined by 
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for . 9 E E6 and X E V. 
~ ~ ~ 

(3) f (0) = (1/{3) e 3 and (f*) 0 (p) = ,1-1.10 • Hence f is 

horizontal and totally real at o. 
,.. 

Then, by the same way as in Modell, we can see that f = '/Tof 

is totally real parallel isometric immersion. 

~ 

Remark 5.3. It is known that the isometric imbeddings f: M -+- S 
~ 

in the above models are minimal. Since the imbeddings fare hori-

zontal, the isometric immersions f are minimal. 

Remark 5.4. We can see easily that the above isometric immersion 

f : M -+- P (V) is (IC/2i2) -isotropic ( that is, La f (X,X) I = IC/212 for 

any unit tangent vector X of M) if the symmetric space M is of 

rank two. Hence these isometric immersions f are examples of Theorem 

4.13 in Ill]. 

6. The set J{M ,fo;r a simply connected symmetric space M 

with Euclidean factor 

In this section we assume that Mn is a simply connected sym-

metric space with Euclidean fa~tor, thus, M is decomposed as a 

riemannian manifold as follows: 

where M n. 
. J 
J 

is an nj-dimensional irreducible simply connected sym-
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metr.ic space !or each j. .Then .the ·ta~9'ent ·space . To (M) = <B ( .resp_ 

the holonomy a;Lgebra ® > is decomposed as follows: 

where the subspaces (1). 
J 

and @o in 1m ( resp. the subalgebra (19.. 
'JV . J 

in OS) > denote the tangent spaces To(Mj> and TO (RnO) (resp •. the 

holonomy a;Lgebra of M. ). 
J 

For a@rvalued symmetric bilinear for.m 

C1 on @ and any ordered triple . {i,j ,k} (O~ i,j ,k ~r ), a mapping 

C1i~ :®i X®j ~<£k is defined as in the section 4. Assume that C1e J{M • 

Since each holonomy a;Lgebra ®j (l~ j ~r) acts on the subspace <Blj 
irreducibly and on· the other spaces ~ (j;l k ) trivially, the con­

dition (2) for a implies that 

(6.1) & = 

Now we define the EucZidean j-th mean aurvatu:r>e vector 

in @O by 

n. 

H. (;L~ j ~r ) 
J 

. J 
where ·{ejk}k=l denotes an orthonormal basis of ~j' and call the 

le~9"th h j of the vector Hj the EucZidean j-th mean aurvatu:r>e. Then 

we have the followi~g 

Lemma 6 .1. Let a in J{M. Then 



for any 

;;. • ~ (.X • ,Y .) = <X.,Y. >H . 
"JJ J J .. J JJ 

aj~(Xj'ZO) = OO~(ZO'Xj) = 

j (l~ j ~r ) and 

Proof. Since OS) •• 0 = 0, we have 
J 

<ZO,H.>X. 
J J 

. (6.2) <1.~(T.X.,y.) + o.~(X.,T.Y.) = 0 
JJ . J J J JJ J J J 

and 

(6.3) O)(T.X.,y.) + o.~(X.,T.Y.) = T. (0) (X. , Y .» 
JJ J J J JJ J J J JJJ J J 

for any T. E®. 
J J 

and all vectors X.,Y. E@ .• 
J J J 

n 
Let . {e} 10 

a a= 
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be an 

orthonormal basis of @O. 

. (6.2) implies that 

Since M. 
J 

is irreducible, the condition 

fOr some 

<-q.~(·X.,Y.),e > = c'7<x.,Y.> 
. . JJ . J J a J J J 

a c . E lR and thus 
J 

<1. ~ (X., y .) 
JJ J J 

no a 
= <X., Y. > 0: 1 c. e) = <X.,Y. >H. J J a= J a J J J 

fOr all ·vectors X.,Y. e(f)) •• 
JJ -:J 

The second equality is obtained by the symmetry condition (1) 

for a and the first equality. 

q.e.d. 
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We denote by .x.~the .set def.;i.ned in .the same w;;iyas J{M by 

replaci~g the nwnber . c/4 in_the condition (3) with the number d. 

Then we have the followi~g 

Lemma 6.2. Let a in Jt
M

• Then for each 

Proof. The conditions (1) and (2) for Jic/4 +h. 2 
is obvious M. J 

J 

j. 

by the condition (1) for a and (6.3). - j show that (J •• satisfies 
JJ 

We 

the condition (3) for Jtc / 4 
M. 

+h. 2 
J • Denote by RMj the curvature tensor 

) 

. of M .• Then, by the condition (3) for a, 
) 

for all vectors X . , Y • , Z . € m .. 
J.) J ""J 

By (6.1) and Lemma 6.1, the second 

ter.m of the r~ght hand side is calculated as follows: 

Hence - j q .. 
)) 

. fa (x).) , a (YJ.J ] Z). = [a. ~ (X.)., a ) ·(Y . ) ] Z . )J ) .)) ) ) 

+ h. 2 «y.,z.>x. - <x.,Z.>Y.). 
) ))) ))) 

u c / 4 +h. 2 
satisfies the condition (3) for ~~ ) • M. 

) 

Lemma· 6.3. Let. a in ~. and 

g.e.d. 
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for any XOE~O. Moreover <Hj,Hk > = - cf4 for distinct indeces 

j,k (l:ij,k~r). 

Proof. Note that the condition (2) for ~RnO is obvious since 

RnO is flat. Moreover by the conditions (1) and (3) for.o we can 

see easily that. (log satisfies the conditions (1) and (3) for J(RnO. 

put X = Xo E ®O' Y = Yj , Z = Zj E~ in the condition (3) for a. 
Then we have 

The right hand side is calculated by (6.1) and Lemma 6.2 as follows: 

- la(Xo),a(Y)o)]Z)o = <XO,Ho><Yo,Zo>Ho - <Yo,zo>aooo(Xo,Ho) ) ) )) .)) ) 

Hence we have 

NOw, putti~g X=XoE@o 
) .) 

and 

the condition (3) for a, we have 

by (6.1) and Lemma 6.2, and thus <Hj,Hk > = - cf4. 

q.e.d. 
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. Summi~g up Lenunas 6.1, 6 .. 2 and· 6.3, we have the claim (A) in 

the fo11owi~g 

Theorem 6.4. Let ~ be a simply connected symmetric space 

with Euclidean factor decomposed as 

r Lj=.O'- nj • Then the following claims are true: 

(A) 0 Let a E J{M • Then 

(2) - j J{c/4 +h. 2 
0jjE M. J 

J 

(3) - 0 ~ (JOOE nO' <Hj,Hk> = - c/4 ( l~ jtk sr ) , 

aO~ (ZO,Hj ) <ZO,H .>H. - (c/4) ZOo ) ) 
, 

- j ) (4) a .. ~ (X. ,ZO) <ZO,H.>X., = (JOj (ZO.'Xj = 
) -) ) ) 

O· q .. (X. , Y .) = <X.,Y.>H. 
)) ) ) ) ) ) 

for any Zo €@o and all vectors X., Y . E(6) .• 
) ) ~ 

and n = 

tB) Conversely any p-valued bilinear form a on ® satisfying 

the conditions (1), (2) , (3) , (4) of (A) is an element in ~. 

Here the proof of our claim (B) is omitted since it is straight-

forward. 

Remark 6.5. LetMn be a simply connected symmetric space 

with Euclidean factor. Changing the metric on Mn componentwise, 

we can construct infinitely many elements in J<M· In fact°;-
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decompose M as. above and .suppose .th.at . ?o ;:: .~ ~ 1. First we shall 

show that there exist a basis '{Hi}i:l of lR~ and an JRr-valued 

bilinear fonn aa~ on JRr satisfyi!lg the condition (3) of (A). If 
r there exist such basis and JR -valued fonn, by (B) of Theorem 6.4, 

an element in .}{M 

normal basis of. JRr 

can be constructed. :Let . {ej}j:l be an ortho­

and set H. = L. r l a~ e. ,. A = (a~). Moreover, 
1. . J= 1. J ... 

for positive real numbers hl,···,hr , we set 

. 
-c/4 

-c/4 ··--c/4 
2 -

h2 
-c/4 

... -c/4' h 2' 
r 

Then the condition for that '{Hi } is a basis of mr such that 

IH.I = h. (l~-j ~r) and <H.,Hk> = -c/4 (j:J.k) is written as follows: 
J J J . 

(6.4) 

Since the matrix 

S(hl,···,h ). . r 

S (h ••• h ) I' , r is symmetric, for sufficiently large 

numbers hl,···,h , there exists a positive definite symmetric matrix r . 

A satisfyi!lg the condition (6.4). Then we define an JRr-valued bi-

linear form. crag on JRr as follows: 

By easy calculations, we can see that the-mr-valued bilinear form 

crog on Rr satisfies the condition (3) of (A). Thus we. get infinitely 
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many elements in J{M by taking suitable metrics on M. (l~j~r). 
J 

Now, in the case when 2 M = R , we have the followi~g 

Theorem 6.6. There exists a unique complete totally real 

parallel flat minimal surface M2 in p2(e) (up to holomorphie 

isometries of. p2(e) ). The norm lal of the second fundamental 

form a of M2 is given by· lal 2 = (1/2}e. 

Proof. Let. {el ,e2 } be an orthonormal. basis of R2. Then the 

condition a €.JR2 is equivalent to the condition that 

a(el,el ) = exel + f3e 2 

(6.5 ) q <.el'~2) = f3 e l + ye2 , and c/4 = 132 + y2 _ exy - (36. 

q(e2 ,e2 ) = yel + oe2 

Suppose that the totally real parallel immersion of R2 eorrespondi~g 

to a is minimal. Then ex + y = 13.+ Q = 0 and thus 13 2 + "'(2 = c/8 

by the second equality of (6.5). Put 13 = 1f}/8 cos a and y = 

~ sin e for some a and define a linear isometry g of a2 
by 

[ 

cos(a/3) 

-sin(e/3) 

sin(a/3) ) 

cos (a/3) • 
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Then we have 

Hence all elements in RR2 corresponding to minimal immersions belong 

to the same equivalence class. Now by Theorem 3.4 and 3.6 we. get 

our first claim. The. second claim follows from Jg.al 2 = (1/2)c. 

q.e.d. 

Remark 6.7. S.T.Yau [18] has shown that if M2 is a complete 

non-negative curved totally real minimal surface in p2(c), M2 is 

totally. geodesic or flat, and moreover in the ~ast case the second 

fundamental form is parallel. The minimal surface of Theorem 6.6 

gives a unique example of such surfaces in the flat case. This has 

been constructed concretely in my previous paper [11] and it is 

compact. 

Remark 6.8. B.Y.Chen and K.9giue.[3) has shown that if Mn 

is a compact totally real minimal submanifold in pn(c) such that 

1 q:P 12 <; (n (n+l) /4 (2n-l» c for any point p in M, then Mn is 

totally. geodesic. Suppose that lapl2 = (n(n+l)/4(2n-l»c for any 

poi~t p in M. Then, along their proof, the second fundamental 
. / 

form is parallel. In the case when n = 2 (then (n(n+l)/4(2n-l»c 

= (1/2)c ), the universal covering of the compact totally real parallel 

minimal surface M2 has Euclidean factor and thus is flat. Hence 

our minimal surface in p2(c) of Theorem 6.6 is a unique compact 

totally real minimal surface M2 in p2(c) such that. IOpl2 = (1/2)c 
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for any point p in M2. 

Remark 6.9. In the next paper together with M.Takeuchi the 

complete classification of n-dimensional complete totally real 

parallel submanifolds in pn(c) shall be. given by a different way. 
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