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GENERALIZATION OF A THEOREM OF PETER J. CA~lliRON 

Minoru NUr-"lATA 

(Received October 29, 1976) 

Peter J. Cameron [3] has shown that a primitive permutation 

group G has rank at most 4 if :the stabilizer Go/,. of a point 0{ is 

'doubly transitive on all its nontrivial suborbits except one. 

The purpose of this paper is to, prove the following t'tvO 

theorems, one of which extends the Cameron's result. 

~~~ Let G be a primitive permutation group on a 

finite set!l# and all nontrivia1 G-orbits in Cartesian product 

.,.ax.n.. be rI' ••• , r:, 1J1 , ••. , ~ , 'tvhere G« is doubly transi ti ve 
_0 ~ '" t··, .... - ~ ...•.• %, ....... - -=-~~=-.;.::.:-.... -:t-:..~-..:..~~, • ..,._ t·, .r~"'" _ ..... 

_~:m ~ (~) = fr>f (o(,~) E f i}, 1 -S i S s and not doubly transitive,. 

on Ll. (CO, 1 < i < t. Suppose that G has no subdegree smaller 
J.. -- = = 

than 4 and that t > 1. Then, we have 

s'S 2t - r, 

t'lhere r =!.tfL1 J L1 i = 11 0 f j , 1 ~ j ~ s1· Horeover if r = 1, 

then \'le have 

s ~ 2t 2. 

( For the notation fioF-.' see the section 1 ) 
,J ) 

~~. pnder the hypothesis of Theorem I, if r = t, 
_ 4&$ , 

then s = t = 2, and G is isomorphic to the small Janko simple .• .. === 

group and 9« is isomorphic to PSL(2, 11). 

, 



For the case of t> 3, I don't know the example satisfying the 

equality s = 2t - r, and when r = I, the example satisfying the 

equality s ='2t 2. I know only three exmaples with t = 2 and s = 

The small. Janko simple group J l of order 175560 has a 

primitive rank 5 represestation of degree 266 in which the 

stabilizer of a point is isomorphic to PSL(2, 11) and acts doubly 

transitively on suborbits of lengths 11 and 12; the other suborbit 

lengths ar~ 110 and 132 ( See Livingstone [11 ). The Mathieu group 

M12 has·a primitive rank 5"representation of degree 144 in which 

the stabilizer of a point is isomorphic to PSL(2, 11) and acts 

doubly transitively on two suborbits of length 11; the other 

suborbit lengths are 55 and 66 ( See Cameron (41 ). 

The group [Z~ X Z3 ~ Z31S4 has a primitive rank 5 represen

tation of degree 27.in which the stabilizer of a point is S4 and 

acts doubly transitively on bow suborbits of length 4; the other 

suborbit lengths are 6 and 12. I conjecture that. it may even be 

true that s is at most t. 

1. Preliminaries 

Let G be a transitive permutation group on a finite set ~, 

and ~ be a subset of the. Cartesian product 1L~ which is fixed by 

2. 

G ( acting in the natural way on ..QXU), then L1coO = [~~I2.1 (0<, ~ )~L11 
is a subset of Jlfi~ed by G~. This procedure sets up a one-ta-one 

correspondence between G-orbits in Jlx~ and G~-orbits inSl. 

The number of such orbits is called the rank of G. 

is the subset of Q:([L fixed by G 

paired with L1; !J." is self-paired if L1 = /J*. Note that 

ILl (0() I = 1 Ll * (cO I = lA I Ilnl. if rand Il are fixed sets of G 

... ~.-;-- ... 
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in ..Qx_O_, let Poll denote the set {(c\, ~ ) I there exists Yt:: rr with 

(0(, r) Er, (" {3 ) E L1 ; r;{ =I ~J; this is also a fixed set of G. 

The diagonal {C oC, c< ) I r1 E Sl] is a trivial G-orbi t. If r is a 

nontrivial G-orbits in ~Jl, the f-graph is the regular directed 

graph whose point set is nand whose edges are precisely the ordered 

pairs in P. A connected compo?ent of any such graph is a block of 

imprimitivity for G. G is primitive if and only if each such graph 

is connected. 

For a G-orbit r in ..Q){1l, the basis matrix c= CCf) is the 

matrix whose rows and columns are indexed by 11, with CO(, (3 ) 

entry 1 if CC(, ~ ) ~ r , 0 otherwise.· All of the basis matrices form 

a basis of the centralizer algebra of the permutation matrices in G. 

Let G be a. group which acts as a permutation group on n, 
and n the permutation character of G i.e. the integer-valued 

function on G defined by ~g) = number of fixed points of g. 

The formula 

(1[, 1) G = I~I L1tCg) = number of orbits of G, 
gE"G . 

is well-known. If G acts as a permutation group on ~ and il2 , 

with permutation characters 7r1 and 1[2' the number m of G-orbits 

in~){..Q2 is 

In particular, . if G is a transi ti ve permutation group an Q with 

permutation 'character 1[, the rank r of G is given by 



r = (K'~)G = sum of squares of mUltiplicities of' 

irreducible consitii:uents of 'it 

If G acts doubly transi ti vely on 1\ and..o
2

, 

Lastly, we note that if G is a primitive permutation group 

on.u, then for d., {3 (~) (;52., either Get. t- G~ or G is a regular 

group of prime degree ([8], Prop. 8.6); primitive groups with 

a subdegree 2 are Frobenius, groups of prime degree ([a], Theorem 

18.7); primitive groups with a subdegree 3 are classified by 

w. J. Wong [g;1. 

2. Lemmata 
~ 

4 

Throughout this section, we suppose that G is a primitive but 

not doubly trarisi ti ve group on a f ini te set ~ and r;. , f2 , 

are G-orbits in n:<.Q such that' Gc< is dou~ly transitive on 

* ~C~), i = 1,2, ••• ; ~ and TIi are the permutation characters 

of Gc{ on ~ (00 and r: (c{), respectively, and let.·Ci = c(Fi ), 

c~=CCr) •. 
1. 1. 

Lemma 1. (P. J. Cameron [2]. Proposition 1.2 ) 
~. 

Gc( is. doubly transi ti ve on r! (o{) • 
~ •• _ • •• on , 

~~ (. P. J. Cameron [3]. Lemma 1 ) 

fiG Pi is a G-orbit in .QxSl., and if 1 ri (o()1 :> 2, then GO{ is 

not doubly transi t'i ve onrto 11 Cd) • 

, 
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Lemma 3. (P. J. Cameron [2]. Theorem 2.2 ) 
~iiCC': ..... 

For (~, ~ ) c;;;: f i o r:, we put vi = ( li (cO 1 and k i = I ~ (r{) f\ ~ (~)) . 

Ir * , v. (v.-l) 
Then k. < v. and .0 r. (cO = ~ ~ 

~ ~ _ ~. ~. k. 
- ~ 

v.-l 
when particulary k

i 
= ~2 

v. = 3 or 5. 
~ 

In the following, we set 

v. (v.-l) 
= ~ -~ 

Lemma 4. (P. J. Cameron [2]. 
-~ 

k. 
~ 

-- .. -.. _... -- --
Lemma 2.1 ) 

, then 

..... ~~. ~() 1I i ~~ r2 if and only if 1Pl or; (~) ( -
\ri (clJ\ ·lr2(~ __ .c.c._. .. _________ .. ____ .'-.,:",;--,-_-_____________ 0.0__ ,-00 

Proof. I If If
1

0 r; (cl) \< \ r1 (c{) I ·112 (c{) I.we have I Pr (0() () f2 (~) I )- l. 

for some (~, ~ ) ~ G Q r;· For '01 , r 2 (~)~ G (cO (\ G «(3) , 

(¥1'¥2) E froG. and {Yl''(2)E Gof2- So (io fl = Go 1';. 
Conversely, if lio Il = GfI r;, for {Yl'Y2)t= r~" II = r;C>P2 we can 

choose c< and (3 such that 0{ E Ti (41) ("\ ri <}'-2) , (? E~ (r I) n r; 0--2 ) • 

Since h. (c\) n 12 {~)"3 'rl , y 2' I G. (q)n r 2 (~.) / > l~ 
Therefore trl o 1'; (c{) 1< 1 G (~) I -i G ~ c{) / • 

, 
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* ~. r l o r2 is the union of at most two G-orbits in n<-J2, 

and'Tr1 = 1t'2 if ~nd ~nlY ._;.; r; 0 r
2 

is the union of two G-orbi ts 
a -_ 

in fl.;<n. 

Proof. Since <1L.i7t1, l}G = (1(1' 1t2 )G ~ 2, and 1Li1L2 is the 

permutation character of ~. ~n ~ (00 X r2 <c<>, G has at most 

t.wo orbi~s i~ {(~, -r, o) 1 (0{, G ) c- Pr, (C(, 0) E r 21, and hence, 

ri 0 12 is the union of at most two G-orbi ts. If 1li :f 1r.2 , then 

G is transitive on {cot, 'I, a) 1 {o<, '( ) E- rI' <~, l5) E ['21, and hence, 

r~o f2 is a G-orbi t in Jl.ill. Now, we shall assume that 'It"l =?r:.2 

-and r~or2 is a G-orbit in Sl't..Q. We put v = v l = v2' and 

m = } G (~)(\ r; (0) r for (0(, <» E Go f2· 
* If m = 1, then since fiol2 is a G-orbit, G is transitive on 

[(oc, r, E >1 (0,0( >~ r: l' cr, 0) E r 21· Therfore <?li, 1t2 )G = 1, 

and hence, 'itl :f 'it 2 ' This -is contrary to the assumption 

If In :> 1, then. there exist quadrilaterals (c{, '1' 8 , Y 2) 

whose edges are successively r~~ ~, ~ and f l ; and whose vertices 

are all distinct. Counting all of them in two ways, we have 

so 

v(m - 1) = (v - 1)k2 • 

Hence, v = k 2 • This is impossible by Lemma 3. 

, 



Lemma 7. If~" r~ -I ~ (1 r:, then r. o r. ::p r. or':, r)~ 1) r .. 
~, '1 1 1 1 1 1.1 1. 1. 1. 

Proof. NOt.., assume [0 r. J r. Cl r: or ~Q ~, then tve have the 
1. l' 1. li 1 1 

-following figure, 

and hence, ~ 0 [:. J r Cl ~ V r~ 0 r.. Since r Q r:. is the union of 
1. 1. 1. li l' 1 1. 1. 

at most two G-orbits in ll~Jl, we have ;:0 1">. = 
1. li 

By the assumption 

\ li (~) I . J r~ (o? ) \ = 
So 

of this lemma, 

2 v .• 
1. 

I f. ~ ~ Co{) I = 
111 

v.k. = 2(v. - I}. 
1. 1 1. 

Therfore, Vi = 2. All of the suborbits of the primitive group 

with a subdegree 2 are self-paired. This is contrary to the 

assumption of this Lemma. 

LeI11-rna 8. Let Tt 0 1"2 be the union of two 
~ 

G-orbits ;[i and 
. ~--

):2· l'1e set v = vI= v
2

, S. = C(/:.}, s. = 
1. ---1. 1. .. - f ~ i (cO I, i = I, 2, 

* a l s1+ and Ci C2 = a 2s 2 • Then we have 

, 

7 

, 



. * 
Proof. i) Assume sI ~ v. Then ('itl , 1t(1:

l
» = 1 or 2 

* . * ~c~ording as Itl :f It( L l ) or'itl = 7C( 2:1 ) where '/teLl) . is the 

permutation character of GOl on 21 (DO. If 1l~ :f 1te L l ), for 

Ol;2l (cO, . G6(,o is transitive on G (00. Thus r~ eo(> = r; (0') • 

Therefore ~O( = G fr~ (o()l = GfG (8)1 = Go· This is impossible. 

* So we have 'itl = ?t(Ll ), and hence, sI = v and GO( is doubly 

transi ti ve on L. 1 (c() • 

ii) For the matrix F such that any entry is 1, we have 

so 

iii) The existence of the following figure is equvalent to 

IlQ p~ = ~or;. 

.' , 

8 



It holds also that the figure exists if and only if a
i 
~ 2 

for i = 1 or 2. 

Iv) 
2 

By ii), v = a1vCv - 1) + a 2 s 2 • Since s2 ~ v, 

a 1 = a 2 = 1 and s2 = v. Therefore we conclude that 

Go r2 containes some r i by i), and 

floG # ,f;°G by iii). 

9 

~ ;.,If '\ i 1ti, G~ is not doubly transitive on r~o r; (c<) • 
~ .C_~::OSC 

* Proof. Assume that ~ is doubly transitive on rIG r2 coo. 
If \r~QGcc()1 i U;'c«)l, then GO{ has different permutation 

characters on ri (c{) and f~or2(~)· Hence, for(D{, r )~ r~, Gp/,I is 

transitive on ri~ f2 (ol), so, f'2'cn = G:Q f2 (c{l. Therefore 

Thus, Go = G fr. (o)} = GJ'r*.,r C~)r~Go(. This is impossible. 
2 * 112 * 

we obtain Ir2
0 1'1 C~)J = lrio f2 Co()/ = 

for cB, r) Er;·, fl en c r;o 11 Co) ., 

This is also impossible. 

I fl cc{)I· On the other hand, 

So, G Cl 1'1 (0) = G. (r) • 

~ "Assume ~°ri = f';°G and rio f 2 be· the union of 

bvo G-orbit~, ~~ and 2: 2 ; put Ifl (o()/ = I r; (cOl = v, 

}~C)r:(c()1 =-YC~ - 1), 12:'i(co \ = si' i:: 1, 2; and 'jI~rnn 2 2 (0<.>1. 

.• ' = t for 0" c~ (00. Then, we have the follmving quadratic 

equation for t ... . . _. -. . 
v(v - t)2J- vt2 

S·I s - V 
. ,1 .. , _,.., H.' ._ 2 

- kCv - 1) = o. 

, 
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Particulary, i) when sI ~ V(~-l), the quadr~tic equation has 
4 •• _, Cl & . __ .i+ .+WJA)i, E._ ." ".t ~ .. 

at most one root for 0 < t< Vi ii) when t .~~.:~ then s2 = V, 
v(v-l) - , 

sI = k+l and Go(is doubly transitive on ~2 (DO. 

50 

o 
2 2 

v (v-t) +..y!:. _ v ~ k (v-I) • 
'sl s2 

We shall prove the latter assertions. We put 

2' 2 
f (t) = v (v-t) + ~ - v - k (v - 1). 

sI s2 

> v(v-1) <-When sI = k ' then f(O) O. Since the coefficient of 

t
2 

in' f (t) is positive, f (t) has at most one root for 0 <::::: t < v. 

When t = 1, then s 2'S v. By Lemma 8,i) s2 ~ v. So s2 = v, 

and hence, G " d bl t "t" ~ (N) and 5 = v(v-1) ~ 1S OU Y ranS1 1ve on ~2 -\ , 1 k+1 -

~ .:Let GQ r2~.e .the union of t\-lO G-orbits :&1 -and 

~2' and G~ ~~ub1y transitive on ~1(~) and 2:2(~)' then 
eO" -". 'h , 

III (001 = I r; (c{) I ~ 3. 

-... --.- . 



Proof. This lemma due to P. J. Cameron. ([1], Lemma 4.) 

We put lG,Coc>1 = If; <001 =v, and assume [2:
1

(001 =Iv. Then, 

11 

G« has the different permutation characters on ri(~) and 2:1(~)' 

so, for (c(, 8 ) G .61 , Gc<,.o is transi ti ve on ri (~). Hence, 

Ti (00 = ~ (8)'. Therefore, GO( .= G{-G{o(}1 = G{r; (0)1 = Go· 
This is impossible •. Thus we conclude that l~l(~>l = v. In the 

same way, we have 1~2«)() \. = v. 

Now, if * * r;. 'I> fl =I r; 0 r2' then by Leu.rna 5 

Therefore, v
2 

= 1 r~Q r2 {c.Ol = \ r; (O()I = 2 
v • 

so v = 2. Thus, when v> 2, we obtain that 

\r~o r2 (cl.) l = I r~ cot)1 
12:1 (00\ +-11: 2 (O() 1 = 
fie) ri = f 2or;. 

2v, 

For 0 Er~ (to, ~e :put t = Ir2 (r) () 1:1 (~)I. Then, for 

* n'''l' r 2) E ~o rI' by Lemma 10 we have the following equation. 

k2 = Ir; (rl ) (\ f2 {-C2 } I = -V:l {(V-t) 2 + t
2 

- v 1 
2t (v-t) =v- . v-I 

- 2 

If t =~, 11; CY1) n r 2 (f2 >( = v + 2 (~-l) is not integer, so 

. t -<.Y::!. or t >.Y±!. H k = v - 2t (v-t) > v - ..!.{v+l) = .1.(v-l) • = 2 = 2 ence 2 . v-I = 2 2 
I 

But k2 ~ 2(v-l) by Lemma 3, so equality holds, and thus v = 3 

or 5 by Lemma 3 , and t = i-(v+l) or ~ (v-I). 'Counting arguments 

show that l f2 (.~) /) P2(¥2)" Ll (CO·, = t (;=i) for Yl , Y 2 (=I) ~ r~ (DO· 

Therefore v - 1 divides t(t - 1); this excludes v= 5, and so v = 3. 

M..~ For f;.r P2' I~, if Lis a.G-orbit. 

c?llta..iTIed J.in.~<:lr2fi"\ riot]'. and \ fl (col> 3; then Gc< is not 

doubly transitive on 2C(~). 

, 



* * * * Proof. L" f1 ~T2 U 13· If GO( is doubly transitive on 

.2 (00, Z 0 G is the union of at most bom G-orbi 1::A by Lemma 6, 

* * d' * so L- 0 '1 = l"2' V \3. This is contrary to Lemma 11. 

12 

~. "If ~o~ = r;o.r; and.1£) =f 7t2 , then I vI - v 2 \ ~ ·2, 

and IG °Ii (cX
u

) L>, Ir~~".G(COI . 
Proof: For (0(, 0 ) E ri 0 ~, we put 

count in two ways quadrilaterals (0(, rI' 0, y 2) with 0;. f r 2 

whose edges are successively ~, 1"2' ~, and fl ; then we have 

v (v -1) v v 
t-o.l 2 k~ k2kl = Ill' ;.....?m (m-1) , 

so. 

(1) 

v
2 

= 1. 

If vI = v 2 + 1, 

This is 

·If vI = v 2 ' then kl = vI- This is impossible. 
v

1 
then kl ~ 2' and hence, by Lemma 3 vI = 2, 

also impossible. Thus we can conclude that [vl '- v 2 1 

Assume Vl(~~-l)= ITi.r;00! = V!V~. Then 

(2) 

From r;. 0 f~ = 1; Cl G, we have also 

(3) 
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Therefore, (1) and (2) yield 

(4) 

By Lemma 3 and (3), we have 

so 

(5) 

Thus (4) and (5) yield 

This is contrary to Lemma 3. 

Lemma ·14. (P. J. Carneron [3]) 
~ 4J 

· then - fl Q G :} r2"o r;. 
Proof. We shall prove this lemma in a different ">'lay from 

P. J. Carneron's. Assume Ti. 0 ri = b. .. ~ = l2Qf;· " We put 

\f'1°~ (~)( 
vI (v~-l) 

= \ ~qr; <c() 1 
= V2"CV

2
-1) 

= \rl Q r; (c\) \ = - kl k2 

, 

contrary to assumption. 

. ." ~ 

~. .. , 
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Now we shall investigate from Lemma 15 to Lemma 22 the 

necessary condition that the intersection of Gor2 · and ri" r3 for 

f;., r;', G e#>. "is not empty. 

?li = re # 11: * Lemma 15. If and ?t 
~ 2 3 2 

••• t •• M 

and ~ #1C;, then rio f2 (\ Gog" = ~. 
.. .. 

~ = 'lli # 1f:3 and * Proof~' Assume ~ 
VI = v 2 = v 3 • We put v = VI = v 2 = v 3 • 

and hence, lri Q G (c;t >1 = lri (Gol ·t G (o{)\ 

* 1l: 1t =1t = '/[3' or = 
1 2 3 

* = 1lJ. Then we have 

By Lenuna 13, ~ ~ G. :j ~Q G, 
2 

= v by Lemma 5. 

If rr Q P2 (l r~Qb :j ~, then since ri Q f3 is a G-orbi t and r~" f2 is 

a union of two G-orbits, we ha~e ri<>f21 r~qr3. Therefore 

[rio r2 (c{) 1 > 111 Q)~ (o()l = v
2

• This is impossible. 
" ~ 

Similarly, we can prove the lemma for the case of 1[1 = T2 = 1[,3 

* # 7L 3 and 7C2 # ?l3, then 
... -. 

Proof. By the assumption, G",;, r1 Cl r; and r;o F3 are 

G-orbits. Assume fr ()~ = hO I;· For (0(, 0 ) G G. qr;, \'le put 

If;. (d) n P2(S>\ = m2 and l~ (c{)A f3(Q>i = m3 • 

, 



so 

Count in two ways quadrilaterals (ol, y, J,.,) whose edges 

are successively . r;. , ~ , G an"d r~, then we have 

l I 
vI (v 1-1) . v 1v 3 .Q k x = 1nl m m "k 1 ·m 2 3' 

1 . 3 

so 

(2) 

(1) and (2) yield 

(3) 

If m2·> 1, there exist quadrilaterals (0(, ~ l' t5 , ~ 2) whose 

edges are successively ~, 11, T2 and ri, 't'lhose vertices are 

all distinct; count all of them in two ways, we have 

so 

On the other hand, from Ii 0 f\ = ~ Q r;, 

so 

(4) 

15 
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(3) and (4) yield 

This is contrary to Lemma 3. 

Thus, ''le have In2 = In3 = 1 and "': 1 = kl v 2· For (0{, 4 ) e- / 1 , G ()(, r is 

transitive onT;. (0{) "fr } and since '7li # 1t~) it is also transitive 

on r; (T). .Count in two ways (r', 0) such that I le r
1 

(o{)" fl'], 
OEG cn and (r', 0 ) Er;, then ''le have 

This is impossible. 

then 

* * * * Proof. Assume T't0 P2 = fl o f3 • By Lemma 16, -n; =?S. We put 

v = vI' W = v 2 == v 3 , ~ = ni (d)() r;(o){ = lr~ (0() (\ r;{O)("'/ 1 

for (<X, <» E r~" P2' and x = I r; ('(i) n f3 (r 2) I for 

rI' "'(2 (#) E G. COO. 

Count in two ways quadrilaterals (0(, '(1' 0,· r 2) whose edges 

are successively ri, f2 , G and 1";.; then we have 

so 

(v - l)x = wm. (1) 

, 



Next, count in two ways quadrilaterals (0(, Y
l

, 0, Y2) 

whose edges are successively ri, ~, G, 11' and ''lhose vertices 

are all distinct; then 

li2lv (v-I) k k = tn\ mVw
• rn (m-I) , 

kl 1 2 

(v - 1)k2 = w(rn - 1). 

(1) . and (2) yield 

(v -·1) (x - k ) = w, 
2 that is, x >k2 ~ 1. 

(2) 

(3) 

Since x ~ 2, there exist quadrilaterals (Y, 01' r', 0'2) whose 

17 

edges are successively ~, ~, r
2 

and r;, whose vertices are all 

distinct, and (r, 't) t;. T;. 0 ri. = r; 0 r;; count ~ll of them '·in tT!!O~ ways, 

.. __ ::-:'~:' then 

so 

In(w(w - l)A= 1nl W(~-l)X(X - 1), 
2 

(A= lG{bl)n~{r;) I\I-;'qTi(o>l for 01' ~2 (i)~ G('() ) 

A= x{x-l) • 
k2 

By the definition of A, A.. ~ k 2 . On the other hand, since x > k 2 , 

'\ x(x-l) > k .I\. = k 2· This is a contradiction.. . 
2 
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Proof ° By Lemma 6 L= G. 0 r; = riG is a G-orbit ° Let S = ~ (L;) • 

* * [ C
1

C2 = m
2
S, C

1
C

3 
= m

3
S and L(o() r = so 

For the matrix F such that the value of any entry is 1, we have 

so 

Similarly 

On the other hand, by Lemma 16, 1r2 = 11:
3

, and hence, v 2 = v 3 -

* * So, m2 = m3 0 Thus we can conclude that C1C2 = C
1

C
3

0 

~o _.::~l~;==,~lC; and I,G (~)L.: vI /' 3, then ''le have 

* * * ~) 1t2 ~ 11:3 , ?lJ. :f 1L2 , 1t3 ° 

~~.>_fi~)l ~ G<>G.: I1~ r;..~ Gof3 o 

iii) vI =_ ~2 +. 1 = v3 + 1, I~ CrI) (\ r; <J2) J = 1 for 

(Y1' y 2)'~-' 'r;.~ f'l" ... '" . '" 

iv) I Go ~ tc{)-,-': vI (~-1) 
-... .,--c .. _-....., "$7 )" 

Proof ° By the, assumption ~,,~ = 1;.0 G: For the matrix F 

such that the value of any entry is 1, we have 

Similarly 

, 
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So 

We shall show that VI ~ v 2 = v 3 - Assume V = v l = v 2 = v3 and 

pu t D = C ( T{" PI) - I f r~ 17 11 = . G" r;, then (G. 0 G (to I = 
lrlOr;(~)1 i ·\~(~)l-Ir;.(~)J =lG.{c{)/-IG(I:l)(, therefore 

Ti Q h = G;, r3"· by Lemma 5 - We put k = kl = k2 = k 3 -

* terms no involving C2 -

Similarly 

* * * VC3 + k(v - I)C3 + terms not involving C3 -

So 

* { } * . * (vE + kD)C2 = v + k(v - 1) C3 + terms not involving c3 -

* Since the coefficients of the basis matrices in DC2 are at most v, 

the above formula is impossible_ 

Next, if ri9 11 :f r;o f2 , then 110 h. ~ G Q r;; and DC; does not 

* involve C3 • Now 

* * Cl (CI C2 ) 

* * Cl (C1C3 ) 

* * = (C
1

CI )C2 

* * = (C
1

Cl )C3 

terms not involving . 

* * 

= (vE 

= (vE 

* c3 ' 

and hence,k
1

DC2 = VC3 + terms not 

* + kl D) C2 ' . 

* * + k
l

D)C
3 = vC 3 + 

* involving C3 -



Then from the above formula we have 

t v = k
l

-

. 
Counting in two ways tripl~laterals (¥l' 0 , Y 2) whose edges 

are successively G, 12 a~d 11 0 fl , we have 

v(v-1) = 
k x vt_ 

I 

(1) and (2) yield 

(v - l)x = v, 

20 

(I) 

(2) 

which is a contradiction. 

1';)...* f'7)..* * 
and hence, 1[2 i_Ill i 1l"3. 

Thus we can conclude that vI i v 2 = v
3

' 

Therefore, we obtain 1L2 =1t3 by Lemma 16, 

~ 01; i ri" f1 i ~o r3 by Lemma 17, and hence we have i) and ii) 

of Lemma. 

For (0(, r) <= rI' count in two ways the ordered pairs (y', J ) 

such that 'r'E \icc{)\{rI, --D€r;(O) and (Y,8)~r;; then 

since I~ eJr1 :j ~o 13 we have 

Now, we shall show that x = 1. Assume x > 1, then there 

exist quadrilaterals CY, 61 , y', 02) ~lhose edges are successively 

* - * P2' 1"3' r3 and f2 whose edges are all distinct, and (r, y') 

~r~ °r
l

; count ,-all Of them in t\'!O ... ,rays, then we have 

, 
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v (v -1) 
\n\v

2 
(v2 - 1)~ = tRI 1 k 1 x(x - 1), 

1 

( A= I Ti 0 II (r? n P3 (0'1) (\ r3 <0'2) \ for Cr, °1 ), (r, c5'2) (t) 

E f;, (81 , Q 2) <; I; Q p; ) J 

so 

Therefore, x ~ vI - 1. If x = vI then (v2 - I)X k
1 

= v 2 ' 
vI (vI-I) 

which is a contradiction. If x> vI' then v 2 :: (vI - l)x> k 

* * 1'" . * So (lt2 , 7Ce fl 0 11 (0» ) G~ = 1, where 1t( PI <) rl en) . is the permutation 

character of Gr on r~ 0 PI (r) • Hence, for (r, r') ~ r~ () PI' 

G¥, y. is transitive on -G (r). So ~ (r) = ~ Cr') • This is 

impossible. 

Thus we have x = vI - 1, kl = A = 1, v 2 = (vI - 1)2 and 

I ri 0 '1 (r) " f 3 (0) 1 = vI for (r, d ) Er;. 

1 

Now, count in t\·lO ways quadr i la ter a1 s (0(, Y l' r 2 ' r3 ) such _ 

o that (D{, Y 1) € r 2' (0(,"4 2)' (lX, r 3) E- P3' and Cl" l' Y 2)' (Yl' r 3) 

~ ri0 '\\, 42 :J r3; then we have 

so 

\il\ v3 (v3 -- 1):/\ =\n\ v 2v l (vI - 1), 

(X = \ r~ 0 PI er 2) (1 r~ ~o f1 (y 3) (\ r 2 (ol) 1 for r;, r 3 (=I). 

~r3 (cl.» 

v -1 
1 

v -2 
1 

_0 

·0 
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Therefore, VI = 3. This is contrary to the hypossesis of Lemma. 

Thus we can conclude that x = I, and hence, by (3) we have 

VI = v 2 + 1 = v3 + 1. This proves Lemma iii). 

Lastly, we shall show that kl = 2. If kl = 1, then 

l~9rlC~)1 =~l.{Vl - 1) ~ IGo.f;Co() 1 ~ V2V 3 = (VI - 1)2 

This is impossible. Now! we have 

u = 

and 

count again in two ways quadrilaterals (ri, ' 1 ' Y2' l'"3) such 

that (~, Tl)E f2 , (0(, Y2)' (0(, )'"3) E; /3 and (4
1

, r 2 ), 

v r '1'>* n Y r-
("I' 3) E 11° 11 , 02"1 i3; then 

so 

VI 
(J1!(vl. - 1) (VI - 2)"A" = In} (VI - 1) (k

l 

(X = (r~o fl (42) (\ r~o fl (03 ) (\ f2 (00 I 

= = u(u-l) 
k

l
u-2 • 

VI 
- l)k' 

1 

for 02' ¥3 ("I) ~ G (c<» 

If u is odd, then k
1

u-2 

We put u = 2uO' th~n 

2uo{2uo-l) 

divedes u-l This is impossible. 

\. .. = = 
2kl.uO-2 

Therefore, we conclude that kl = 2. 



Lemma 20. 
~ 

f~~ som~ r: ~ .' I i . 

Proof. By assumption, ~ = ~ 0 r is a G-orbi t contained . 1 3 

in Go r 2· We put v = v 1 = v 2' w = v 3' I 1; <'0 l) n r 3 (42 ») = x 

23 

for crI' (2) E 1";.9- r~ , 1.£1 (~) (\ r; (0) \ = y and lri (c{) (\ G (8)[ = m 

for. (0(, 6 j E:2:~ {r; en- () L (0() \ = t for ((){, ~ ) e ~-
By Lemma 15, 1t;i 1t;, and hence, Go r; is a G-orbit. We have 

so 

V (v-l) 
kl 

We have also lL" (ot) I vw vt = - = -.-, 
·m y 

and so 

wy = tm. 

vw =-, x 

(1) 

(2) 

Count in tt'lO ways quadrilaterals (ot, '0 l' E., r 2) whose edges 

- * p r* T' are successively rl , 12' 3 and l' then we have 

so 

(v - 1) x = wy. (3) 

(1) and (3) yield 

(4) 
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From (2) and (3), 

.. (v - 1) x = tm. (S) 

We shail show that m = 1. If m> 1, then there exist 

quadrilaterals (0(, aI' 0, r2 ) whose edges are successively 

* n * rI' '3' r 3 and fl' whose.vertices are all distinct; count·~ll of 
. . 

th~m in t~'l9_"tvays·, then vie have 

so 

(w - l}kl = v(m - I). 

On the other hand, from (3) and (4) 

(w I}kI = wk
I 

- k = (v - l}x 
1 

therefore 

v(m - I) = (v' - I)x ~ k l , 

so 

0< vex - m + 1) = =I. x + kl < 2v. 

(6) yields 

x = m, v = m + kI • 

From CS} and (7), 

t = v-I. 

- k
I

, 

(6) 

(7) 

(8) 

, 



Thus I L (C{) I =..Yt = v (v-I) 
y k1 

I f ~ D ri .~. go r; ,. th~ri by Lemma 10, l~(Oo( = V~V~i}. 
. 1 

This is a contradiction. So we have ~ 0 ri i Go r;, and hence, 

1 = y = k1 . (9) 

Therefore we have m = v-I from (7) and (9), and w = Cv - 1}2 

from (2) and (8)~ So 

w(w-1) 
k3 

> 2w = 2(v - 1)2;> v(v - 1). 
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This is imp9ssib1e. Thus, we can conclude that m = 1, and then 

by (5) t = v-I, x = 1 and I L'(o(} I = V(~~l}. By Lemma·l0, 

fi <'ri i G· ~,and hence, 1 = y = k 1 - Therefore, by (2) w = v-I, 

IL(~}I = v(v - 1). By Lemma 8 iv}, rio r2 =. L Uri for some ri · 

* * then 7r2 = 'it 3 
.-.-. ---

~~!. if ~ =: ~. i 'IL.3' 
*;- * 

then p?l:2 i 1r3 and vI = v 2 = v3 + 1. 

then n-; = 1l ; , 

Proof. We have this assertion by arranging from Lemma 15 

to Lemma 20. 

, 
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~.v~ Suppose that ).,; .. r2 and ria [3 contain a G-orbit 2:. 

~n n~, and~·=1[2 =1t3 , l~(o(>1>3. For rI' Y2 c~> G:(c{) 
.. _ =4 __ ._... > -_ 

and () E2::.coO, the following hold; ---w- -- . • 

i) i f ~ 0 r~ = r; Q r; = 1; 0 r; , then I r~ (~) n r ~ (<> > J '> I, 
_ ... __ ... _ .' __ ........ se 5Q!J _____ .r.. . _ T ___ > . . 

\r~(o{)n r;<8»> 1 and lr;crl >(1 r3 (02)f\ ~ <<xli >1.· 
..... :=se _ .> 

ii) if ~ o·r~ ~ GC) r; f; r~~ r;, . then. 1 r~ (c<) () r; <8> 1 >.' _= $ ._ _ . L. $U!& • 

\T~(COI\ r;(O)/ = IG(d'l)f\ r3 cr2 >1 =~l; -12(o{}I = V~V~i}, 
.. -., .......... '--.- .". -"'" -.. .' ". ~ .• _#_>: __ i • ~- • __ . _ -=:c::. ,. -_dt U !IS "-:cc:: ;;:::. <-.- . e. et 

. and fro 12 contains some r k • 

iii~ .. _,.~.~"_.rL~ tGo G" r3"r;, then J ~ c~} n r; (<5>1 = lr~ Col) n r; (0) J 

/ = If;<'ri)n r3 (02) \ =1, lL(OO/ = v (v-1), and r~9r~ 
.. '. _'-' ........... _p, :: •. __ . __ .""_.-._ ..... }... _ .• =>. :;C::;.p._.-. ". i, ... __ ~:et _S._4 •. , *,_ .E!Z! S . .. JC$. _ 

contains some ~ and Ti co 13 contains another 1j. 
•. ..... -.-:a::::;:;;;::::..... . ......... r. ...... ¥J.. ___ •• ' -. _ 

Proof. pU.t 1.2:(c() () r2 (yl ) (\ r3 0-2 >J = ~ for rI' Y 2 et) ~ G (!X). 

l~ (DO n r; (0)' = X 2 , lr~ (c<) (\ r; Co) I = x3 for (0(,0 ) ~ J:. 
Count in two ways quadrilaterals (~, °1 ,8,42 ) whose edges are 

* r. * p successi ve1y rI' 2' r 3 and '1' and (~, 0 > 6 '5: ; then we have 

so 

* p * * Assume J'ior 1 # 12° P2' f3° P 3· 

= 11i (cO n r; (8'> I = 1. By (I) 

(1) 

Then we have \ r~ (ol) (\ \; (6) 1 

v(v - l)~ =" )2: (!X) \ • 

, 
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Since }I (00) ~ vCv - 1), we have A. = 1 and {L"Cci) l = v(v - 1)_ 

By Lemma 8 iv)., . ri o n == 2:. U Pi and n° ~ = L U f j for some r;.., lj-
... ) * By Lenuna 8, ~~~ ., we h(l\:-t~· Cl C2 = S + C., 

~ 

* * If Ci = Cj , then Cl C2 = Cl C3 ' ~md hence, by Lemma 19 1LJ: t-. 'it 2' !L3· 

This is contrary to the hypothesis of this lemma_ Thus C. t C., 
~ J 

that is, ~ t- rj - So L(c(~n [2(°1 )("\ P3 C(2) = 1";(41 ) f1 P3(02}-

Therefore lG (11) -1\ P3 (Y2)1 .= 12.::"(0<) (\ ~ (r1 ) n r3 <Y2) J = ~ = 1. 
Thus we have iii) of Lemma. 

Next assumeG.ori = r2"f; ~ f3Q r;. Then we have 

lTi(c()1'\ r;(o)l = 1. By (1) 

v(v - 1)~ = }I.ccnl x 2 • (2) 

Count in-two ways trip1i1atera1s (~, 0, a) whose edges are 

successib1y !:,~ and ~, then we have 

(3) 

If x
2 

= 1, then lI(C{) ( = v(v - 1) by (2) and· (3) _ By Lemma 8. iv), 

* r r* f1°P1 :f (2 9 2- This is contrary to, ;the aSSUIilption. Therefore we 

have x 2> 1, A = 1 and lI. (cO\ x 2 = v Cv - 1). Since \:2 (cl)} x 2 

= v(v - 1), lL'(t{)f\ P2(r) \ = v - 1 for (c{,t)e r~-

By Lemma 10. ii), l5C(~)( = V~V~!)l and r~9r2 contains some fi • 
1 



Now we shall show that r; (Yl ) (\ r; CY2) = r; (°1 >(1 r 3 (Y2) 

* n.LCt{), for Y1' Y2 E r 1 (0{) • If r; (01) (\ f3 <1'"2) 

"1 r; ~Y1) n r3 (y~) (\I( t{), then rr Q 11 = r~ 0 r;. But I r~o P2 (cO, 

= l:L (t{)\ + I ri(c>DJ = ~(v~ll + v<v
2 

and lr~o r3(~) 1= v
2

• 
.1

1 This is impossible. Therefore.,. r2 <Yl ) {\ r3 (42) I 
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= lr2('rl }(1 P3(42)n7. (~}J =A=l. Thus we have ii) of Lemma. 

Last assumeT;. 0 r~ = Go r; = r3Q r;. We shall show that 

x 2 = I Ti (<X) (1 r; an 1 >1 and x3 =! r~ (00 (\ r; <8> I > 1. We note 

that k1= k2 = k 3 , therefore we put k = kl = k2 = k 3 • If x 2 = x3 = 1, 

by (1) we have l:r(~>l = v(v - 1). By Lemma 8. iv) 

Go Ti =f f2? r;, r; 9 ~ * • This is contrary to the assumption. 

l " " V (v-I> . If x 2 "/ x3 = 1, we have Go (et) = k + 1 as before, and x 2 = k + 1. 

t'1e put Ti 0 f3 = L V L.', 

x= lrr·(~}(\f;(o·)\ for (eX, 8') <.;;;:"1:', and 

t = lf3 (li) f' L (0{) 1 =~~i for (ri, r1 ) ~ r~ . 
Since fiofi = l;o~ and x3 = 1, there exist quadrilaterals 

(0(, ~ l' $' ,.y 2)' l-Tith 1\ :f r2 and (~, 6') ~:1', whose edges are 

* on p* successively Yi, h, 3 and IT· Count all of them in(;wn lvays . 

then "live have 

so 

x-I - (v-l}k = t(k+l)k _ tk(k+l) 
- v-I t(k+l)+l-t - tk+1 

v-k+1 

, 
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Therefore t = I, and hence, v = k + 2. This is impossible by Lemma 3. 

Thus we have x 2 .> 1 and x 33> 1. 

Now we sh~ll show that ~ > 1. If A...= 1 , by Cl) we have 

~ince x2 > 1, there exis~ quadrilaterals (~, rI' 6, 'i)' with 

~ :/0'2 and (eX, 0 ~ E" .L:. w~ose edges are successively ri, r;, r; 
and PI. count i' all. of th.e;' ~in hlO vlaY!:1: then we have 

1nl V(;-l)k~ = 1..QIIIco()\ x
2 

(x
2
-l), 

C~2 = IGcrl ) {"\ r2C~ i (\ 2:Co()l for rI' 1'"2 (t) Er~ (oe» 

so 

and by (1), 

A.2 = 
12: (0(.) l x 2 (x2-1) 

v(v - 1) 

x -1 "\ _ 2 
/\.2 - x 

3 

, 

Thus is a positive integer. Since x3> 1, in the same way, 

we have that 
x -1 

3 is a positive integer. x 2 

Thus we have i) of Lemma. 

... ".. ",=,,,,,--,-= •• ,-,,-, •• _ ... _-------._ ..... ., 

This is impossible. 



Proof. Assume ~"r; J G. 0 r;. . Note that I vI - v 21 2' 2 

* * by Lemma 13, and hence, 'lt1 'f 1t2 . 
. 

If (ri' ~1_= [G, ~r' then 

29' 

since [0 r~ i~ a G-orbi t, r: Q r~ = 
~ ) ~ ) 

GQG = rlf;. This is a contrary 

to Lemma 14. Therefore we can assume that G. 1- 1I, r 2· 

. .... ,. :"'~'.~ . . This is a contradiction. Thus we have ~ 

{ri' rj 1 n{fl' f21 = ¥l. 

From- vI "I- v2 ' we may assume v. "I- vI· Since 11> Pi (l r;olj "I- fJ
1 ~ 

v. = vI - 1 by Lemma 21. , On the other-' hand, 
~ 

from IVl - v21 ~ 2, vi "I- v 2 • Since GQri (\ r;o fj =I SJ, in the 

same way, we have vi = v 2 - 1. This is a contradiction. 
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Lemma 24. If "G.0~ = f;or; = GoG=L1, ~ ='7L'2 =1[3 and 
~--"V ... __ ............ -_._ ... >o.-.t:~_ •• ____ ~~~--:;:;..,..... __ .,.....::~~~_-= __ _ 

l~ (~) 1 > 3, i7hen~ 9 G :pL1 or /~ or; :P Lt . 
.,;::~ • .;..""':-':"~-..;._a...-=..<.:~ ... ~~..----~i\ ....... ~~~~"!I.Q -~-.-:... ... --~ • .,..,. -

Proof. Assume ~ 0 r; ::;>.L1 and G. 0 r; ::::> L1 
. * * * = v3 and k = kl = k2 = k 3 • Since 1S. ='7t2 =7C3 ' we have 711 =1t2 ='il:::3 

by Lemma 2~ •. We shall show that ri°~ = G9 f'2 = -G<)r3. 
If do Pr =I. Gof2 ,· Y;oI3' (L1(cOI = v{v-l) by Lenuna 22. iii). 

Since lTiQP1(CO \ = lG.°r~{cn\ - lA (c<) I = v(v-l), we have 

~!) ~ =I G Q r; by Lemma 8. iv) - If r~o r 1 = r;o 12 =I r;o ~, 
ILl t 

v (v-I) 
(~) k+l by Lemma 22. ii) _ This is impossible. Thus we can 

conclude that Ji.oll = r;of2 =. r;oI3- If rror; = PloP;, then 

* * C1C2 = Cl C3 by Lemma 10, i); and hence, vI = v 2 + 1 by Lemma 19. iii). 

This is contrary to the hypothesis of this lemma. We shall show 

that k> 1. If k = 1, l'~o PI ~) ( = V(~-l) = v(v-l). Since 

~o r3 "7 r~?rl' ~o G =I f30 r; by Lemma 8,.iV).' 'l'h'i~ is contrary to the 

assumption. Count in two ways quadrilaterals (~, rI' 0, r 2) 

whose edges are successively fr, ~, 13 and Ti; . then we have 

\f"'\lv(v-l)k ='fJ l v{v-l) 
I~L k x pot.. k x 2x 3 ' 

so 

(1) 

Here we put x 2 = \ 11 (~> (l f2 (8) 1, X3 = It. (cO n f3 (0)\ for 

, 



We shall.shm·l that x, x 2 and x3 are smaller than k. If 

x2~ k, then for {et, D) £ '1' lA <oOn r;cr} I ",v - I. 

Of course, lA (Cl) n T';<[-) 1 5 v-I, and hence, I Lt (C<) () r; (f}l 
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= v - 1. By Lemma 10, ii), vle have \L1 (et) I = ..Y~:~l) , which is a 

contradiction. We can prove in the same way that x3~ k. 

Then, (I) yields 

x <X2 , X3 < k. (2) 

Now 

* Cl (C2C3 ) = C
1

(XD' + yS ') , 

* (C
1

C
Z

)C
3 = (XZD + Y2S )C3 = x

2
{v-1)C

3 + terms not involving 

{ AI = . ri Cl PI' G .. r; = 11 \J l: , ,;0 f3 = 41 U 2:: I , 
D = C (L1 ), 0 I = C ( Lt I ), S = C ( 2: ) and S I = C ( :2: ') ) 

Since x 2 > x and the coefficient of C3 contained in Cl D r is 

at most v - .1, C
3 

is contained in Cl SI, that is', ri 0 G J ~I • 

On the other hand, since ~o~ ~L1 ' there exists the following 

figure. 

Therefore r~ 0 r 3 "') At. 

C.3 .•. 
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* * By Lemma 10, i) we have C1C3 = C2C3 • So, Ifl ~1t3 by Lemma 19, i). 

This is contrary to t~e hypothesis of this lemma. 

Lemma 25 • ...---...---. If vI' v 2 ' v3 and v 4 > 3, then the followi~9 figures 
-.....- _. _ ~ .. _ --.j'.~!"..;.-,.,;i;.;~"" ·;...4 ••. ·~·.-···_ "_"_ ~-.• ~-.-•• - __ ... -__ ~~~~~ ........... .,. .... __ ::-:-.. ;-.-:.:~ ...... .:_ •• __ ........ ",~.::r~....-.~,:,,_c_ .. ~. _01_ 

·don • t exist. 
-.~~-----

n 0 k I 

~.~ ~~ 
V V. '- r; ~ Ih , 

Fig. 1 Fig .. 2 Fig. 3 Fig.4 

Proof.· For each figure above, we assume its existence and 

show that it implies a contradiction. 

Non-existence of Fig 1. 

By Lemma 18 and Lemma 19, vI = v2 + 1 = v3 +·1 = v4 + 1, 

. v (v -1) I 
\h.°fi(~)1 =.1 21 . , \f2 <Dl)() f3<O) = It(~) {\ ~<O)I = 1 for 

pn* * * * (~, 8) ~ 110 11 and 7(2 = 1t3= 1t4 • Now let us consider the following 

figure~ 

";. . , 
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Then by Lemma 22, i) and iii) , we have 

Thus, 

= (vI-I) (vl -2), 

so 

This is contrary to the hypothesis of this lemma. 

Case II. 1li = 1t2 ~ 1(:3' 1t:4 • 

By Lemma 21, vI = v = v + 1 = v + 1 and 234 

~ * * 1L3 = 1£:4 ~ 1r2 • But considering the following figure, 

we have v3 = v 2 + 1 by Lemma 20. This is impossible. 

Case Ill. 1[1 = 1l_ = 'It ~ 1L • 
"2 3 4 

By Lemma 20, vI = v 2 = v3 = v 4 + 1. But since there exists 

the following figure, 

, 



we have v 4 = v3 + I = v 2 + 1 by Lemma 21 

a contradiction. 

, which is 

Existence of the followi~g figure is contrary to Lemma 24. 

Since G. 0 f~ = r; 0 r; = ~ Qf;, owe have by Lemma 22, i) 
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t 1; n'"l) n r3 ('02 ) \ "'";> I for (¥l ~ r 2) ~ 1";.0 r~, and hence, Go f2 = r;o f3· 

So, we have I~°ri(~)l <: VI (vI-I) by Lemma 8, iv). On the other 

hand, since ~ ·r~ = 

I ~ (r 1) /") f2 ('(2) J = 

Then from the existence of the following figure, 

we have 1~~~(~)1 = vl(v1-l) by Lemma 22; which is a contradiction. 

Case VI. ILl =7c2 =1t3 = 1t4 , G!>f~ = goT'; of Go,;, ,;;0'-:. 
There exist the follm'ling figures, where .6 is a G-orbit. 



- Fig. a Fig. -_h 

-
From-Fig. a, we have IL(o() I = vI (vI-I) ~Y _~~mma 22, iii~_. 

l 
VI (vI-I) 

On the other hand, from Fig. b, we have ~(~)I -
k1+I 

by Lemma 22, ii), which is a contradiction. 
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Case VII. 1LJ. = 1t2 = 1tj = 7l4, ~ Cl ~ =} Go G; f3° r;,- Go r=. 
From ~. G =} GaG, Gor~, we have Ir; CrI) () f3 <Y2) I = 1 

for al,Y 2 (i) E r~ (00, by Lemma 22, iii). 

Similarly: r, 0* 
from 1° 11 =} 7') r* 

/2° 2' 
~ [")* 4° I 4' we have P-; (YI ) l\ ~ (1;> I = 

for °1' Y2 (]&) E- r~ (tlJ • From r ff r n*) f, -n* 
2"J 3 (12

Q }4 i'll' 

woe have by Lemma 22 

(1) 

* * * By Lemma 21, 1t2 = 1t3 =1t4 • Therefore we have by Lemma 8, iv) 

and ~or; (2 < i, j (=}) ~ 4) contains some f
k

• (2) 

.0 

1 



We put 

Now, 

v = v 1 = v 2 = v 3 - v 4' 1;. 0 r~ = L1 l , r;· 12 = .1. 2 , 

r;·Qr; = J 1 V ri' r; °14 = 11 2 lJ 2.', and D1 = C (~1) , 

D2 = C (il 2 ), s· = c ( ~') and s' = 12:. I (eX) I . 
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The coefficient of C
3 

of the above equation is v - 1 or v by C2}. 

Next, 

so 

2 
v =. v(v-1) 

k2 
+ xs'. 

By Lemma 8, i), s' > v, 

so 

v-1< x~ v --k--= v - 2. 
2 

(3) 

We shall show that f=~r4 #- L'. If r;of4 = ~', there exists 

the following figure. 

, 
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Since Gop: = LJ 1 U rj , we have J;C)r: = 111 = ~9G. This, is 

contrary to the, assumption of this case. From Go t (l GC" r: :> Al 

and (2), for 61 , Y2 Ct) E ~coO vie have by Lemma 22, iii) 

= 1 • (4) 

If '-;0 L' 9 0ntains G' then we have r;o ~ = r:., P4 u -:E.', and by (4) 

When 

When 

c
2
S' = (v_v-I)C + terms not involving C

3
-

k4 3 

k4 = 1, 
v-I 1. So G·Li2 

contains r;, v--= 
k4 

k4 -::> 1, v-l>v _ -Y::!. >~ So, x = 1, and k 2· 
4 

contains G. 

by ( ) . 

hence T;<lLl2 

In all cases, we can conclude that ~~..6 2 contains f
3

, and hence, 

r; ,(lf3 -::> L12 - Thus, we have the following figure. 

~ ......---- ft°~' /~ 

vi' 
So, r of* ~ rof* I 1 12 2· This is contrary to the assumption. 

Non-existence of Fig. 2. 

= 
,; 

= 

, 



38 

Lemma 19. On the other hand, It;> ~ Cc{){ = lr~9 G. (001 = I GO f2 cc{) [ 

= lr~ (Ool· jT;cc(.) I = v l ·C v
1-l). This is impossible. 

Case II. 'ill =1t2 i 'it3 • 

By Lemma 20, VI = V2 = v3 + 1. On the other hand, from the 

existence of following ~igure, 

We have v3 = Vi + 1 = VI + 1 ~y Lemma 21, iii). This is impossible. 

and 

1 < 1 r~ (v<) {\ 'G (0)\. The counting auguments show that 

. \Ti (eX) (\ r; (0) \ = \t COl)" r 2 (a2 ) \ and \r~ (o{) () r; CO) , 

= \ \i c'(I) n ~ Cd2) \ for (01' )'"2) E 1lofi· Therefore, r~o r 1 = r;o f2 
= nor3· Now ri.f2/GQf~ and riC)r3Jr~ °r1 - Since we can show 

.* * * that 1tl ='it2 = 113 by Lemma 21, we have a contradiction by 

Lemma 24. 

Case IV. '1r 1 = 1[2 =1[3' 

From T{QP2 nr~of3 -:J r~or l' we have \rto Pl Cc{) \ = ~~~~i) by Lemma 22. 

Th~s is impos~ible. 

, 
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By Lemma 21, . * d * . we have 1[1 = /~ = 1r3 • By Lemma 22, iii), 

* * = v(v-l), and by Lemma 8, iv), r1
9 rl t- r lr 2· 

:i!'rom the existence of the above figures, we have f~o l3 = r~o Pl U~'" 1'2-
Therefore, 

This is impossib~e. 

Non-existence of Fig. 3. 

= v(v-l) + V(~-l) _ 
2 

For the above· figure, if Ll = L 2 the~ there exists the 

following figure. 

.\ 



This is contrary to non-existence of Fig. 1. Thus we have 

* * 1tl :=71:2 , 

transitive on Ll (o{) 

Go r; = 2: 1 U 2 2 and Go( is not doubly 

and L 2 0() by Lemma .12. So, by Lemma 20 

=r;o f3 = ,:0 f~ by Lemma " ·1 
.t.. •••• 

contrary to Lemma 24. 

Non-existence of Fig. 4. 

There exist the following figures. 

Fig. a Fig. b 

* * Case I. III #lt2 • 

By Lemma 21, we have vI = v 2 + 1 from Fig. a/~n~v2 = vI + 1 

from Fig. b. This is impossible. 

* * * Case II. 1(1 =7[2 #'K3 • 

40 

By Lemma 20, we have vI = v 2 = v3 + 1 and J; .. r; t- f19P~ from Fig. b. 

On the other hand, g., r; = f3° r~ ~;:T2 0 r;: :) Pro r~", and f2
9 1r has some 

f· 1. 
by Lemma 20, and hence, This is impossible. 

* *"* * .......-« * Case III. /:'..:ILl =/:':-/l2 =rrl3 , r 1""> - \"of -P.p r'l - 2 2 - l3 13· 

* r r* r n * n -...,* '0 - r*o p By assumption, r2
0 1 () 2 q 3 ~ \1° 11 - 12<>12 - 3 l 3' which 
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contrary to Lemma 24. 

* *. * -rt * ~ 
Case IV. . .1Ll = ~2 = 1t3 , 11

0 fl = P2" P2 t- 139 f3· 

From Fig. a, ~or; = T;.°r~ V li for some ri by Lemma 22. So,' 

. Tier; f' rlo,; := Gor~ and ~()ri (~) = V~V~i)· This is impossible. 
1 

* * * r~o G. G4f; t- G9 G· Case y •. 7l:I = 10. =~, = 

We put 2: = rIor; () ll<>r;;" 
By lL I v(v-l) Lemma 22, (0{) = .. k +r· I 

From that fIo r; "") G.o IT, we have G"p; =L UGor~· So 

V2 = v(v-l) + v(v-l) 
kl+l k l • 

Therefore kl = 1 and v-I = kl + 1 = 2. 

This is contrary to the hypothesis of this lemma. 

* * * * * * Case VI. 71::1 =11:2 =1t3 , fie> PI t- f 20 P2 , f 3°r3· 
~ 

We put L = rlop; 11 floP;· By Lemma 22, we have f;.ap; = L V ri' 

GDr; = L V Ijfr?m some 1:, Jj and l:r.{~) I = v(v-l}. Since 

~ 0 r; J J-;'o ri". ~na Go r; J GO ~ ,'":we~-h"ave Go r~ = :L 0

= G q ~. 

~n the other hand, since Ti 0 r2 -") r~ ° Ti and l~" FI (~) J = v (v_I) , 

G. 9 Ii t- ~ or; by Lemma 8, i v). . This is impossible. 

G., G. and G, suppose that T;.Q P; () r1 r; ---=---- . ...., ....... -..... --.": ... ----";<,.:--..-,.~ ... - .......... _ ..... ~ .. JI'_:'>._ ... __ .:._ ...... 

Lemma 26. For 
---..-.-v 

L.. in n~, and vI' v 2 ' V3> 3. Then, _---. ____ ~-"'""·Ii ..... · ~_ •• ______ ~~_'"" __ __..;;.__. __ _=____ .. _ _::.___=:._..... ....... ____ _ 
contains a G-gobits 

there does not exist fi such tha t ~ 0 r: = 2::: . 
--------~--------.----------------------

, 
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Proof. From non-existences of Fig. 2, Fig. 3, Fig. 4 of 

Lemma 24, we have this assertion. 

Lemma 27. (P. J. Cameron [3] , Prop. ) 

If ~;t! G. and ~ 0 ~ C ~ Ur~ u ( ~ u";') U ( (;0 r. ) , 
~ ~ = ~ ~ ~ ~ ~ ~ 

then G has rank 4. 



3. Prqof of Theorem 1. 
~~~-~~ 

We put 

x. = 
l.. if Fj I Ai = ~or;l 

y. 
l.. rko~ JL1J 

and assume that Xl > ... > X > x 1 = ••• = X
t 

= o. Counting in . = = r r+ 

. two ways trip1i1a tera 15 (~, T1,.L1 i) such that T:c0 U ---:) Ll i ' 

we have by ~ernma 9 and 1i 

t 
5

2 52: y .• 
- i=l l.. 

The equality means that, for any f. and r., we cannot have 
l.. ) 

When x.;>.O, by Lemma 26 y. ~ x. + s. When x. = 0, by 
l.. .l..= l.. l.. 

non-existence of Fig. 1 of·Lemma 25 li ~ 25. Therefore 

so 

2 t r 
·5 '" L y. "'" L: (x. + s) + 2(t - r)s, 

= • 1 ~ = • 1 l.. l..= 3..= 

2 
s ~ (r + l}s + 2(t - r}s, 

5 "$ 2t - r + 1. (1) 

., 
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No,., I let It = r 0 f~ and we put 
~ ~D ~o 

A ={ {T{. r;], unordered pair I ~.r; J Al' C l' GJ· 
B ={G.I{~. rJ6+ 

For {r:. rl· [T:c. G.1 (1') ~A. {G, fjln {fk • f-tJ. = P by 

Lemma 26. T.here~ore } B I ;, 21 AI. Furthermore I for {~ , fj} , 
frk , Ct 1 (~) ~ A, and for fm, rn (~) Ef B, rioo ri (l r:oo rj' 

~ Q f,k ,,~o r;, ~ q f' , -r: qP are disjoint to each -other by 
. ~o I I ~o ~ ~o I m 'io t n 

non-existence of Fig. i of Lemma 25. Thus we have 

(2) 

and by Lemma 26 

JA I - 1 < t - r. (3) 

Assume s = 2t - r + 1. Since the &qua1ity of (1) hold 

Yl = Xl + s, and hence JAI =; and ; - 1 '5 t - r by (3) I 

and hence, 2t - r + 1 = s~ 2t - 2r + 2. So r = 1. Therefore, 

if r >1, we conclude that s~ 2t - r. 

We shall show that when r = 1, s ~ 2t - 2. Assume r = 1 and 

2t ~ s ~ 2t - 1, and put 

for game r: and r, then by r~emma 23, 
~ J 

1"S_ i ~_ S 7,"l'" ~ If l. t- IL. 
1 ) 

Ll <t~ or; for any Gc, re (~) , 

, 
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and hence, r:.~ r kn r:o f..e. = ;I. So s ;;; t. This is contrary to the 

as. sumption tha~ t > __ 2. Thus, it holds that 1t: = 1t = ••• = 'It • 
1 2 s 

Now, . Suppose r;. 0 G
J
. = L1 u r~ for some i:, r. and P..

k
, and· put 

3.. J. 

D = c<Ll), ~o~ = LI' U r;., 0'. = C{Ll'), t = )~<d) n r;{~)1 for 

<0(, e» ~ ~, x.= IPi (C<)n.r; (o) I for (0(,8) E"LI , 
k = kl = k 2 '= .--. Then ~e have 

v=v =v = 1 2 

* c. (C.Ck ) = C. (tIC. + x'D') =.t'vI + t'kD + x'C.D'. 
3.. J 3.. 3.. 3.. 

(t' = 1 fj (or) () 1'= (~)J for (C{, ~)e r~, x' = I ~ (et) (1 r=<O) I 
for <~, 0) ~ Ll'.) 

We have t = t' by counting in two ways triplila terals <~, (3 , r) 

, 

whose edges are successively ~, ~ and Gc, and have I L1 (C() l = I A • <c() I· 

and x = x' by Lemma 10. 

So, 

( Lt ' (<X) ( 
v(v-l) = k+l by Lemma 10. This is impossible. 

Thus Ci = Ck - Similarly, C j = Ck • 

When S = 2t, then the equality of (1) holds_ Therefore, for 

any r, there exists r such that r () r: = AIJT':.k for some -r::.k -
3.. J' 3.. J L1 

So, as is shown above, r; = rj = r;.,. Therefore we have for any G.. 
p. i ~, r: 0 r = Lll) r~ and r: 0 d n r 0 P* = ~ I i I i 3.. 3.. 3.. 3.. I m 3.. n· 

, . 
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When s = 2t - 1, then IAI"S t - 1, and from (2) s -IAt ~ t. 

SO IAI = t - 1 •. Therefore, there is a unique ~ such that for any 

fi (i ru> ~ ~(lr:-:pLl. We shall show that for any r:, Ij {f>, 

Pi 0 r; contains SOme ~. AssUme r;. 0 r; = 11 k U L1~ for some C, r; (i). 

count in b"o ways the paired (~, LI n~ such that T;.0J: containsLln .• 

then by Lemma 25, we have-

2t = s + l~ # [c J'm,-Ll n>1 ~ °r::Jil n1 ~ 2t. 

<:. 

any L1 k' there ~ ~ So, equality holds. Thus for exist and (r!) 

such tha t ~ C) r; and ~o' r; contains L1 k. Therefore we may choose 

fa such that ~Qr: ()rtr: r! ~ and ~ r! rue Then r;. .. r: :J~~r~ = Ll.. 
This is impossible. Thus, again as is shown above, we can conclude 

that for any Pi (i Tu) , 

r r* r o"IJ - Ll V ..,* - r! . , . I· - I . and 
. ~ ~ ~ ~ ~ 

-0 'j) * ';"),-t . 1 iO I In {\ I i 0 In = P for fir ' Ti'. m n In 

Thus if s ~ 2t - 1, there exists ~ such that 

7>. i P; and I'? <:> for: = I i ~ ~ ~ 

By Lemma 27, this show that G has rank 4. This is impposib1e for 

s ~ 2 t - land t ~ 2. 

4. Proof of Theorem 2 

When r = t, we have s ~ t by Theorem 1. On the other hand, 

from s ~r = t, we conclude that s = t = r. 
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We put T;.o~ = 11 i' Ai "= {{Tk' fR.(; unordered pair/ ~00.::>L1 i' 
.. ~ T- f11· Then lAil- "l~ t - r = 0, so (Ail ~ 1. 

• ,., "iJ 11 /) p* .iI count in two ways triplilaterals ('i' J j ,. k) such that lio j ~,ak' 

we have 

so 

s ~ 3. (1) 

Case t = 2. If, U;'(o(}) T- (P2(o{)l, by T. Ito [6], G is 

isomorphic to the small Janko simple group and G~ is isomorphic to 

PSL(2.ll). We shall prove that the case of )~l(~)( = 17;(<<>1 does 

not occure. We put I~(~)l = lr2(~)1 = v. It is easy to prove 

that'1Li =7t2 • We shall shm'l that fl and P2 are self paired. 

If not, then r~' = f 2 • Since Pro ri =f r; 0 r; = ri .. f l , we have that 

~orl ~rlor~, Tio lI (= "G°P;> by Lemma 7. By Lemma 11, there 

exists a G-orbit ~ in r,lo PI "EH1-\~ft Gc{ is not 2-transitive on L:..(o(), ana 
,<4{cJi. /-r-X:'d" 

.L. T- L1l ~ L1 2· This is impossible for t = 2. Thus, we have 

fl q G = Lll l) Lt 2· So, v
2 = I fl C) r2 (0() I = l li PI (~) 1 + l ~ 0 g (~>l 

= v(v-l) + v(v-l) This is impossible. 
k1 k 2 • 

Case t = 3. For this case, the equality of (1) holds. So we 

have JAil = 1 for 1<: i ~ 3. We shall show that if ~or; ~ 111 ' 

1";.=1;. or 1j = 1'1. r, P.. =f lI, * * then If then since Ti Cl r i (\ Ti 0 Tj t- f1, 
~ J 

there exists a G-orbit ~ in rio Pi n Jio fj such that G is not 

2-transitive on ~ Co() by Lemma 12, and for any fl, Ilo Tt T-X- by 

, 
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Lemma 25. From r = t, this is impossible. Thus we may assume 

that there exist the following figures • 

. . 

Fig. a . Fig. b Fig. 

= IG.Q~(~)1 

from Fig. a, so vI> v 2 • Similarly, v3 > vI from Fig. c. Therefore 

v 2 (v2-1) 
v 3 > v 2 • On the other hand, v 2 v 3 = - k . from Fig. b, so 

2 
v

2 
>v3 • This is impossible.· Thus we have1lJ. ='lt2 =1C

3
• By Lemma 7, 

rI' f2 andP3 are self-paired. 

Thus T;.°T'2 = ~ U AI' rlT3 = G. U L12 , Go h = G U L1 3 • 

Put .1'G. (001 . = v., then by Lemma 8, iii) we have· 

}L1I(~)1 = lLl 2 co{)1 = 1L13 cc{>/ = v(v-l). 

We put 

Then 
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(:2) 

Now 

. 
Cl (C2C3 ) = Cl (D2 + ~l) = vI + Dl + D2Cl -

So 

Similarly 

Next 

So 

Similarly 
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(a) 

.Furthermore" 

So 

Similarly 

D3C3 = D
3

Cl + {v-l)C1 - D2 

= (xl-l)Dl + (x2-l)D2 + X3D3 + {v-l)C3 + (v-l)C1 - (4) 

Thus (2), (3) and (4) yield 

, 
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We put x3 = x, then 

v =·x1 + x 2 + x3 = (x+l) + (x+l) + x = 3x + 2. (5) 

It is ·easy to show that the graph (~ 1;. V 1; U G> is a strongly 

regular graph with parameters 3v, 2, 3. 

0( • C A2(~) :> 
L_ Ll3(O<) ~ 

From the conditions of the existence of the strongly regular 

graph, (see [1] p. 97) it holds that 

(3_2)2 + 4(3v-3) = 12v - 11 = d 2 , (6) 

(s is a positive integer) 

m = 2~~'d{(3V-1+3-2) (d+3-2) - 2 0 3! = ~v2 + 3V~~-2}. (7) 

(m is a positive. integer) 

From (7), 3vJV-2) is integer, and hence 

12v - 11 = d 2 is·a divisor of 2 2 v (v-2) • 

So 



From v = 3x + 2, we conclude 

v = 11. 

Lastly, we shall prove that the primitive group satisfying 

these conditions does not exist~ It is easy to prove that 

So, Gc<,r1,ri fix °1 and ~. Since ~ (fi) ~ 0(, <\, b (;i), 

in the same way, we obtain that Gc{ y \-1 has .the fix points in 
, vI' 0 1 

G. (C() "frl U rile The order of GO( is at most one million. 
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If G~ is non-solvable, then the minimal normal subfroup of G~ is 

non-solvable simple. From [5], it is isomorphic to the Mathieu 

group Mll or the transitive extension of the alte~nating group A5 

act on ten points. These groups have not the representation such 
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that it is doubly-transitive on eleven points and it's stabilizer 

of two points ~as the additional fixed point. Thus, w~ can conclude 

that G~ is solvable and the order of G~ is 110. SO IGI ={llr~l·lO 
= 364·11·10 = 2~ 5-7·11·13. G is non-solvable group and (IGI, .3) = 1. 

But there does not exist such group by M. Hall 151. 

Osaka University 

, 
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