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Abstract
We give a formula for the Donaldson–Futaki invariants of certain type of semi

test configurations, which essentially generalizes the Ross–Thomas slope theory [28].
The positivity (resp. non-negativity) of those “a priori special” Donaldson–Futaki in-
variants implies K-stability (resp. K-semistability). Asan application, we prove the
K-(semi)stability of certain polarized varieties with semi-log-canonical singularities,
which generalizes some results of [28].

1. Introduction

Considering some algebro-geometric objects such as algebraic varieties, vector bun-
dles or representations, the moduli “space”M (in very loose sense) which parametrizes
all of them is often unseparated (not Hausdorff). The geometric invariant theory (in
short, GIT) [20] provides a Zariski open subsetMs of M which is a quasi-projective
scheme. The objects parametrized by points inMs above, are said to be “GIT-stable”.

The objects which we study here are polarized varieties. Thetopic has recently
drawn much attention as the relation with the existence problem of “canonical” Kähler
metrics become clearer. Along that development, theK-stability is formulated as a
newer kind of the GIT stability by Tian [30] and reformulatedby Donaldson [4], which
is conjecturally an algebro-geometric equivalent of the existence of a Kähler metric
with constant scalar curvature (cscK metric, in short). In this paper, we provide some
basic results towards a concrete solution for the general problem “When a polarized va-
riety is GIT-stable?”. This paper will provide the foundation for our subsequent papers
(cf. [22], [23], [24]). Mainly, we treat K-stability here.

The K-stability is defined as the positivity of theDonaldson–Futaki invariants(also
called as thegeneralized Futaki invariants). Roughly speaking, they are a kind of GIT
weights associated to thetest configurations, which can be regarded as the “geometriza-
tion” of one-parameter subgroups from the GIT viewpoint. From the viewpoint of dif-
ferential geometry, the Donaldson–Futaki invariant generalizes the Futaki’s obstruction
[7] to the existence of Kähler–Einstein metric on a Fano manifold. More precisely, it
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generalizes a value of the Futaki characters [7] at a generator of C�-action on a Fano
manifold, which should vanish if there is a Kähler–Einsteinmetric on it.

Recently, Ross introduced and systematically studied withThomas ([27], [28]) the
concept ofslope stabilityas the polarized variety analogue of the original stability
which was defined for vector bundles by Mumford and Takemoto. Let (X, L) be a
polarized variety which we are interested in. Then, essentially they gave an explicit for-
mula for the Donaldson–Futaki invariants of some special test configurations of (X, L).
It is the blow up ofX �A1 along a closed subscheme (scheme-theoritically) supported
in X � {0}, which is coined asthe deformation to the normal coneby Fulton. The
slope stabilityis defined as the positivity of those invariants. Therefore,K-stability im-
plies slope stability. However, the converse does not hold in the sense that the blow
up of 2 points in the projective plane is slope stable but K-unstable (Panov and Ross
[26]). Please consult [27], [28], [26] for their theory.

In this paper, we generalize their theory by treating more general test configura-
tions and give an explicit formula 3.2 for the Donaldson–Futaki invariants.

The formula 3.2 is useful in two senses. Firstly, the positivity (resp. non-negativity)
of the Donaldson–Futaki invariants of those “a priori special” test configurations im-
plies K-stability (resp. K-semistability) as we will see inCorollary 3.11.

Secondly, those Donaldson–Futaki invariants are described in an analyzable form
as a sum of two parts, thecanonical divisor partreflecting the global “positivity” of
the canonical divisor, and thediscrepancy termreflecting the singularities. Please con-
sult Theorem 3.2 for the details of our formula.

As simplest applications, we provide straightforward algebro-geometric proofs of
K-semistability (resp. K-stability) of Calabi–Yau varieties (resp. curves) which admit
some mild singularities.

Corollary 1.1 (D Theorem 4.1). (i) A semi-log-canonical canonically polarized
curve (X, L D !X) is K-stable.
(ii) A semi-log-canonical polarized variety(X, L) with numerically trivial KX is
K-semistable.

Some generalisations of the above results are in the sequel to this paper [23], although
it was at last published earlier than this paper. The notion of semi-log-canonical sin-
gularities, which form a class of mild singularities, were first introduced by Kollár and
Shepherd-Barron [14] for the 2-dimensional case and extended by Alexeev [1] to the
higher dimensional cases. It is defined in terms of the so-called discrepancy, which has
been developed along the log minimal model program as a fundamental invariant of
singularities. A variety is simply said to be semi-log-canonical if it has only semi-log-
canonical singularities. For the details, consult the original paper [1] and the textbook
[13, Sections 2.3 and 5.4] on the basics of discrepancy.

We should remark that the affirmative solution to the Calabi conjecture [32] and
the recent works [5], [2], [29], [17], [18] on Yau’s conjecture, the polarized variety
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analogue of Kobayashi–Hitchin correspondence, altogether give a differential geometric
proof of Corollary 1.1 for smoothX. The statement (i) of Corollary 1.1 for smoothX
and the slope stability version of (ii) forX with at worst canonical singularities are
also proved by an algebro-geometric method in [28, Corollary 6.7 and Theorem 8.4].

We should also note that, after having written the first draftof this paper, the author
noticed that a similar formula for the Donaldson–Futaki invariants had already been dis-
covered by Professor X. Wang [31, Proposition 19]. The two results are different in two
senses. Firstly, we extend the setting to “semi” test configurations (cf. Definition 2.2),
which was essential in the proof of Corollary 1.1. Our formula can be regarded as a gen-
eralization of the Ross–Thomas slope theory at the same time. Secondly, the proofs are
totally different; Wang’s proof depends on the relation between GIT weights andheights
[31, Theorem 8], while ours depends on an old lemma of [21].

We refer the reader to [22], [23] and [24] as for further applications of the for-
mula 3.2.

This paper is organized as follows. In the next section, we will review the ba-
sic stability notions for polarized varieties. For the readers’ convenience, we include
Mabuchi’s proof [16] of the equivalence of asymptotic Hilbert stability and asymptotic
Chow stability in a simplified but essentially the same form.In Section 3, we will in-
troduce the key formula 3.2 for Donaldson–Futaki invariants and show that K-stability
(resp. K-semistability) follows from those positivity (resp. non-negativity) alone. In
Section 4, we give the applications.

CONVENTION. We work over the complex number fieldC throughout. An al-
gebraic scheme means separated scheme of finite type. A variety means a reduced
algebraic scheme.

A projective scheme means a complete (algebraic) scheme which has some am-
ple invertible sheaves. (X, L) always denotes a polarized scheme, a projective scheme
X with a polarizationL, which means an ample invertible sheaf. Furthermore, we al-
ways assumeX to be reduced, equidimensional, and Gorenstein in codimension 1 for
simplicity. We also assume thatX satisfies Serre’s conditionS2.

For a divisor e over a normal varietyX (cf. [13]), a(eI X) denotes the discrep-
ancy of e under the assumption ofQ-Gorensteiness ofX and a(eI (X, D)) denotes the
discrepancy ofe on a log pair (X, D) (i.e. a pair of a normal varietyX and its Weil
divisor D with Q-Cartier KX C D). As for the notation about discrepancy we follow
[13, Section 2.3], which we refer to for the details.

2. The stability notions

In this section, we will review the basic of the stability notions for polarized vari-
eties. There are a few of well known versions: K-stability, asymptotic Chow stability,
asymptotic Hilbert stability and their semistable versions. Originally, Gieseker [8], [9]
introduced the asymptotic Hilbert stability which was confirmed for canonically polar-



174 Y. ODAKA

ized curves and surfaces with only mild singularities. Asymptotic Chow stability was
introduced in [21] and K-stability was introduced firstly byTian in [30], and extended and
reformulated by Donaldson [4]. The motivation for introducing the K-(semi, poly)stability
is to seek the GIT-counterpart of the existence of special Kähler metric, as an analogy of
the Kobayashi–Hitchin correspondence for vector bundles.Let us recall that “�-unstable”
means that “not�-semistable”.

At first, we review the definition of asymptotic stabilities.

DEFINITION 2.1. A polarized scheme (X, L) is said to beasymptotically Chow
stable (resp.asymptotically Hilbert stable, asymptotically Chow semistable, asymptoti-
cally Hilbert semistable), if for an arbitrarym� 0, �m(X) � P (H0(X, L
m)) is Chow
stable (resp. Hilbert stable, Chow semistable, Hilbert semistable), where�m is the closed
immersion defined by the complete linear systemjL
m

j.

To define the K-stability, we review the concept of test configuration following
Donaldson [4]. Our notation (and even expression) almost follows [28], so we refer
to it for details.

DEFINITION 2.2. A test configuration(resp.semi test configuration) for a polar-
ized scheme (X, L) is a polarized scheme (X , M) with:
(i) a Gm action on (X , M),
(ii) a proper flat morphism� W X ! A

1

such that� is Gm-equivariant for the usual action onA1:

Gm � A
1
! A

1

(t, x) 7! t x,

M is relatively ample (resp. relatively semi ample), and (X , M)j
�

�1(A1
n{0}) is Gm-

equivariantly isomorphic to (X, L
r )� (A1
n{0}) for some positive integerr , calledex-

ponent, with the natural action ofGm on the latter and the trivial action on the former.

Proposition 2.3 ([28, Proposition 3.7]). In the above situation, a one-parameter
subgroup of GL(H0(X, L
r )) is equivalent to the data of a test configuration(X , M)
whose polarizationM is very ample(over A1) with exponent r of(X, L) for r � 0.

We will call the test confinguration which corresponds to a one parameter subgroup,
called theDeConcini–Procesi family. (Its curve case appears in [20, Chapter 4 §6].)
Therefore, the test configuration can be regarded asgeometrizationof one-parameter
subgroup. This is a quite essential point for our study, as inRoss and Thomas’ slope
theory [27], [28].

The total weightof an action ofGm on some finite-dimensional vector space is de-
fined as the sum of all weights. Here theweightsmean the exponents of eigenvalues
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which should be powers oft . We denote the total weight of the induced action on
(�
�

M
K )j0 as w(Kr ) and dimX as n. It is a polynomial of K of degreen C 1.
We write P(k) WD dim H0(X, L
k). Let us focus on the action ofGm on (�

�

M)j0
and “normalize” it as follows. Let us take itsr P(r )-th power (i.e., the new action
obtained by composing the morphism ofr P(r )-th powerGm ! Gm) and after that
take a product with the suitable power oft so that the determinant of the action on
(�
�

M)j0 will be 1. Then the corresponding normalized weight of theGm-action on
(�
�

M
K )j0 is Qwr,Kr WD w(k)r P(r ) � w(r )k P(k), where k WD Kr . It is a polynomial

of the form
PnC1

iD0 ei (r )ki of degreen C 1 in k for k � 0, whose coefficientsei (r )

are also polynomial ofr of degreen C 1 for r � 0. Write ei (r ) D
PnC1

jD0 ei , j r j for
r � 0. Since the action is normalized,enC1,nC1 D 0. The next coefficientenC1,n is
the so-calledDonaldson–Futaki invariantof the test configuration (X , M), which we
will denote as DF(X , M). Let us recall that (nC 1)! enC1(r )r nC1 is the Chow weight
of X � P (H0(X, L
r )) ([21, Lemma 2.11]). For an arbitrarysemi test configuration
(X , M) of exponentr (cf. [28]), we can also define the (normalized) Chow weight
or the Donaldson–Futaki invariant as well by settingw(Kr ) as the total weight of the
induced action onH0(X , M
K )=t H0(X , M
K ).

Roughly speaking, the K-stability is positivity of the Donaldson–Futaki invariants
above but recentely it is pointed out by [15] that some pathological test configurations
of the following type should be “taken away” from our concern.

DEFINITION 2.4 ([15], [25]). A test configuration (X , L) is said to bealmost
trivial if X is Gm-equivariantly isomorphic to the product test configuration, away from
a closed subscheme of codimension at least 2.

Now we can define K-stability of Donaldson’s version as follows.

DEFINITION 2.5. A polarized scheme (X, L) is said to beK-stable (resp. K-
semistable, K-polystable) if for all r � 0, for any non-almost-trivial test configuration
for (X, L) with exponentr the leading coefficientenC1,n of enC1(r ) (the Donaldson–
Futaki invariant) is positive (resp. non-negative, positive if X 6� X � A

1 and non-
negative otherwise).

We should note that the original K-stability of [4] is what iscalled K-polystability
in [28]. We follow the convention of [28]. These are related as follows.

Asymptotically Chow stable) asymptotically Hilbert stable) asymptotically
Hilbert semistable) asymptotically Chow semistable) K-semistable.

The implications above are easy to prove, so we omit the proofs (see [21], [28]).
We finish this section by proving the equivalence of two asymptotic stability notions,
following the paper [16] but in much simplified form, for readers’ convenience. We
should note that its semistability version is not proved anywhere in literatures, as far
as the author knows.
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Theorem 2.6 ([16, Main Theorem (b)]). For a polarized scheme over an arbi-
trary algebraically closed field, asymptotic Hilbert stability and asymptotic Chow sta-
bility are equivalent.

Proof. We prove this along the idea of [16]. The formulationsare different, but
the essential ideas are the same. We make full use of the framework of test con-
figurations. This proof is valid over an arbitrary algebraically closed field with any
characteristic.

Let us recall the basic criteria of asymptotic stabilities ([28, Theorem 3.9]). (X, L)
is asymptotically Chow stable (resp. asymptotically Hilbert stable) if and only if for
all r � 0, any nontrivial test configuration for (X, L) with exponentr hasenC1(r ) > 0
(resp. Qwr,k > 0 for all k � 0). Therefore, asymptotic Chow stability implies asymptotic
Hilbert stability. (Actually, Chow stability implies Hilbert stability as well). To prove
the converse, we assume thatQwr,k > 0 for all k � r � 0.

Since
�

Qwr,kk0

kk0P(kk0)

�

�

�

Qwr,k

k P(k)

�

D

�

r P(r )

k2k0P(kk0)P(k)

�

� Qwk,kk0

and Qwk,kk0 is positive by our assumption, the inequalityQwr,kk0=(kk0P(kk0))> Qwr,k=(k P(k))
holds for allk0� k� r � 0. Therefore, we can take a monotonely-increasing sequence
ki (i D 0,1,:::) divisible by r , andk0 D r with Qwr,ki =(ki P(ki )) increasing. Qwr,ki =(ki P(ki ))
converges since the denominator is a polynomial ofki of degreenC 1 and the numer-
ator is a polynomial ofki of degree at mostn C 1. In our case, the initial term is
Qwr,k0=(k0P(k0))D 0, so the sequence converges to a positive number, which should have
the same sign asenC1(r ). This completes the proof.

3. A formula for Donaldson–Futaki invariants

In this section, we prove the main formula for the Donaldson–Futaki invariants of
certain type of semi test configurations, and establish someresults on the structures
of semi test configurations which assure the usefulness of the formula. As we noted in
the introduction, a same type formula of Donaldson–Futaki invariants had already been
proved independently for a test configuration (with a relatively ample polarization) by
Professor X. Wang [31], earlier than us. The differences areessentially twofolds, as
we explained in the introduction. Firstly, we define a class of ideals, which we use for
our study on stability.

DEFINITION 3.1. Let (X, L) be ann-dimensional polarized variety. A coherent
idealJ of X�A1 is called aflag ideal if J D I0C I1tC� � �C IN�1t N�1

C (t N), where
I0 � I1 � � � � � IN�1 � OX is the sequence of coherent ideals. (It is equivalent to that
the ideal isGm-invariant under the natural action ofGm on X � A1.)
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Let us introduce some notation. We setL WD p�1 L on X � P

1 or X � A

1, and
denote thei -th projection morphism fromX � A

1 or X � P

1 by pi . Let us write the
blowing up morphism as5W NB (WD BlJ (X�P1)) ! X�P1 and the natural exceptional
Cartier divisor asE, i.e., O(�E) D 5

�1J . Let us assumeL
r (�E) is (relatively)
semi-ample (overA1) and consider the Donaldson–Futaki invariant of the blowing up
(semi) test configuration (B, L
r (�E)), whereB WD BlJ (X � A

1). Now, we can state
our main formula.

Theorem 3.2. Let (X, L) and B, J be as above. And we assume that exponent
r D 1. (It is just to make the formula easier. For general r, put L
r and L
r to the
place of L andL.) Furthermore, we assume thatB is Gorenstein in codimension1.
Then the corresponding Donaldson–Futaki invariantDF((BlJ (X � A1), L(�E))) is

1

2(n!)((nC 1)!)

{

�n(Ln�1 . KX)(L(�E))nC1
C (nC 1)(Ln)((L(�E))n .5�(p�1 KX))

C (nC 1)(Ln)
�

(L(�E))n . K
NB=X�A1

�}

.

In the above, all the intersection numbers are taken on X orNB, which are complete
schemes.

We call the sum of first two terms thecanonical divisor partsince they involve
intersection numbers with the canonical divisorKX or its pullback, and the last term
the discrepancy termsince it reflects discrepancies overX. This division into two parts
plays an important role in our applications (cf. Section 4, [23], [24]).

Proof of Theorem 3.2. By definition, the Donaldson–Futaki invariant is the co-
efficient of knC1r n in w(k)r P(r )�w(r )k P(k) under the same notation as in the previ-
ous section. Therefore, it is enough to calculatew(k) modulo O(kn�1).

Firstly, we interpret the weightw(k) as a dimension of a certain vector space,
through the following lemma [21, Lemma (2.14)] which was called “droll lemma”
by Mumford.

Lemma 3.3 ([21, Lemma (2.14)]). Let V be a vector space over k and assume
that Gm acts on V
k k[t ], where V is a vector space over k, by acting V trivially
and t by weight(�1). For a sequence of subspaces of V, V0 � V1 � � � � � VN�1 �

VN D � � � D V , let us setV WD
P

Vi t i which is a sub k[t ] module of V
k k[t ]. Then,
the total weight onV=tV is equal to�dim(V 
k k[t ]=V).

From this lemma, it follows that

w(k) D �dim(H0(X � A1, L
k)=H0(X � A1, J kL
k)).

Lemma 3.4. hi (X � A1, J kL
k) D O(kn�1) for i > 0.
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Proof. By our assumption,L(�E) is (relatively) semiample (overA1). Therefore,
its global section (the direct image sheaf of the projectiononto A1) and L
k0(�k0E)
for large enoughk0 induces a morphismf W B! C, which is isomorphic overA n {0}.
Let N be the canonical ample invertible sheaf withf �N D Lk0(�k0E). Since H i (X �
A

1, J kk0L
kk0) D H i (B, L
kk0(�kk0E)) D H0(C, (Ri f
�

OB) 
 N
k) and we have the
support of Ri f

�

OB only on the image off -exceptional set (i.e., the locus inC where
f is not finite) whose dimension is less than or equal to (n�1), the lemma holds.

Using Lemma 3.4, we can see that fork � 0;

�dim(H0(X � A1, L
k)=H0(X � A1, J kL
k))

D �h0(L
k
=J kL
k)C O(kn�1)

D �(X � P1, J kL
k) � �(X � P1, L
k)C O(kn�1).

Finally, using the weak Riemann–Roch formula of the following type, we obtain
the formula by simple calculation, which we omit here.

Lemma 3.5 (Weak Riemann–Roch formula).For an n-dimensional polarized va-
riety (X, L) which is Gorenstein in codimension1,

�(X, L
k) D
(Ln)

n!
kn
�

(Ln�1.KX)

2((n� 1)!)
kn�1

C O(kn�2),

where (Ln�1 . KX) is well-defined since X is Gorenstein in codimension1.

Proof. We can prove it by induction on dim(X). If dim(X)D 0, then the assertion
is obvious, and for the induction, we cutX by a general memberH 2 jL
m

j for m�

0. We note thatH is reduced and Gorenstein in codimension 1. By fixingH and
seeing the long exact sequence of coherent cohomologies, associated to

0! L
k(�H ) ! L
k
! L
k

jH ! 0,

we have

�(X, L
k) � �(X, L
(k�m)) D �(H, L
k
jH ).

Then the assertion onX follows from that of H .

REMARK 3.6. The formula 3.2 can also be deduced from the formula of Chow
weight by Mumford [21, Theorem (2.9)], as we did (implicitly)in [22]. As Mumford
obtained it by using thedroll lemma(Lemma 3.3), these proofs are essentially the same.

From now on, we will argue to ensure the usefulness of our formula 3.2 (cf. Corol-
lary 3.11). Let us continue fixing a polarized variety (X, L) and think of its semi test
configurations. We prepare the following notion.
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DEFINITION 3.7. A semi test configuration (X , M) is partially normal if any
prime divisor supported on the singular locus ofX projects surjectively ontoA1.

For example, a normal semi test configuration is partially normal of course. This notion
is defined to extend the notion of the normality of semi test configurations to that of
not necessarily normalX.

Proposition 3.8. For an arbitrary test configuration(X , M), there exists a finite
surjective birational morphism fW Y ! X , where (Y, f �M) is a partially normal test
configuration, with DF(Y, f �M) � DF(X , M).

Proof. If X is normal, we can simply take the normalization of the test config-
uration. Even ifX is not normal, andX is not partially-normal, we can still “partially
normalize”X as follows.

Let us take the normalization�W X �

! X and takep�: (Y WD) SpecOX
(i
�

OX�(An{0})\

OX � ) ! X , wherei W X � (A1
n {0}) ! X �A1 is the open immersion. Obviously,p� is

finite as a morphism. We call thisY as thepartial normalizationof the semi test configur-
ationX . SinceX � is equidimensional and it dominatesY by a birational finite morphism,
it is obvious thatY is equidimensional as well. Furthermore, sinceX is reduced,Y is re-
duced as well. Therefore,Y is flat overA1 (cf. [10, Chapter III, Proposition 9.7]) and it
forms a test configuration with the naturalGm-equivariant polarization (p�)�M.

This partial normalization is partially-normal as a test configuration (Definition 3.7)
due to the following lemma.

Lemma 3.9. The morphismX �

! Y is an isomorphism over an open neighbor-
hood of the generic points of the central fiber.

Proof. Let us take an open affine subschemeU (� SpecR) � X which includes
all the generic points of the central fiber inX . Then the preimage ofU in Y is
Spec(R[t�1] \ R�). If we take small enoughU , R[t�1] is normal so thatR� � R[t�1].
This completes the proof.

The normalization or the partial normalizationY of semi test configuration has the ca-
nonicalGm-linearized polazation, the pullback of the linearized polarization of the orig-
inal test configuration.

Then, DF(Y, f �M) � DF(X ,M) by [28, Proposition 5.1], whose claim holds and
the proof essentially works without the normality condition of X.

Proposition 3.10. For an arbitrary partially normal test configuration(X , M),
there is a flag idealJ and r,s2 Z

>0 such that its blow up(B WD BlJ (X�A1),L
r (�E))
is a semi test configuration, which is Gorenstein in codimension1, dominating(X ,M
s)
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by a morphism fW B ! X such thatL
r (�E) D f �M and DF(B, L
r (�E)) D
DF(X , M
s).

Proof. Firstly, we take aGm-equivariant resolution of the indeterminancy of a
natural birational maph W X �A1

Ü X as follows. Since the indeterminancy locusZ
of h has codimension at least 2 inX�A1, if we write j W ((X�A1)n Z) ,! X�A1 the
natural open immersion, thenj

�

h�M
s for s 2 Z
>0 is canonically isomorphic toL
r

for somer 2 Z
>0, by the Serre’sS2 property of X�A1 which follows from theS2 con-

dition of X, which is assumed in Convention. If we take sufficiently large s, thenM
s

is (relatively) very ample overA1 and soh is defined by the relative linear system over
A

1. Take a basis ofH0(X ,M
s) as a freek[t ]-module, which consists of eigenvectors
of the naturally associatedGm-action. They induces sections ofhj�((X�A1)nZ)M


s and

so, they also define global sections ofL
r becauseZ has codimension at least 2, as
we noted. Therefore, there is a flag idealJ 0 where those global sections ofL
r gen-
erate the subsheafJ 0L
r

� L
r . We note thatO=J 0 is not necessarily supported in
Z. If we blow up the flag idealJ 0, we obtain a resolution of indeterminancy ofh. Let
us write it asB0 WD BlJ 0(X � A

1) ! X and let E0 be the exceptional Cartier divisor
with OB0 (�E0) D J 0OB0 .

Furthermore, we can take the partial normalizationB of B0 as before. We note that
B is Gorenstein in codimension 1. To prove it, it is sufficient to prove that for an arbi-
trary prime divisore, a general point ofe has an open neighborhood which is Goren-
stein. If e is supported on the central fiber, it follows from Lemma 3.9 which implies
that the generic points ofe is regular. If it is not the case, the Gorenstein property of
the generic point ofe follows from the assumption thatX is Gorenstein in codimension
1. Let us write the projectionB! X�A1 as5. Let us putJ WD5

�

(p�)�OB0(�mE0)
for sufficiently largem 2 Z

>0. Then, it is a flag (coherent) ideal sinceX �A1 satisfies
Serre’sS2 condition. And its blow up isB itself since p��OB0(�E0) over A1 is rela-
tively ample. The relative ampleness follows from e.g., therelative Nakai–Moishezon
criterion (cf. [13, Theorem 1.42]). Furthermore, if we write f the morphism fromB

to X , f �M
s
D L
r (�E) where E D (p�)�E0.

We want to prove DF(B, L
r (�E)) D DF(X , M
s). For that, we note that there
exists a closed subsetZ0 of the central fiber ofX with codimX (Z0) � 2 such that
f is isomorphism outsideZ0, sinceX is assumed to be partially normal. Therefore
the equality DF(B, L
r (�E)) D DF(X , M
s) follows from the proof of [28, Propos-
ition 5.1], in particular the equation on each weightsw(�) written at the 3 line above
from the end of the proof. We note again that the proof of [28, Proposition 5.1] works
essentially without the assumption of normality ofX.

A remark is that if (X , L) is almost trivial test configuration, the flag idealJ is of
the form (t M ) with some M 2 Z

>0. ([25, Proposition 3.5]). Hence, Propositions 3.8
and 3.10 imply the following corollary. The “only if ” part simply follows the fact that
for an arbitrary semi test configuration (Y,N ), by taking (Proj

L

a�0 H0(Y,N
a),O(r ))
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with sufficiently divisible positive integerr , we can associate a test configuration with
the same Donaldson–Futaki invariant as (Y, N
r ).

Corollary 3.11. (i) A polarized variety(X, L) is K-semistable if and only if for
all semi test configurations of the type inTheorem 3.2 (i.e., (B D BlJ (X�A1),L
r (�E))
with B Gorenstein in codimension1), the Donaldson–Futaki invariant is non-negative.
(ii) A polarized variety(X, L) is K-stable if and only if for all semi test configurations
of the type inTheorem 3.2 (i.e., (B D BlJ (X � A

1), L
r (�E)) with B Gorenstein in
codimension1 and J is not of the form(t M ) with some M2 Z

�0), the Donaldson–
Futaki invariant is positive.

Corollary 3.11 (i) provides further corollary as follows, since the Donaldson–Futaki in-
variants of the type in Theorem 3.2 is continuous with respect to a variation ofGm-
linearized polarizations, if we extend the framework toQ-line bundles.

We can extend the definition of the Donaldson–Futaki invariants naturally to those
of the case whereM is semiampleQ-line bundle. It is because the Donaldson–Futaki
invariant behaves in homogeneous way, if we take the powers of the (Gm-linearized)
line bundle. From its natural extension, it is obvious that our formula 3.2 works even
under thisQ-polarized setting.

Let us fix a flag idealJ and consider the Donaldson–Futaki invariant DF(B,L(�cE))
with c 2 Q

>0 andL(�cE) semiample. We introduce the following Seshadri constants.
• Sesh(J I (X � A1, L � A1)) WD sup{c 2 Q

>0 j L(�cE) is ample},
• Sesh(I i I(X,L)) WDsup{c2Q

>0 j (�i )�L(�cei ) is ample}, where�i W Bi WDBl I i (X)!X
is the blow up ofX along the coherent idealI i andOBi (�ei )D (�i )�1I i .
Recall that Sesh(J I (X � A

1, L � A1)) D mini {Sesh(I i I (X, L))} ([28, Corollary 5.8]).
Therefore, Sesh(J I(X�A1,L�A1)) depends only on the numerical class ofL (andJ ).

The parameterc runs over all rational numbers in the interval (0, Sesh(J I (X �

A

1,L�A1)) or possiblycD Sesh(J I(X�A1,L�A1)). We point out that the Donaldson–
Futaki invariant DF(B, L(�cE)) depend only on the numerical class ofL, J and the
parameterc. Moreover, the invariant is continuous with respect toc. Therefore, we have

Corollary 3.12. K-semistability of(X, L) only depends on X and the numerical
equivalent class of L.

4. Some K-(semi)stabilities

In this section, we give the first direct applications of the formula 3.2. That is a
concise and algebro-geometric proof of some K-(semi)stabilities.

Theorem 4.1. (i) A semi-log-canonical polarized curve(X, L), where LD !X

(i.e., canonically polarized curve) is K-stable.
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(ii) A semi-log-canonical polarized variety(X, L) with numerically trivial canonical
divisor KX is K-semistable.

REMARK 4.2. Let us recall that a polarized manifold which admits a constant
scalar curvature Kähler metric is K-polystable, due to the works of [5], [2], [29], [17]
and [18].

Therefore, the classical result of the existence of constant curvature metric on an
arbitrary compact Riemann surface gives another way of proof of (i) for smooth X, as
well as the famous result by Yau on the existence of Ricci-flatKähler metric on an
arbitrary polarized Calabi–Yau manifold gives another proof of (ii) for smooth X.

Proof of Theorem 4.1. Due to Corollary 3.11, it is sufficient to prove the positiv-
ity or non-negativity of the test configurations of the form (B D BlJ (X�A1),L
r (�E))
with B Gorenstein in codimension 1, for which we have a formula of Donaldson–
Futaki invariants in Theorem 3.2.

Let us assume thatX is semi-log-canonical, and denotes its normalization as
� W X�

! X with its conductor cond(�). Then (X�

� A

1, cond(�) � A1
C X�

� {0}) is
log-canonical, which can be shown by seeing the discrepancyof the exceptional div-
isors of the log resolution ofX�

�A

1 of the form QX�A1
! X�

�A

1, where QX ! X�

is a log resolution of (X� , cond(�)), which exists by [11] and [12]. This upshot is
an easy case of the inversion of adjunction of log-canonicity. Now, we want to prove
that for an arbitrary (not necessarily closed) point� 2 X�

� {0} with dim{N�} � n� 1,
mindiscrep(�I (X�

� A

1, cond(�) � A1) � 0, where “mindiscrep” means the associated
minimal discrepancy. We take an exceptional prime divisorE above X�

� A

1 with
centerX�

�A

1(E) D {N�}. Then;

a(EI (X�

� A

1, cond(�) � A1))

D a(EI (X�

� A

1, cond(�) � A1
C X�

� {0}))C vE(t)

� mindiscrep(�I (X�

� A

1, cond(�) � A1
C X�

� {0}))C 1,

where,vE(�) denotes the corresponding discrete valuation for prime divisor E. Here,
a(�) denotes the corresponding discrepancy (cf. [13, Section 2.3] or Convention of this
paper). Since (X�

� A

1, cond(�) � A1
C X�

� {0}) is log-canonical as we proved, the
last line is nonnegative.

Therefore, we proved that the relative canonical divisorKB=X�A1 is effective so
that the discrepancy term is nonnegative, ifX is semi-log-canonical.

The canonical divisor part vanishes in this case, since the canonical divisor is as-
sumed to be numerically trivial and the canonical divisor parts consist of the inter-
section numbers with the canonical divisorKX or its pullback. This completes the
proof of (ii).

For the case (i), the signature of the canonical divisor partis that of ((L
r
�

E) . (L
r
C E)) D �(E2). We note that dividing the flag idealJ by power of t does
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not change the associated Donaldson–Futaki invariants. Therefore, we can assume that
O=J is supported in aproper closed subset ofX � {0}, not whole of X � {0}, with-
out loss of generality, by dividing by suitable power oft . Consider the normalization
�W B�! B. We note that there is some connected componentS of B�, which is a blow
up of 0-dimensional closed subscheme in some connected component of X�

� A

1, by
the assumption above. Then, we have (��

�Ej2S) > 0 and (���Ej2B�

nS) � 0. Therefore,

we complete the proof of (i) as well.

We end with reviewing that forasymptotic stabilityof these polarized varieties,
following is obtained so far by [21], [9] and [3], in comparison with Theorem 4.1.

Theorem 4.3. (i) ([21], [9]) A semi-log-canonical polarized curve(X,L), where
L D !X (i.e., canonically polarized curve) is asymptotically stable.
(ii) ( the combination of[32] and [3]) A smooth polarized manifold(X, L) with nu-
merically trivial canonical divisor KX is asymptotically stable.

The proof of (i) is purely algebro-geometric and done by calculation of weights, al-
though the proof of (ii) is only done by differential geometric methods, which depends
on the existence of Ricci-flat Kähler metrics.

We also note that we cannot admit semi-log-canonical singularities for The-
orem 4.3 (ii), and the naturally conceivable extension of (i) to higher dimensional
semi-log-canonical canonically polarized varieties doesnot hold, as we will show ex-
plicit counterexamples in [23].
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