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Abstract 

Rare earth and uranium compounds exhibit various kinds of electronic states such 
as magnetic and charge orderings, heavy fermions, and unconventional superconductiv­
ity, which are the result of the competitive phenomena between the RKKY interaction 
and the Kondo effect. In the present study, we succeeded in growing high-quality La, 
Ce, Yb, and U compounds, and clarified the novel electronic states in the quantum 
critical region where the Neel temperature becomes zero. Antiferromagnets of CePtSi2, 
CeRhGe2, and CeIrGe3 are found to be changed into heavy fermion superconductors by 
applying pressure. The upper critical field Hc2 of CeIrGe3 for the magnetic field along 
the [001] direction is extremely large, reflecting the antisymmetric spin-orbit interaction 
based on the non-centrosymmetric tetragonal crystal structure along the [001] direction. 
In LaNiC2 with the similar non-centrosymmetric orthorhombic crystal structure, we suc­
ceeded in growing single crystals and clarified that the Fermi surface is split into two 
kinds of Fermi surfaces, and superconductivity is of the BCS-type, although this com­
pound has been studied experimentally and theoretically from a viewpoint of the triplet 
pairing state based on the non-centrosymmetric structure. We also clarified the electronic 
instability associated with the metamagnetic behavior or an abrupt nonlinear increase of 
magnetization in heavy fermi on compounds such as CeCu6, YbT2Zn2o(T : Co, Rh, Ir), 
and UT2Zn2o(T : Co, Ir). The metamagnetic behavior was observed at the metamagnetic 
field Hm below the characteristic temperature T Xrnax , where the magnetic susceptibility 
becomes maximum: TXrnax = 7.4 K and Hm = 97 kOe in YbIr2Zn2o, TXrnax = 5.3 K 
and Hm = 64 kOe in YbRh2Zn2o, and TXmax = 0.32 K and Hm = 6 kOe in YbCo2Zn2o, 
together with TXrnax = 8.5 K and Hm = 80 kOe in UC02Zn20. From the present data and 
the previous data in several Ce, Yb, and U compounds, a simple relation between Hm and 
TXmax was determined: Hm(kOe) = 15TXrnax (K), namely fJ-BHm = kBTXrnax. This reveals 
an important relation in I-electron systems, where the electronic state of I electrons is 
changed from localized to itinerant below TXrnax ' and from itinerant to localized above Hm. 
Furthermore we synthesized new compounds such as CeRhGe2 and YbPd5Ab, together 
with the first single crystal sample of YbGa4. 
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1 Introduction 

The I electrons of rare earth and uranium compounds exhibit a variety of characteris­
tic phenomena including spin and valence fluctuations, spin and charge orderings, heavy 
fermions and anisotropic superconductivity.1) In these compounds, the Ruderman-Kittel­
Kasuya-Yosida (RKKY) interaction and the Kondo effect compete with each other. The 
RKKY interaction enhances the long-range magnetic ordering, where the I electrons with 
the magnetic moments are treated as localized electrons and the indirect I-I interaction 
is mediated by the spin polarization of the conduction electrons. The intensity of the 
RKKY interaction is proportional to the square of the magnetic exchange interaction be­
tween the localized I electrons and conduction electrons. On the other hand, the Kondo 
effect quenches the magnetic moments of the localized I electrons by the spin polarization 
of the conduction electrons, producing the singlet state with the binding energy kBTK' 
where TK is called the Kondo temperature, which leads to the heavy fermion state with 
an extremely large effective mass at temperatures lower than TK. The TK value depends 
exponentially on the magnetic exchange interaction. 

The competition between the RKKY interaction and the Kondo effect was discussed 
by Doniach.2) Most of the cerium (Ce), ytterbium (Yb), and uranium (U) compounds 
order antiferromagnetically with the Neel temperature TN , because the RKKY interac­
tion overcomes the Kondo effect at low temperatures. Some Ce, Yb, and U compounds 
such as CeCu6, CeRu2Si2, YbCu2Si2, and UPt3, however, exhibit no long-range magnetic 
ordering.1,3) The magnetic susceptibility of these compounds increases with decreasing 
temperature, following the Curie-Weiss law at high temperatures, with a maximum at 
a characteristic temperature TXmax' Below T Xmax ' the magnetic susceptibility becomes 
almost temperature-independent, and the I electron system is changed into a new elec­
tronic state, called the heavy fermion state. Here, TXmax approximately corresponds to the 
Kondo temperature. The I-localized electronic state is thus changed into an I-derived 
band with a flat energy vs momentum dispersion, possessing an extremely large effective 
mass. 

Below TXmax ' the magnetization in the heavy fermion compounds indicates a met am­
agnetic behavior or an abrupt nonlinear increase in magnitude at the magnetic field Hm. 
This is also a crossover behavior from the I-itinerant electronic state to the I-localized 
character. 

The present strongly correlated electrons follow the Fermi liquid nature. The low­
temperature electrical resistivity p varies as p = po + AT2

, where Po is the residual 
resistivity. The coefficient v'A is two to three orders of magnitude larger than that in 
the usual sand p electron systems. v'A correlates with an enhanced Pauli susceptibility 
X(T -t 0) ~ XO and with a large electronic specific heat coefficient G/T(T -t 0) ~ "(. 

Interestingly, some heavy fermion compounds show unconventional (anisotropic) su­
perconductivity. The most important finding in the well-known heavy fermion supercon­
ductors such as CeCu2Si24), UPt35\ and UPd2A136) is that superconductivity is realized 
in the magnetically ordered state or the antiferromagnetic (ferromagnetic) fluctuations. 
It is theoretically difficult for the phonon-mediated attractive interaction to overcome 
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2 CHAPTER 1. INTRODUCTION 

the strong repulsive interaction among the I electrons. To avoid a large overlap of the 
wave functions of the paired particles, the heavy fermi on system preferentially chooses 
an anisotropic channel, such as a d-wave spin singlet state or a p-wave spin triplet state 
to form Cooper pairs. 

Recently, it has been widely recognized that the electronic states in the Ce, Yb, 
and U compounds can be tuned by pressure. When pressure P is applied to a Ce­
based antiferromagnet, the Neel temperature TN reaches zero at the critical pressure Pc, 
following the Doniach phase diagram : TN -+ 0 for P -+ Pc. The electronic state at Pc 
corresponds to the quantum critical point. Heavy fermion superconductivity mentioned 
above and the non-Fermi liquid nature are often observed in this critical pressure region 
or in the vicinity of the quantum critical point. Moreover, superconductivity in the non­
centrosymmetric structure has been reported in CePt3Si7), CeRhSi38,9), and CeIrSi3HH2). 

The existence of inversion symmetry in the crystal structure is believed to be an important 
factor for the formation of Cooper pairs, particular for the spin-triplet configuration. 
Theoretically, the admixture of spin-singlet and spin-triplet Cooper pairs is realized in 
the non-centrosymmetric su percond uctor. 

In the present thesis, we studies the La, Ce, Yb, and U compounds from the following 
three viewpoints : 

1) pressure-induced superconductivity including superconductivity in the non-centrosym­
metric crystal structure 

2) metamagnetic behavior and electronic instability 

3) searching for new Ce and Yb compounds. 

We will explain relevant physics in the I-electron system in Chap.2, motivation of 
the present study in Chap.3, single crystal growth and measuring system including pulse 
magnetic field and high pressure in Chap.4, experimental results and discussion in Chap.5, 
and conclude the present experimental results in Chap.6. 



2 Review of Relevant Physics in f-Electron 
Systems 

2.1 CEF effect and the RKKY interaction 

The 4J electrons in the Ce atom are pushed deeply into the interior of the closed 
5s and 5p shells because of the strong centrifugal potential C(C + 1)/r2, where C = 3 
holds for the J electrons. This is a reason why the 4J electrons possess an atomic-like 
character in the crystal.13) On the other hand, the tail of their wave function spreads 
to the outside of the closed 5s and 5p shells, which is highly influenced by the potential 
energy, the relativistic effect and the distance between the Ce atoms. This results in 
the hybridization of the 4J electrons with the conduction electrons. These cause various 
phenomena such as magnetic ordering, quadrupolar ordering, valence fluctuations, Kondo 
lattice, heavy fermions, Kondo insulators and unconventional superconductivity. 

The Coulomb repulsive force of the 4J electron at the same atomic site, U, is so 
strong, e.g., U ~ 5eV in the Ce compounds (see Fig. 2.1), that occupancy of the same 
site by two 4J electrons is usually prohibited. In the Ce compounds, the tail of the 4J 
partial density of states extends to the Fermi level even at room temperature, and thus 
the 4J level approaches the Fermi level in energy and the 4J electron hybridizes strongly 
with the conduction electrons. This 4J-hybridization coupling constant is denoted by 
Vc,. When U is strong and Vc, is ignored, the freedom of the charge in the 4J electron is 
suppressed, while the freedom of the spin is retained, representing the 4J-Iocalized state. 
Naturally, the degree of localization depends on the level of the 4J electron, E" where 
larger E, helps to increase the localization. 

In the localized 4J-electronic scheme, the 4J ground multiplets, which obey the Hund 
rule in the LS-multiplets, split into the J-multiplets J = 7/2 and J = 5/2 in Ce3+ by 
the spin-orbit interaction. Moreover, the J-multiplets split into the 4J levels based on 

DOS 

Kondopeak 

4fl~ 4f1c 

E 

Fig. 2.1 Density of states (DOS) of the 4J electron in the Ce compound (Ce3+), cited 
from ref. 14. 
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(a) 

8 fold 

Ce3+ 

14 fold 

doublet 

doublet 

spin-orbi t crystalline 
interaction electric field 

yjjl+ 

14 fold 

(b) 

6fold J=2 
2 

13000 K 

spin-orbit crystalline 
interaction electric field 

Fig. 2.2 Level scheme of the 4J electrons for (a) Ce3+ and (b) Yb3+ in the non-cubic 
crystal. 

the crystalline electric field (CEF), as shown in Figs. 2.2 for (a) Ce3+ and (b) Yb3+ in 
the non-cubic crystal. It is noted that the J = 7/2 multiplet becomes the ground state 
in the spin-orbit interaction of Yb3+, and eight fold 4J-Ievels split into four doublets in 
the non-cubic CEF scheme. The CEF effect is as follows. 

The electronic state of the point rare earth electron is influenced from the electric field 
of the surrounding negative ions. It is called the crystalline electric field (CEF) effect. 
The electrostatic potential can be expressed as follows: 

(2.1) 

where r is the position vector of the 4J electron in Ce3+, qi is the charge of the six­
coordinated negative ion and Ri is the position vector of the corresponding ion. 

For example, we consider the next case: the negative ion with the charge q is located 
at (a, 0, 0), (-a, 0, 0), (0, a, 0), (0, -a, 0), (0,0, a) and (0,0, -a), as shown in Fig. 2.3. 
We express eq. (2.1) by the Taylor expansion, and get the following equation: 
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z 

P(x,y, z) 

x y 

Fig. 2.3 Six-coordinated negative ions and the 41 electron at the point P. 

cjJ(x, y, z) 

(2.2) 

where D4 = 35q/4a5 and D6 = -2Iq/2a7
• 

Considering the charge distribution of the 1 electron, p(r), the static potential energy 
is expressed as follows: 

(2.3) 

where cjJ(r) can be expanded by the multiplet term of the coordination x, y, z, and 
eq. (2.3) is expressed by the multiplet term of the coordination which is equivalent to the 
multiplet of the angular momentum operator based on the Wigner-Eckart's theorem in 
quantum mechanics. For example, 

O'.J (r2) {3J; - J (J + I)} 

O'.J (r2) og. (2.4) 

We can represent the following CEF Hamiltonian corresponding to eqs. (2.2) and (2.3) 
by the Wigner-Eckart's theorem as follows: 
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1lCEF = B2 (O~ + 50!) + Bg (og - 210t) . (2.5) 

Here we ignored the first term of eq. (2.2), because it have no coordination. 1lCEF is called 
the crystalline electric field Hamiltonian and the operator o~: 02, O!, o~, O~ and so 
on, called Stevens operators. These operators are expressed by the matrix representation 
by Hutchings.15,16) 

Next, we consider the case, where Ce3+ is influenced by the cubic crystalline electric 
field: L = 3, S = 1/2, J = 5/2 and M = ~, ~, ~, -~, -~, -~. Therefore, the multiplet 
with the J = 5/2 case (six fold degenerate of 2J + 1 = 6) splits by the CEF effect. For 
J = 5/2, O~ = O~ = 0, and 02 and O! can be expressed as follows: 

35J; - 30J(J + 1)J; + 25J; - 6J(J + 1) + 3J2 (J + 1)2 

!(J4 + J4) 2 + -

(2.6) 

(2.7) 

where J± = Jx ± iJy • The operator O~ can be expressed by (6 x 6)-matrix. Therefore, 
the CEF Hamiltonian of the cubic Ce3+ is expressed as follows: 

I~) I~) ID I-D I-~) I-~) 
( ~I 60BO 

4 0 0 0 60V5B2 0 

1!1~, 
0 -180B2 0 0 0 60V5B2 

1lCEF 
0 0 120B2 0 0 0 .(2.8) 
0 0 0 120B2 0 0 

(-~I 60V5B2 0 0 0 -180B2 0 

(-~I 0 60V5B2 0 0 0 60BO 
4 

Next we represent the energy level state li) and its energy scheme Ei as follows: 

1lCEFli) = Eili). (2.9) 

Following wave functions and energies are obtained: 

Ir7) ~ I~) - v11-~) 
} Er, -240B~ (2.10) 

Ir~) ~I-~) - v1ID 
Irs) v11~) + ~ I-~) 
Irs) - v11-~) + ~ I~) Ers 120B~ (2.11) 
Ir~) 11) 
Ir~) =-D 
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x 

r.", rs" ro",r.' 

Fig. 2.4 Space charge distribution of f7 and fs states, cited from ref. 14. 

The energy state -240B2 is named f7 and the energy state 120B2 is f s. We show in 
Fig. 2.4 the space charge distribution of f7 and fs states. The quartet fs wave function 
expands along the x, y, z directions. On the other hand, the doublet f7 expands along 
the (111) direction so as to avoid these axes. If the negative ions approach to the cerium 
ion along the principal axes, the Coulomb energy of the 41 electron is preferable to the f7 
ground state, compared with the fs ground state, indicating that the fs state becomes 
an excited state. 

In general, the CEF Hamiltonian can be expressed as follows: 

(2.12) 
n,m 

If the number of the 1 electron is odd, namely, J has the half-integer for Ce3+, Nd3+, 
Sm3+, Dy3+, Er3+ and Yb3+, the 41 energy level always possesses the doublet. This 
is called Kramers theorem, and this doublet is called the Kramers doublet. Kramers 
degeneration is based on the time reversal symmetry, and the doublet ground state always 
holds even if the crystal structure is changed into the low symmetry. Namely, its magnetic 
properties are different whether the number of the 1 electron is odd or even. When the 
magnetic field is applied to the system, all the degenerated 41 states, including the 
Kramers doublet, split into singlets. In the present thesis, Ce- and Yb- based compounds 
are studied mainly. The corresponding CEF scheme has been already shown in Fig. 
2.2. U-based compounds are also studied. 5j2 or 5j3 configurations are treated in 
the CEF scheme, although it is difficult to determine the CEF scheme in the uranium 
compounds because the effective magnetic moments of 5j2 and 5j3 are 3.58 and 3.62 
!-lB/D, respectively, revealing almost the same value, and 51 electrons become itinerant 
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at low temperatures.17) 

We can obtain the mangetic moment of the / electron by measuring the magnetic 
susceptibility or magnetization under magnetic field H, considering the Zeeman energy 
term, as follows: 

(H//z) . (2.13) 

Here li) is the state of the 4/ energy level i, Ei is the eigenvalue, and J-Li is the magnetic 
moment of the energy level. The energy level is influenced by the other energy levels. We 
represent this energy state as li) and Ei (H). Namely, we calculate the energy state under 
magnetic field, li) and Ei(H), by diagonalizing the matrix of the Hamiltonian eq. (2.8). 
We calculate the magnetization and the magnetic susceptibility by li) and Ei(H). Here, 
the Helmholtz free energy F can be expressed by the partial function Z as follows: 

F - -kBTlnZ, 

Z 

The magnetization M is expressed as the differential of F by magnetic field: 

M 
8F 
8H 

L J-Lz;e-E;(H)/kBT 

i 

where J-Lz; is the magnetic moment of the state li). 

8Ei (H) 
8H 

9JJ-LB(iIJz li). 

(2.14) 

(2.15) 

(2.16) 

(2.17) 

Namely, the magnetization M corresponds to the average (J-LzJ of the magnetic moment 
J-Lz; . 

The magnetic susceptibility X is the differential of magnetization 8M/8H(H --+ 0): 

(2.18) 
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In case of the calculation of the magnetic susceptibility, we can treat the Zeeman energy 
-gJ/-LBH Jz as the perturbation. The energy Ei(H) by the second perturbation can be 
expressed as follows: 

(2.19) 

By using eq. (2.19), eq. (2.18) is obtained as 

(2.20a) 

Eq. (2.20a) is the general expression of the magnetic susceptibility under consideration 
of CEF, but another expression is often used: 

The first term is the Curie term which can be determined from the diagonal terms of the 
matrix Jz , and the second term is related to the non-diagonal terms. Namely, it is the 
Van-Vleck term, which is related to the transition between the states. It is known from 
eqs. (2.20) that the magnetic susceptibility can be determined from the state of the f 
electron without magnetic field. 

Next, we calculate Jz for the cubic Ce3+. The Jz matrix can be expressed as follows: 

Ir7) Ir~) Irs) ifs) Ir~) Ir~) 

(r71 5 0 2v'5 0 0 0 -"6 -3-

(r~1 0 5 0 2v'5 0 0 "6 --3-

Jz = (rsl 2v'5 0 11 0 0 0 (2.21) -3- 6 
(rsl 0 2v'5 0 11 0 0 -3 -6 
(r~1 0 0 0 0 1 0 "2 
(r~1 0 0 0 0 0 1 

-"2 

We obtain the magnetic moment as -5/7 /-LB for Ir7) and +5/7/-LB for Ir~) from gJ = 6/7. 
The summation over the two degenerated states of the r7 state is zero. The magnetic 
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moments for Irs)' Irs), Ir~) and Ir~) are 11/7 J-LB, -11/7 J-LB, 3/7 J-LB and -3/7 J-LB, re­
spectively. Eq. (2.20b) can be expressed as follows (r7 is the ground state, rs is the 
excited state and Er8 - Er7 = .6.): 

(2.22) 

Figures 2.5(a) and (b) show the temperature dependence of the inverse magnetic sus­
ceptibility and magnetization, respectively, on the basis of eqs. (2.16), (2.20) and (2.21), 
for three cases: no CEF, r 7 ground state and r s ground state with the splitting energy 
.6.=200K between r7 and rs. If there is no CEF, L1 -+ 0 and Xz = 3; (gJJLB)2 /3kBT. 
The case of L1 -+ 0 is equivalent to the expression kBT » L1 and to the Curie law which 
ignores CEF. When r 7 is the ground state, the magnetization approaches the magnetic 
moment of 0.7 - 0.8 J-LB. On the other hand, when rs is the ground state, the magnetiza­
tion becomes 1.7 - 1.8 J-LB. If the Zeeman energy due to the magnetic field is larger than 
the CEF splitting energy, the magnetization becomes the saturated magnetic moment 
gJJ. 

The 4J-Iocalized situation is applied to most of the lanthanide compounds in which 
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction plays a predominant role in magnet­
ism. 1S- 20) The mutual magnetic interaction between the 4J electrons occupying different 
atomic sites cannot be of a direct type such as 3d metal magnetism, but should be indirect 
one, which occurs only through the conduction electrons. 

In the RKKY interaction, a localized spin Si of the 4J electron interacts with a 
conduction electron with spin s, which leads to a spin polarization of the conduction 
electron. This polarization interacts with another neighboring spin Sj and therefore 

400r---r---~--~--~--~--~ 

s 
<> 

<> u 300 
"0 
E 

g 200 

:0 
"fr 
1A 100 
~ 
<> 
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d=200K 
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Fig. 2.5 (a) Inverse magnetic susceptibility and (b) magnetization for L1 
cubic Ce3+, cited from ref. 14. 

200K in 
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creates an indirect interaction between the spins Si and Sj. This indirect interaction 
extends to the far distance and damps with a sinusoidal2kF oscillation (named the Friedel 
oscillation), where kF is half of the caliper dimension of the Fermi surface. When the 
total spin angular momentum of 4f electrons increases in such a way that the lanthanide 
element changes from Ce to Gd or reversely from Yb to Gd in the compound, the magnetic 
moment becomes larger and the RKKY interaction stronger, leading to the magnetic 
ordering. The ordering temperature roughly follows the de Gennes relation, (gJ-1)2 J( J + 
1) if the overall CEF splitting energy is small compared with the strength of the magnetic 
exchange interaction. Here gJ is the Lande g-factor and J is the total angular momentum. 

2.2 Kondo effect and heavy fermions 

Contrary to what happens at a large U, higher Vc, tends to enhance the hybridization 
of the 4f electron with conduction electrons, thus accelerating the delocalization of the 
4f electron. The delocalization of the 4f electron tends to make the 4f band wide. When 
E, > Vc" the 4f electron is still better localized and the Kondo regime is expected in 
the Ce compounds. 

The study of Kondo effect began when a low-temperature resistivity minimum was 
found for non-magnetic metals with ppm-order magnetic impurities. Kondo showed the­
oretically that the electrical resistivity increases logarithmically at low temperatures, 
namely, p(T) rv In T, as a result of the spin-flip scattering of the conduction electrons 
by the localized magnetic moments of impurities.21) In the 3d-based dilute alloys, the 
magnetic impurity Kondo effect can be observed only in the case of very low concentra­
tion 3d magnetic impurities. This is because the degeneracy of the localized spins is very 
important for the Kondo effect. When the concentration of 3d magnetic impurities is 
increased, the 3d elements would come near each other and thus the overlapping or in­
teraction between 3d shells would occur, which would lift the degeneracy of the impurity 
spin and suppress the Kondo spin-flip process. 

Since the observation of the p(T) rv In T dependence in CeAl3 by Buschow et at. 22) , 
many rare earth compounds, in particular, Ce compounds were found to show the anoma­
lous behavior similar to the impurity Kondo effect. In these compounds, the 4f ions have 
very high concentration and can even form the crystalline lattice with the anions and 
thus it cannot be considered as the impurities. From the appearance of a Kondo-like 
behavior, this phenomenon is called the dense Kondo effect. 

The property of the dense Kondo effect at high temperatures is the same as that of 
the dilute Kondo system, but at low temperatures it is quite different in behavior. For 
instance, we show in Fig. 2.6 the temperature dependence of the electrical resistivity in 
CexLal_XCu6.23) This resistivity increases logarithmically with decreasing the tempera­
ture for all range of concentration. The Kondo effect occurs independently at each Ce 
site, because the slope of the logarithmically curve is almost proportional to the concen­
tration of Ce. In CeCu6 (x = 1), the behavior is, however, very different from the dilute 
Kondo impurity system. The resistivity increases with decreasing the temperature, forms 
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Fig. 2.6 Temperature dependence of the electrical resistivity in CexLal-xCu6, cited from 
ref. 23. 

a maximum around 15 K and decreases rapidly at lower temperatures, following the Fermi 
liquid nature of P = Po + AT2. This behavior is in contrast to the dilute system (x = 
0.094) characterized by a resistivity minimum, -lnT dependence, and finally the constant 
residual resistivity called the unitary limit. 

The many-body Kondo bound state is now understood as follows: For the simplest 
case of no orbital degeneracy, the localized spin S(t) is coupled antiferromagnetically with 
the conduction electrons s(-1..). Consequently the singlet state {S(t)·sU)±S(-1..)·s(t)} is 
formed with the binding energy kBTK. Here the Kondo temperature TK is the single 
energy scale. In other words, disappearance of the localized moment is thought to be 
due to the formation of a spin-compensating cloud of the conduction electrons around 
the impurity moment. 

The Kondo temperature in the Ce compounds is large compared with the magnetic 
ordering temperature based on the RKKY interaction. For example, the Ce ion is trivalent 
(J = ~) and the 4f energy level splits into the three doublets by the crystalline electric 
field, namely possessing the splitting energy of ~l and ~2' as shown in Fig. 2.2(a). 

The Kondo temperature is given as follows 24): 

(2.23) 
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and 

when T < ~1' ~2. (2.24) 

Here D, IJe!1 and D(EF) are the band width, exchange energy and the density of states at 
the Fermi energy EF , respectively. If we assume TK :::::= 5 K for D = 104 K, ~1 = 100 K and 
~2 = 200 K, the value of T~ :::::= 50 K is obtained, which is compared with the S = ~-Kondo 
temperature of 10-3 K defined as T~ = Dexp{ -l/IJe!ID(EF)}. These large values of the 
Kondo temperature shown in eqs. (2.23) and (2.24) are due to the orbital degeneracy of 
the 4f levels. Therefore, even at low temperatures the Kondo temperature is not T~ but 
TK shown in eq. (2.24). 

On the other hand, the magnetic ordering temperature is about 5 K in the Ce com­
pounds, which can be simply estimated from the de Gennes relation of (gJ -1)2J(J + 1) 
under the consideration of the Curie temperature of about 300 K in Gd. Therefore, it 
depends on the compound whether magnetic ordering occurs at low temperatures or not. 

The ground state properties of the dense Kondo system are interesting in magnetism, 
which are highly different from the dilute Kondo system. In the cerium intermetallic 
compounds such as CeCu6, cerium ions are periodically aligned whose ground state cannot 
be a scattering state but becomes a coherent Kondo lattice state. 

The effective mass m* of the conduction electron in the Kondo lattice of CeCu6 is 
extremely large, compared with the mass of the free electron. It is reflected in the elec­
tronic specific heat coefficient / and magnetic susceptibility X(O), which can be expressed 
as 

/ = 21f
2
kB

2 
D(EF) 

3 
(2.25a) 

kB
2
kF * (free electron model), (2.25b) =--m 

311,2 

and 

X(O) = 2J1B2 D(EF) (2.26a) 

2 kF * 
= J1B 1f2n2m (free electron model). (2.26b) 

where kF is Fermi wave number. These parameters are proportional to the effective mass. 
The electrical resistivity p decreases steeply with decreasing the temperature, following 

a Fermi liquid behavior as p rv AT2 with a large value of the coefficient A 24). The 
vIA value is proportional to the effective mass of the conduction electrons m* and thus 
inversely proportional to the Kondo temperature. Correspondingly, the electronic specific 
heat coefficient / roughly follows the simple relation / rv 104/TK (mJ/K2·mol) because 
the Kramers doublet of the 4f levels is changed into the / value in the Ce compounds: 
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thus 

rTK C 
Rln2 = 10 T dT, 

C = 1T, 

_ Rln2 _ 5.8 x 10
3 

(J/K2 1) 1 - - m ·mo. 
TK TK 

(2.27) 

(2.28) 

(2.29) 

It reaches 1600 mJ /K2.mol for CeCu6 25) because of a small Kondo temperature of 4 - 5 K. 
The conduction electrons possess the large effective masses and thus move slowly in the 
crystal. Actually in CeRu2Si2, an extremely heavy electron of 120 mo was detected from 
the de Haas-van Alphen (dHvA) effect measurements 26,27). 

Therefore, the Kondo lattice system is called a heavy fermion or heavy electron system. 
It is noticed that the Ce-based Kondo lattice compound with magnetic ordering also 
possesses the large 1 value even if the RKKY interaction overcomes the Kondo effect 
at low temperatures. For example, the 1 value of CeB6 is 260mJ/K2·mo1 28), which is 
roughly one hundred times as large as that of LaB6, 2.6mJ/K2·mo129). This means that 
the Kondo effect at high temperatures influences the electronic state, although the 41 
electron is localized and orders antiferromagnetically. 

A significant correlation factor is thought to be the ratio of the measured magnetic 
susceptibility X(O) to the observed 1 value: 

(2.30) 

This ratio Rw is called Wilson-Sommerfeld ratio. Stewart 30) evaluated Rw for the heavy 
fermi on system, as shown in Fig. 2.7. In the 1 electron system, Rw is not 1 but roughly 
2. Kadowaki and Woods stressed the importance of a universal relationship between 
A and 1, as shown in Fig. 2.8.31) They noted that the ratio A/1 has a common value 
of 1.0 x 10-5 ILO·cm.K2·mo12/mJ2. In Fig. 2.8, another line shown by a broken line is 
presented.32) The Kadowaki-Woods relation is most likely applied to the doublet ground 
state in the CEF scheme, or the S = 1/2 case. In the other words, this relation is applied 
to the case that the 1 -electron with the doublet ground state becomes itinerant. The 
conduction electrons based on eq. (2.24), for example, is applied to the Kadowaki-Woods 
relation. On the other hand, a dotted line is applied to the conduction electrons based 
on eq. (2.23), for example, in the Ce case. 
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2.3 Competition between the RKKY interaction and 
the Kondo effect 

The electronic state in the cerium compound can be qualitatively understood by the 
competition between the Kondo screening and the tendency towards magnetic ordering 
via RKKY-type indirect exchange mechanism. The Kondo temperature TK depends 
exponentially on I Jcf I as follows: 

(2.31) 

The magnitude of an indirect RKKY interaction can be characterized by the ordering 
temperature TRKKy as follows: 

(2.32) 

where 

(2.33) 

Actually the magnitude of this interaction is also dominated by the de Gennes factor, 
and eq. (2.32) is given by the product with (gJ - 1)2J(J + 1). This leads to the phase 
diagram for a Kondo lattice, originally derived by Doniach2). Figure 2.9 is well known 
as the Doniach phase diagram. If IJcfID(EF) is small, the compound becomes an anti­
ferromagnet with a large magnetic moment, while with increasing I JcfID(EF ), both the 
magnetic moment and the ordering temperature tend to zero. The critical point where 
TN becomes zero is called a quantum critical point (QCP). Above the quantum criti­
cal point, Kondo lattice paramagnetism is realized and consequently the f -atom valency 
becomes unstable, leading to the heavy fermion system. Here, the heavy fermion sys­
tem is based on the Landau's Fermi liquid, where the interacting electron system or the 
heavy electron system is related to the non-interacting one by the scaling law without a 
phase transition. The characteristic features are P = Po + AT2

, C /T(T -t 0) = "( and 
X(T -t 0) = X(O) at low temperatures: .;A"'''('''X(O). 

Nearby the quantum critical point, the cerium compounds with an extraordinary 
wide variety of possible ground states are found. These include Kondo lattice compounds 
with magnetic ordering (Ce1n3, CeAh, CeB6), small-moment antiferromagnets (CePd2Si2, 
CeAh), an anisotropic superconductor (CeCu2Sb), no magnetically ordered Kondo lattice 
compounds or the heavy fermion compounds (CeCu6, CeRu2Sb) and valence fluctuation 
compounds (CeNi, CeRh2, CeRu2, CeSn3). Significant differences are small between the 
heavy fermion compounds (CeCu6, CeRu2Si2) and valence fluctuation compounds (CeNi, 
CeRh2, CeRu2, CeSn3), mainly depending on the magnitude of the Kondo temperature. 
It is, however, noted that a heavy fermion compound CeCu6 is changed into the valence 
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1 

Fig. 2.9 Doniach phase diagram cited from ref. 34. 

fluctuation compound by applying pressure. There might occur an electronic instability 
in magnetic fields at a crossover region from the heavy fermi on state to the valence 
fluctuation state. This is studied later in CeCu6 under pressure. 

We note the non-magnetic cerium compounds at low temperatures. In CeCu6 and 
CeRu2Si2 with a small Kondo temperature, there exist no magnetic ordering but exist 
antiferromagnetic correlations between the Ce sites35), showing the metamagnetic behav­
ior in the magnetic field: Hm = 20 kOe in CeCu636) and 80 kOe in CeRu2Si2 as shown 
later.37) The results of dHvA experiments27,38,39) and the band calculations40) in CeRu2Si2 
show that 4f electrons are itinerant. Namely, the 4f electrons in the cerium compounds 
such as CeSn3 with a large Kondo temperature, which belong to the valence-fluctuation 
regime, are also itinerant in the ground state and contribute directly to the formation of 
the Fermi surface.41 ,42) 

Furthermore, we pay attention to the non-magnetic Ce compounds to clarify the mag­
nitude of Kondo temperature reflected in the magnetic susceptibility. Figure 2.10 shows 
the temperature dependence of the magnetic susceptibility in some cerium compounds 
without magnetic ordering: CeCu6 (TK ~5 K), CeRu2Sb (20 K), CeNi (150 K) and CeSn3 
(200 K) .1) The magnetic susceptibility in these compounds follows the Curie-Weiss law at 
higher temperatures, possessing the magnetic moment near Ce3+ of 2.54/-lB , while it be­
comes approximately temperature-independent with decreasing the temperature, namely 
showing a broad maximum and then forming enhanced Pauli paramagnetism. The tem­
perature Txmax indicating the broad peak of the susceptibility almost corresponds to the 
characteristic temperature TK . 

Experimentally, pressure corresponds to PcfID(Ep)). For example, the Neel temper­
ature TN in an antiferromagnet decreases with increasing pressure, and becomes zero: 



2.3. COMPETITION BETWEEN THE RKKY INTERACTION AND THE KONDO EFFECTI9 

..---
"0 UPd2A13 E --;::l 10 E 
Il) 

UPt3 M 

'0 -'-' 
?-<! URu2 Si2 

CeRu2 D--<J--.o...o.c !I Ill" !ill 11" III """ 11 

10 100 1000 

Temperature (K) 

Fig. 2.10 Temperature dependence of the magnetic susceptibility for typical Ce and U 
compounds, cited from ref. 1. 

TN -t 0 for P -+ Pc. The electronic state thus can be tuned by pressure. Namely, 
the antiferromagnet is changed into the non-magnetic compound. Around the quantum 
critical point, the heavy fermi on state is realized as mentioned above, together with the 
non-Fermi liquid nature and appearance of superconductivity. 

The non-Fermi liquid behavior around the quantum critical point is one of the recent 
topics in the f electron system. In the non-Fermi liquid system the following relations 
are characterized: 

p 

efT 
T n with n < 2, 

rv -logT. 

(2.34) 

(2.35) 

The typical non-Fermi liquid nature and appearance of superconductivity were observed 
in CeCu2Ge2 under pressure.43

) CeCu2Ge2 is an antiferromagnet with TN = 4 K, but su­
perconductivity is realized under pressure as in a heavy fermi on superconductor CeCu2Sb. 
Figure 2.11 shows the low-temperature resistivity of CeCu2Ge2 for 9.7 < P < 18.6GPa. 
At 15.6 GPa, the electrical resistivity decreases linearly with decreasing temperature: p 
rv Tn (n = 1), and becomes zero below the superconducting transition temperature Tsc 
= 1.8K. 

Finally we note how the electronic state changes as a function of the distance be­
tween neighboring two f electrons. This is based on a so-called Hill plot44) and the 
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Doniach phase diagram. Figure 2.12 shows the relation of the electronic specific heat co­
efficient 'Y vs the lattice constant in UX3.1) The uranium compounds UX3 with the cubic 
AUCu3-type crystal structure, where X is a group IVb (X: Si, Ge, Sn and Pb) element 
of the periodic table, show various magnetic properties: Pauli paramagnetism in USi3 
and UGe3, spin fluctuation in USn3, and antiferromagnetism in UPb3. The variety in 
the magnetic properties is closely related to the lattice constant or the distance between 
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the U atoms, du- u . This is reflected in the electronic specific heat coefficient " which 
varies from 14mJ/K2.mol in USi3 to 170mJ/K2.mol in USn3, as shown in Fig. 2.12. 
When the antiferromagnetic order occurs at TN = 30 K in UPb3, the, value is reduced 
to 1l0mJ/K2·mol. The, value in the UX3 (IVb) series thus depends on the lattice con­
stant, du- u . We can be deduced from Fig. 2.12 that as du- u becomes shorter, the wave 
function of 5J electrons is overlapped, enhancing Pauli itinerancy, while with increasing 
du-v, forming a heavy fermi on state, as shown in USn3, and finally the 5J-electronic 
state exhibits magnetic ordering. The typical heavy fermion state most likely exists in 
an electronic state between USn3 and UPb3. 

Another example is the CeTX3 (T : Co, Rh, Ir, X: Si, Ge) case. The Neel temperature 
TN and the, value for CeTSh and CeTGe3 with the non-centrosymmetric tetragonal 
crystal structure shown in Figs. 2.13 as a function of the average lattice constant 3Va2c. 
Note that the lattice constant decreases from left to right. The observed relation of 
TN vs 3Va2C in Fig. 2.13(a) corresponds to the Doniach phase diagram, including a 
competition between the RKKY interaction and the Kondo screening effect. In fact, an 
antiferromagnetic state is changed into the heavy fermion superconducting state under 
pressures of 25 GPa in CeIrGe3, 6.5 GPa in CeCoGe3, and 2.5 GPa in CeRhSi3 and 
CeIrSi3. Superconductivity in CeIrSi3 will be shown later. 

One of the characteristic properties of heavy fermion compounds is a metamagnetic 
behavior or an abrupt nonlinear increase in magnetization at a magnetic field Hm at 
temperatures below TXmax. Figure 2.14 shows typical magnetization curves for CeRu2Si237) 
and UPt348). Metamagnetic behavior appears at Hm = 77 kOe in CeRu2Sb and at Hm = 
200 kOe in UPt3. Note that the metamagnetic behavior is of the Ising type in CeRu2Si2, 
which occurs for the magnetic field along the tetragonal [001] direction (c-axis). On the 
other hand, it is of the xy-type in UPt3, which occurs for the magnetic field in the basal 
plane, namely perpendicular to the hexagonal [0001] direction (c-axis). The magnetic field 
dependence of specific heat in these compounds has a maximum at Hm. For H > Hm, the 
cyclotron effective mass m~, which is determined from the temperature dependence of de 
Haas- van Alphen (dHvA) oscillation, decreases with an increase in magnetic field. The 
mass reduction at magnetic fields above Hm is a characteristic feature of heavy fermion 
compounds. 

There exist, however, controversial proposals on the basis of the experimental results 
for these metamagnetic behaviors, for example in CeRu2Sb.27,37,39,49-54) From the mag­
netization measurement in CeRu2Si2, the metamagnetism is not of the first-order phase 
transition, suggesting that the itinerant nature of J electrons is preserved in the mag­
netized state at H » Hm.53

) On the other hand, Fermi surfaces of CeRu2Si2 at H > 
Hm can be explained very well by the 4J-localized band model, whereas Fermi surfaces 
below Hm are well explained by the 4J-itinerant band model, as mentioned above.27) 
The itinerant electron metamagnetism in heavy fermion systems has not yet been settled 
experimentally, but plausible explanations have been given theoretically.55-60) 

The metamagnetic transition is one of the important characteristics in the heavy 
fermion compounds. It is also due to the hybridization effect between the conduction 
electrons and almost localized J-electrons, as mentioned above. As a consequence, the 
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almost localized f -electrons become itinerant with decreasing temperature through the 
many-body Kondo effect. The crossover from localized to itinerant occurs at a character­
istic temperature Txmax , where the magnetic susceptibility has a maximum, as mentioned 
above. TXmax corresponds approximately to the Kondo temperature TK , which is about 
20 K in CeRu2Si2, for example. At temperatures lower than T Xmax , the metamagnetic 
transition occurs at a magnetic field Hm such that kBTXmax = geff/-lBHm . Figure 2.15 
shows the relation of Hm vs TXmax in cerium and uranium compounds. 1) 
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2.4 Fermi surface properties 

Fermi surface studies are very important because the ground-state properties of the 
electronic state are clarified. 13) As mentioned in Sec. 2.2, the ground state of the Ce 
compounds is mainly determined by the competition between the RKKY interaction and 
the Kondo effect (see Fig. 2.9). When TRKKy overcomes TK , the ground state is the 
magnetic ordered one, and 4J electron is regarded as localized. On the other hand, when 
the Kondo effect is dominant, the ground state is the non-magnetic one, and the 4J 
electrons become itinerant. 

In the 4J-Iocalized system, the Fermi surface is similar to that of corresponding La 
compound, but the presence of 4J electrons alters the Fermi surface through the 4J­
electron contribution to the crystal potential and through the introduction of new Bril­
louin zone boundaries and magnetic energy gaps which occur when 4J -electron moments 
order. The latter effect may be approximated by a band-folding procedure where the 
paramagnetic Fermi surface is folded into a smaller Brillouin zone based on the mag­
netic unit cell, because the magnetic unit cell is larger than the chemical one. If the 
magnetic energy gaps associated with the magnetic structure are small enough, conduc­
tion electrons undergoing cyclotron motion in the presence of magnetic field can tunnel 
through these gaps and circulate the orbit on the paramagnetic Fermi surface. If this 
magnetic breakthrough (breakdown) effect occurs, the paramagnetic Fermi surface might 
be observed in the de Haas-van Alphen (dHvA) effect even in the presence of magnetic 
ordering. 

For Kondo lattice compounds with magnetic ordering, the Kondo effect is expected 
to have minor influence on the topology of the Fermi surface, representing that the 
Fermi surfaces of the Ce compounds are roughly similar to those of the corresponding 
La compounds, but are altered by the magnetic Brillouin zone boundaries mentioned 
above. Nevertheless, the effective masses of the conduction carriers are extremely large 
compared with those of La compounds, as noted in the case of CeB6. In this system, a 
small amount of 4J electron most likely contributes to make a sharp density of states at 
the Fermi energy. Thus, the energy band becomes flat around the Fermi energy, which 
brings about the large effective mass. 

In some cerium compounds such as CeCu6, CeRu2Si2, CeNi and CeSn3, the magnetic 
susceptibility follows the Curie-Weiss law with a moment of Ce3+, 2.54 j.lB/Ce, has a 
maximum at a characteristic temperature Txmroo and becomes constant at lower temper­
atures (see Fig. 2.10). This characteristic temperature Txmax corresponds to the Kondo 
temperature TK as mentioned in Sec. 2.2. A characteristic peak in the susceptibility is 
a crossover from the localized 4J electron to the itinerant one. The Fermi surface below 
TXmax is thus highly different from that of the corresponding La compound. The cyclotron 
mass is also extremely large, reflecting a large ,,(-value of "( ~ 104/TK (mJ/K2·mol) based 
on eq. (2.29). The cerium compounds are thus classified as either the localized electron 
system or the itinerant electron system. 

The electronic states in Ce, Yb and U compounds can be tuned by applying pressure P 
and/or magnetic field H. The Neel temperature in the Ce compounds becomes a guiding 
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parameter to tune the electronic state under pressure. The quantum critical point is 
therefore defined as the electronic state at which the Neel temperature becomes zero at 
the critical pressure Pc: TN -+ 0 at P -+ Pc. We clarified the Fermi surface properties as 
a function of pressure, especially at Pc, for three typical antiferromagnets of CeRh2Si2, 
Ce1n3 and CeRhlns12). The following are the experimental results of CeRhlns. 

The dHvA results for an antiferromagnet CeRhlns were studied under pressure in 
comparison with those of a non-4f reference compound LaRhlns and a heavy fermion 
superconductor CeColns without magnetic ordering61--64). With increasing pressure P, 
the Neel temperature TN = 3.8 K in CeRhlns increases, has a maximum around 1 GPa, 
and decreases with further increasing pressure, as shown in Fig. 2.16(a). The critical 
pressure Pc is 2.0 GPa, while a smooth extrapolation indicates TN -+ 0 at a pressure of 
2.3 - 2.5 GPa. CeRhlns reveals superconductivity over a wide pressure region from 1.6 
to 5.2 GPa. Its transition temperature Tsc has a maximum around 2.3 - 2.5 GPa, with 
Tsc = 2.2 K. From the NQR and specific heat experiments64--67>, together with the dHvA 
experiment61) shown below, the critical pressure is Pc (H = 0) ~ 2.0 GPa at zero field, 
whereas Pc (H =J. 0) = 2.4 - 2.5 GPa in magnetic fields, as shown in Fig. 2.16(b). 

To elucidate a change of the Fermi surface properties under pressure, the pressure 
dependences of the dH v A frequency and the cyclotron mass were studied, as shown in 
Figs. 2.16(d) and 2.16(g)61). The dHvA frequencies for the main dHvA branches named 
/32, 0:1, and 0:2,3 are approximately unchanged up to about 2.3 GPa.61) These branches, 
however, disappear completely at Pc(H =J. 0) ~ 2.4 GPa. New branch 0:3 appears abruptly 
at 2.4 GPa, together with appearance of branches 0:1 and 0:2 at higher pressures. 

The detected dHvA branches of CeRhlns at" ambient pressure and below 2.3 GPa, as 
shown in Fig. 2.16(d), are well explained by the experimental dHvA branches in a non-4f 
reference compound LaRhlns and the result of energy band calculations for LaRhlns, as 
shown in Figs. 2.16(c) and 2.16(f)62). The corresponding topologies of the main Fermi 
surfaces in CeRhlns are nearly cylindrical and are found to be approximately the same 
as those in LaRhlns, indicating that the 4f electron in CeRhlns is localized and does not 
contribute to the volume of the Fermi surfaces. 

Above Pc(H =J. 0) ~2.4GPa, the detected dHvA frequencies change abruptly in mag­
nitude, but correspond to those in CeColns, as shown in Fig. 2.16(e). The main Fermi 
surfaces in CeCo1ns, as shown in Fig. 2.16(h), are also nearly cylindrical. The topologies 
of two kinds of cylindrical electron Fermi surfaces in CeColns are similar to those in 
LaRhlns(CeRhlns), but the Fermi surfaces of CeColns are larger than those of LaRhlns 
in volume. The detected dHvA branches in CeColns are consistent with the 4f-itinerant 
band modeI63). This is because one 4f electron in each Ce site in CeColns becomes a 
valence electron and contributes to the conduction electrons. The contribution of the 4f 
electron to the density of states at the Fermi energy is about 70%. The corresponding 
cyclotron masses of 5-87 mo in CeColns are extremely large. 

As shown in Fig. 2.16(g), the cyclotron masses of the main branches /32 and 0:2,3 in­
crease rapidly above 1.6 GPa, where superconductivity sets in: 5.5 mo at ambient pressure, 
20 mo at 1.6 GPa, and 60 mo at 2.2 GPa for branch /32. On the other hand, the cyclotron 
mass of the new branch 0:3, which was observed above 2.4 GPa, decreases slightly with 
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and (h) Fermi surface,; of CeColns. cited [rom refs. 61- 66. 
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increasing pressure: about 30 mo at 2.4 GPa and 24 mo at 2.9 GPa. Branch /32 was, how­
ever, not detected above 2.4 GPa. This is mainly due to a large cyclotron effective mass 
close to 100 moo 

From these experimental results, the critical pressure under magnetic fields is deter­
mined as Pc (H =1= 0) ~ 2.4 G Pa. The corresponding topology of the Fermi surface is, thus, 
found to be different between P < Pc(H =1= 0) (~2.4GPa) and P > Pc(H =1= 0). A marked 
change in the 4f-electron nature from localized to itinerant is realized at Pc(H =1= 0) (~ 
2.4 GPa), leading to noticeable changes in the Fermi surfaces. Superconductivity is, how­
ever, observed in the pressure region ranging from 1.6 to 5.2 GPa. It is important to 
emphasize that the cyclotron masses are extremely large in this pressure region, form­
ing a heavy fermion state. The similar first-order phase transition was studied from a 
viewpoint of Fermi surface properties for CeRh2Sb and Celn312,68-70). 
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2.5 Superconductivity 

The microscopic theory of superconductivity, which was provided by Bardeen, Cooper 
and Schrieffer in 1957, is based on a following idea.71) When an attractive interaction 
between fermions is present, the stable ground state is no longer the degenerated Fermi gas 
but becomes a coherent state in which the electrons are combined into pairs of spin-singlet 
with zero total momentum (Cooper pairs). A conduction electron attracts the positive 
ion and distorts the lattice by moving in the lattice, and then the distortion attracts 
another conduction electron. Namely, the interaction between two electrons mediated by 
the phonon forms the Cooper pair of the electrons. Since an excited energy of BCS type 
superconductor has an isotropic superconducting gap .6., namely the superconducting 
energy gap is opened over the entire of the Fermi surface, the temperature dependence 
of physical quantities obeys the exponential law theoretically (T-3/ 2e-l:>./kB T). 

It is difficult to express superconductivity for the corripounds which have heavy quasi­
particles located adjacent to the quantum critical point by the attraction mediated the 
phonon because of strongly Coulomb repulsion. It have been found the heavy fermi on 
superconductor located adjacent to the quantum critical point. This superconductor does 
not obeys the exponential law of the temperature but obey the power law. We explain 
the present unconventional (anisotropic) superconductivity. 

Anisotropic superconductivity 

Heavy fermion superconductors are, however, well known to show the power law in 
physical properties such as the electronic specific heat Ce and the nuclear spin-lattice 
relaxation rate 1 ITl' not indicating an exponential dependence predicted by the BCS 
theory, namely : 

(axial type, pointnode) 
(polartype, linenode) 
(gap less) 

1 {T5 (axial type, pointnode) 
T = T3 (polartype, linenode) 

1 T (gapless) 

(2.36) 

(2.37) 

This indicates the existence of an anisotropic gap, namely existence of a node in the 
energy gap. When we compare the phonon-mediated attractive interaction based on the 
BCS theory to the strong repulsive interaction among the f electrons, it is theoretically 
difficult for the former interaction to overcome the latter one. To avoid a large overlap of 
the wave functions of the paired particles, the heavy electron system would rather choose 
an anisotropic channel, like a p-wave spin triplet or a d-wave spin singlet state, to form 
Cooper pairs. 
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Fig. 2.17 Schematic view o[ the superconducting parameter with the S-, d- and p-wave 
pairing, cited from ref. 14. 

(a) normal stnte (b) BCS tYPI: 

o 
(c) polar (YIX (d) ilxiaJ I)'IX! 

o 

Fig . 2.18 Schematic picture o[ the gap structures: (a) norma] state, (b) BCS-type su­
perconductor, which has an isotropic gap, (c) pola.r type and (d) axi a.l type, ciLed from 
ref. 14. 
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Figure 2.17 shows a schematic view of the superconducting parameter with the S-, d­
and p-wave pairing. The order parameter \lI(r) with the even parity(s- and d-wave) is 
symmetric with respect to r, where one electron with the up-spin state of the Cooper pair 
is simply considered to be located at the center of \lI(r), r = 0, and the other electron 
with the down-spin state is located at r. The width of \lI(r) with respect to r is called the 
coherence length ~. For example, UPd2Ah is consider to be a d-wave superconductor from 
the NMR Knight shift experiment,72) which corresponds to the case (b) in Fig. 2.17. On 
the other hand, \lI(r) with odd parity (p-wave) is not symmetric with respect to r, where 
the parallel spin state is shown in Fig. 2.17( c). From the NMR Knight shift experiment, 
UPt3 is considered to possess odd parity in symmetry. 73) 

For an anisotropic state, there are three kinds of gap structures, as shown in Fig. 2.18. 
First one indicates the superconducting gap, which is the same as the s-wave and is 
isotropic. This is called the Balian-Werthamer (BW) state. Second one shows a line node 
in the equator on the Fermi surface. This structure is called the polar type, as shown in 
Fig. 2.18(c). Third one has a point node in the pole on the Fermi surface. This condition 
has the Anderson-Brinkman-Morel (ABM) state. This is called the axial type, as shown 
in Fig. 2.18(d). 

Pressure-induced superconductivity 

The study of unconventional superconductivity is still active in condensed matter 
physics, ever since the discovery of the first heavy fermion superconductor, CeCu2Si2.4) 
Recently, some Ce-based heavy fermion compounds were found to exhibit superconduct­
ing under pressure, as shown in Fig. 2.19 for CeIn3.74) In these compounds, superconduc­
tivity appears around the quantum critical point. The similar pressure-induced super­
conductivity was also reported for the other Ce-based compounds such as CeCu2Ge275) 
and CeRh2Si2.76,77) In these compounds, the attractive force between quasiparticles are 
possible to be magnetically mediated, not to be phonon-mediated. 

CeCu2Si2 is a superconductor with the transition temperature Tsc = 0.7K at ambient 
pressure. When pressure is applied, Tsc initially remains close to its ambient pressure value 
but shows a sudden increase of I'sc = 2 K at about 3 GPa.79) This strange superconducting 
phase was also observed in a pressure-induced superconductor CeCu2Ge2.75) According 
to the report by Holmes et al.,78) these anomalies can be linked with an abrupt change 
of the Ce valence, and suggested a second quantum critical point at a pressure Py , where 
critical valence fluctuations provide the superconducting pairing mechanism, which is 
compared with superconducting pair mechanism based on spin fluctuations at ambient 
pressure in CeCu2Si2 or at 10 GPa in CeCu2Ge2, as shown in Fig. 2.20. Figure 2.20 shows 
the temperature-pressure phase diagram for CeCu2Si2 and CeCu2Ge2 showing the two 
critical pressures Pc and Py. 

Superconductivity in the non-centrosymmetric crystal structure 

Recently, it has been reported that CePt3Si is the first heavy fermion supercon­
ductor lacking a center of inversion symmetry in the tetragonal structure, where the 
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upper critical field Hc2 = 50 kOe exceeds the Pauli paramagnetic limiting field Hp = 
10 kOe,7) and the spin relaxation rate of 195Pt_NMR indicated a clear peak structure 
just below the superconducting transition temperature Tsc = 0.75 K. 80) Subsequently, 
Akazawa et al. found pressure-induced superconductivity in a ferromagnet UIr with 
the monoclinic structure,81,82) which also lacks inversion symmetry in the crystal struc­
ture. In addition, Kimura et al. reported pressure-induced superconductivity in an 
antiferromagnet CeRhSi3, which crystallizes in the tetragonal crystal structure without 
inversion symmetry.8,9,47) Moreover, similar superconducting properties are observed in 
CeIrSi31(}-12) and CeCoGe3.83) 

The experimental technique of NQR/NMR has proved to be a useful tool to determine 
the symmetry of the superconducting condensate. For example, UPt3 was shown to be the 
first case of odd-parity (p- or i-wave type) superconductivity,73) while even-parity (d-wave 
type) superconductivity is realized in UPd2Ah.72) For the study of these superconduc­
tors, it was assumed that the crystal structure has an inversion center, which makes it 
possible to consider separately the even (spin-singlet) and odd (spin-triplet) components 
of the superconducting order parameter. When inversion symmetry is absent in the crys­
tal structure, such classification for superconductivity is no longer possible. The order 
parameter contains not only a spin-singlet part, but also an admixture of a spin-triplet 
state.84) 

In this section, the characteristic features of superconductivity, which is realized in 
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Fig. 2.19 Pressure phase diagram in CeIn3. Superconductivity is observed below Tsc in 
a narrow window where the Neel temperatureTN tends to zero, cited from ref. 74. 
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Fig. 2.20 Schematic temperature-pressure phase diagram of CcCu2Si2 and CeCu2Ge2 . 
Superconductivity is observcd in a wide window, cited from ref. 78. 

a nOll-centrosymmetric crystal, are explained on the basis of the recently reported the­
Ql'etical studip.~ . vVhen the crystal structure lacks inversion symmetry, the Fermi sur­
face splits into two Fermi surfaces due to the Rashba- type antisymmetric spin-orbit 
interactioll .85) Here, the effect of spin-splitting of t he Fermi surface via thc antisymmet­
ri c spin-orbit interaction is discussed from the viewpoint of the conduction electrons in 
the non-centrosymmetric tetragonal crystal structure . The spin-orbit interaction for the 
conduction electrons can be calculated by considering the following effective sini\lc-band 
Hamiltonian with the R,.~shba-typc spin-orbit interaction: 85) 

p 2 
1{ = -2 - + a(p x n )· a, 

m' 
(2.38) 

where u denotes the strength of the spin-orbit couplini\, p is a momenLum of conduction 
electrons , n is a unit vector Laken to be parallel to the z-axis or the c-axis (tlw [001] 
direction ), a is the Pauli matrices , and the m' is the effective mass. The term Ct( p x n )· a 
is explained as follows. The non-uniform lattice potential V (r' ) in the tetragonal crystal 
structure induces t he electric field (- \7V( r )) along the [001] direct ion. The effective 
magnetic field , which approximately corresponds to p x\7V, namely u (p x n ) in eq. (2.38) 
is brought about for moving conduction electrons with the momentum p in this electric 
field. The term Ct (p x n ) . a is regarded as a Zeeman energy arising from the magnetic 
interaction between this effective magnetic field and spins of the conduction elec trons . 

By diagonalizing this Hamiltonian, the following two energies, which correspond to 
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two separated energy bands, are obt.ained: 

(2 .39) 

where P.l = Jp~ + ~ is the component of t he moment p normal to n . A simple example 
of t.he Fermi surface split ting due t o the Rashba-type spin-orbit interaction with V' V 
parallel to the z-axis is shown in Fig. 2.21. Note thaL in Fig. 2.21 the spin quantization 
axis is chosen along p x n. The uegenerat.e spheri cal Fermi surface splits into two sheets, 
namely up-spin and down-spin banus, except for high-symmetry line p II z, as shown in 
Fig. 2.21(a) . One of the two separatc,u Fermi surfaces has a smaller volume and t he 
other has a larger volume than the spherical Fermi surface, as shown in Fig. 2.21(b). 
Arrows indicate spins on the Fermi surfaces for the up-spin and uown-spin bands. An 
importanL point is that a conduction electron with a momentum p and an up-spin state 
anu another conduction elect ron with a moment um - p and an up-spin state belong to 
two different Fermi surfaces, which are separated by 21n:p.l l. A simple p-wave pairing is 
thus prohibited because lap.l l is about 10 - 1000 K, shown later experimentally, which is 
much larger than t he superconducling ener~y gap of a few Kelvin. On one of t he spin­
orbit split Fermi surfacp.s, namely t he (+ )-band in Fig. 2.21, t he Cooper pair between 
elect rons with momentum p, spin t and mOlTIfmtum - p , spin .j. is formed. This state, 
denoted as Ip, t) l - p, .j.), is not a spin singlet state, because t he count.erpart of t his sta.t.e 
Ip/, .j.)1 - p' , t) is formed on another Fermi surface and thus the superposition between 
these two states is not possible. 86) Actually, t he pairing state Ip, t) I- p,.j.) and Ip,.j.) 1-p, t) 
are the admixture of spin singlet and t.riplet states, as easily veri fi ed by 

(a) (b) 
i" (-)-band 

(-)-band 

'\ o (.'-axis ..... - ,.) St 
. ~.- .-", . . 
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Stlrl / 
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Fig. 2_21 T wo separaLed (a) energy bands and (b) Fermi surfaces ID the non­
centrosymmetric crystal structure, cited from ref. 87. 
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1 
lp, t) I - p, -!-) = 2(lp, t) 1- p, -!-) - lp, -!-) I - p, t)) (singlet) 

1 
+2(lp,t)l-p,-!-) + Ip,-!-)I-p,t)) (triplet) 

lp', -!-) I - p', t) = ~(Ip, t) I - p, -!-) - lp, -!-) 1- p, t)) (singlet) 

1 
+2(lp, t)l- p,-!-) + Ip,-!-)I- p, t)) (triplet) 

The first and second terms of the right-hand side express a spin singlet state and a spin 
triplet state, respectively, with the in-plane spin projection Sinplane equal to 0. Since we 
take the spin quantization axis parallel to the xy-plane, this triplet state corresponds to 
the Sz = ±1 state for the spin quantization axis along the z-direction. This means that 
the d-vector of the triplet component is parallel to the plane. The above explanation 
is also applicable to general cases with more complicated form of'VV. This unique su­
perconducting state exhibits various interesting electromagnetic properties as extensively 
argued by many authors.84,86,88-100) Frigeri et al. also proposed the possible existence of 
spin-triplet pairing state in the non-centrosymmetric crystal, where the inversion sym­
metry breaking in the presence of a spin-orbit interaction was introduced on the basis 
of the Rashba mode1.99,lOO) It was clarified that, in contrast to a common belief, the 
spin-triplet pairing state is not entirely excluded in such systems. The favorable pairing 
state for the triplet state is of the p-wave type. The d vector, which is characteristic of 
the spin-triplet superconductivity, is parallel to pJ..: d(k) = tl(xky - ykx), and the order 
parameter becomes a admixture of spin-singlet and spin-triplet components. 

Next we show a theoretically suggested superconducting gap for the non-centrosymmetric 
superconductor with the Rashba-type spin-orbit coupling. Here we consider a two­
component order parameter with spin-singlet and spin-triplet components as follows: 

(2.40) 

where 'l1(k) is the spin-singlet component, d(k) = tl(-kx,ky,O) is the d-vector which 
characterizes a spin-triplet component, (j is the Pauli matrices and (To is the unit matrix. 
The theoretical calculation by Hayashi et al.95 ,96) has shown that the superconducting 
energy gap is different on the separated two Fermi surfaces and is expresses by 

tl(O) = 1'l1 ± tlsinOI. (2.41) 

Figure 2.22 shows the schematic structures of the superconducting energy gap on the 
separated Fermi surfaces. Here, the superconducting energy gap on the S+-Fermi surface 
has the shape of s-wave (the equivalent gap) + p-wave (the axial type) and is nodeless. 
On the other hand, line nodes appear in the superconducting energy gap on the S_-Fermi 
surface, leading to the low-temperature power law behavior of 1/T1

80) and the specific 
heat divided by temperature C IT in CePt3Si.101) 
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Fig. 2.22 Gap structures on the Fermi surface, cited from refs. 95 and 96. 

35 

Next we discuss the effect of the magnetic field on the superconducting state. Princi­
pally, there are two mechanisms, by which a magnetic field interacts with the electrons in 
the superconducting state. Both mechanisms are pair breaking and lead to the destruc­
tion of the superconducting state at a critical magnetic field, Hc2 . These mechanisms are 
as follows. 

Orbital pair breaking 

This is due to an interaction of the magnetic field with the orbital motion of the 
electrons and described by the term (e/m)(p. A), where A is the vector potential. This 
term corresponds to the Lorentz force. This is theoretically discussed by Werthamer, 
Helfand, and Hohenberg (so-called WHH) 102), shown later. 

Pauli limiting 

This comes from an interaction with the spins of electrons and is described by 9JJ.lB S . 
H. This is discussed theoretically by Clogston shown later .103) 

Orbital pair breaking takes place in all the superconducting states, both conventional 
and unconventional ones. For small magnetic fields, this is the only important pair 
breaking mechanism due to the external field. Therefore, it determines the initial slope 
of Hc2 at Tsc. The critical field determined only by orbital pair breaking is defined as 
orbital critical field H~2' in the absence of any other pair breaking effect. The upper 
critical field at T = OK varies between H~2 = -0.693 (dH~2/dT) '1'sc for a conventional 
superconductor in the dirty limit and H~2 = -0.850 (dH~2/dT)· Tsc for a polar triplet 
state. Because of the similarity of the upper critical fields, one can hardly make any 
statements about the order parameter for a superconductor just based on an analysis of 
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H~2. The discussion of the critical field is, therefore, concentrated on the second pair 
breaking mechanism, Pauli limiting. 

The influence of the magnetic field on the spins of the electrons in the superconduct­
ing states has first been reported by Clogston 103) and by Chandrasekhar .104) The physical 
reason for this mechanism is that, in a conventional superconductor, the Cooper pairs 
have a total spin S = o. Therefore, the spin susceptibility is XS = 0 (s-wave state). For 
this reason, the normal state becomes energetically more favorable for the system when 
the magnetic energy ~XnH2 of the normal state reaches the condensation energy ~! of 
the superconductor. In a BCS superconductor, this gives rise to an upper limit of He2(0). 
This field is called Pauli limiting field and expressed as Hp = 1.857 X 104 Tse (Oe). Pauli 
limiting occurs also in all other superconducting states, in which XS is reduced compared 
with the susceptibility of the normal state Xn. When the spin susceptibility of the su­
perconducting state XS has a substantial value compared with Xn, the superconducting 
condensation energy can be expressed by 

1 212 
2(Xn - Xs)Hp = 87r He· (2.42) 

2() H;_I()2 By using the equations Xn = 2PBD EF and the relation of BCS theory: 811" - 'iD EF ~o, 
the Pauli limiting field will be expresses as: 

H - ~o 
p - J2y'1 - X~(T)/X~PB 

(2.43) 

In conventional superconductors (s = 0 and £ = 0), as in all the unconventional singlet 
superconductors (s = 0, £ = 0,2,4,· .. ), the spin susceptibility in the superconducting 
state XS = o. Therefore, the Pauli limiting is maximum. On the other hand, in some 
simple triplet state (s = 1, £ = 1,3,· .. ), the z-component of the Cooper pair spins can 
only be Sz = ±1. As long as the spin part of the order parameter can rotate freely with 
respect to orbital part, XS = Xn for these equal spin pairing state. In this case, the Pauli 
limiting does not occur. The order parameter of the equal spin pairing states has an 
intrinsic anisotropy. An intermediate case between the singlet and the equal spin pairing 
states has been taken by the Balian-Werthamer (BW) state.105) It exhibits XS = ~ Xn and 
therefore, shows reduced Pauli limiting. 

Next we discuss the spin susceptibility in the non-centrosymmetric superconductor 
with antisymmetric spin-orbit interaction. Frigeri et al. proposed that the Van Vleck 
term of spin susceptibility X: in the system without inversion symmetry has a finite value 
by the strong spin-orbit interaction.106) Namely, the paramagnetic effect decreases in the 
spin singlet state. 

The spin susceptibility for the singlet s-wave gap function is shown in Fig. 2.23.106) 

The left panel shows the temperature dependence of the spin susceptibility for the field 
along the c-axis (XII = Xc). The middle panel shows the spin susceptibility for the field in 
the ab-plane (X..l = Xa = Xb) as a function of the temperature for three different values 
of the spin-orbit coupling Q. The susceptibility increases with the spin-orbit coupling 
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Fig. 2.23 (a), (b) Spin susceptibility in the case of singlet s-wave gap function for 
gk ex: (-ky, kx, 0) (CePt3Si). The spin susceptibility in the ab-plane Xl.. and along the 
c-axis XII as a function of T for three different values of the antisymmetric spin-orbit cou­
pling 0:. The susceptibility in the superconducting state (T /Te < 1) increases with the 
spin-orbit coupling strength. The susceptibility is more strongly suppressed in the ab­
plane than along the c-axis. At T = 0 we have xi = XfI/2 and (c) Spin susceptibility for a 
spin-triplet p-wave gap function d(k) 11 gk ex: (-ky, kx, 0) (CePt3Si). The susceptibility is 
in this case independent of the spin-orbit coupling 0:. In the superconducting state, the 
susceptibility in the ab-plane coincides with that of the normal state, cited from ref. 106. 

strength. When 0: becomes very large, the resulting susceptibility looks very similar to 
that obtained for the triplet p-wave gap function, as shown in the right panel of Fig. 2.23. 
For the spin-triplet phase, we chose the pairing state d(k) = tl(xky - iJkx). Therefore, 
for the superconducting state in the non-centrosymmetric crystal structure, the similar 
properties of the spin susceptibilities make it difficult to distinguish between a spin-triplet 
and spin-singlet order parameter through NMR measurements in the strong spin-orbit 
coupling limit. 

Figure 2.24(a) shows the pressure dependence of the Neel temperature TN , the su­
perconducting transition temperature Tse , and the upper critical field at 0 K, He2 (0) for 
H 11 [001] in CeIrSi387,107). The critical pressure, where the Neel temperature becomes 
zero, is estimated to be Pc = 2.25 GPa. The superconducting transition temperature 
becomes maximum at about 2.6 GPa, as shown in Fig. 2.24(a). Simultaneously, the 
jump of the specific heat at 1'se in Fig. 2.24(b) becomes extremely large at 2.58 GPa: 
tlCac/Cac(Tse) = 5.8, indicating a strong-coupling superconductor. The upper critical 
field He2 (0) for H 11 [001] becomes maximum at P; = 2.63 GPa, as shown in Fig. 2.25. 

The upper critical field deviates substantially between H 11 [001] and [110] as shown 
in Fig. 2.25.87) The superconducting properties become highly anisotropic: -dHeddT = 

170kOe/K at Tse = 1.56K, and He2 (0) ~ 450kOe for H 11 [001], and -dHe2 /dT = 

145kOe/K at Tse = 1.59K, and He2 (0) = 95kOe for H 11 [110] at 2.65 GPa. The upper 
critical field He2 for H 11 [110] shows a strong sign of Pauli paramagnetic suppression with 
decreasing temperature because the orbital limiting field Horb(= -0.73(dHeddT)Tse) is 
estimated to be 170 kOe102) , which is larger than He2 (0) = 95kOe for H 11 [110]. On 
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the other hand, the upper critical field H 11 [OOlJ is not destroyed by spin polarization 
based on Zeeman coupling but possesses an upturn curvature below 1 K, as shown later 
in Fig. 2.25, reflecting a strong-coupling nature of superconductivity. This is because 
all the spins of conduction electrons are perpendicular to the magnetic field direction of 
H 11 [001], as shown in Fig. 2.21(b), revealing that the spin susceptibility for H 11 [OOlJ 
is unchanged below Tsc in this non-centrosymmetric crystal structure and then the Pauli 
paramagnetic suppression of Hc2 is not realized for H 11 [OO1J. Moreover, the electronic 
state at P; is found to correspond to an antiferromagnetic quantum critical point from 
the result of the 29Si-NMR experiment108). 

Furthermore, the low-temperature electrical resistivity under pressures ranging from 
ambient pressure to 3.00 GPa in magnetic fields, together with the specific heat was 
precisely measured. From these pressure experiments, the magnetic field vs temperature 
phase diagram under pressures up to 3.00 GPa was constructed109), as shown in Fig. 2.26. 
The present precise experimental results reveal that the antiferromagnetic phase is robust 
in magnetic fields. In other words, superconductivity in magnetic fields is realized in the 
antiferromagnetic state. It is also suggested that the Hc2 value for H 11 [001 J becomes 
maximum when the antiferromagnetic phase disappears completely in magnetic fields. 
This pressure corresponds to P; ~ 2.63 GPa, as shown in Figs. 2.26(j) , 2.26(k), and 
2.25 where H c2 (0) becomes approximately 450 kOe. It is concluded that the magnetic 
quantum phase transition thus occurs in CeIrSi3 at P; ~ 2.63 GPa, coinciding with a 
huge Hc2 value of Hc2 (0) ~ 450kOe for H 11 [OOlJ for a low Tsc = 1.6K value. A similar 
result is also obtained for CeRhSi3

8,9). 
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Fig. 2.24 Pressure dependences of (a) the Neel temperat ure TN and supercouducLing 
transition temperature 1(;, (b) specific heat jump t:;C"" = Cac(Tc), and (e) the upper 
cri tical field Hc2 (0) for H II [~Ol ] in CelrSi3 , cited from refs. 87 and 107. 
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Temperature (K) 

Fig. 2.25 Tcrnperal ure dependence of upper critical field H c2 for magnetic field along 
[001] at 2.60 GPa, together with those at 2.65 GPa in CeIrSi3 , cited [rom ref. 87. 



2.5. SUPERCONDUCTIVITY 41 

CelrSi, H I/ [0011 

I I I I 
I (a) (b) 

20 _ OGl'a ' - 20 1.95GP. 

TN 

10 - AF - 10 

0 I I I I 

0 2 3 4 5 6 2 3 4 

20 
2.31GP. (e) 

20 
2.35GPa (d) 

20 
2.45GPa (e) 

10 10 10 
T, 

0 0 
T", 

0 
T", 

0 2 0 2 0 2 

2.47GPa (f) 
20 20 

(g) 
20 

(h) 

-----
T 

f-< N 

'-" 2.49GPa 
-0 10 10 10 
~ 

OJ 
T" T ~ 0 

:z;, 
0 

sc 
0 

() 0 2 0 2 0 2 
'';:; 

OJ ( i) (j) (k) 
~ 20 2.55Gl'a 20 2.60GPa 20 2.65GP. OIl 
0; 

::;s 
10 10 10 

:Z;, 
0 0 

7;;c 
0 

T", 

0 2 0 2 0 2 

20 
(I) 

20 
(m) 

20 
(11) 

2.G7GPa 2.72GPa 3.00GPa 

10 10 10 

:Z;, T" SC 7~c 
0 0 0 

0 2 0 1 2 0 2 

Temperature (K) 

Fig. 2.26 Antiferromagnetic and sU]Jerconducting phase diagram in magnetic fields 
along [OOl j 1lllder variolls pressures in CelrSi:;, cited from ref. 109. 



3 Motivation of the Present Study 

Various kinds of rare earth and uranium compounds werc studied in the present study, 
following the Doniach phase diagram. This is because the heavy fermions and unconven­
tional superconductivity arc realized in the quantum critical region of the Doniach phase 
diagram. Ce and Vb compounds were especially studied in the rarc earth cOIllpounds. 

In the usual Ce compounds, the magnetic ordering occurs on thc basis of the RKKY 
interaction, as in an antiferromagnet CeCu2Ge2 with TN = 4.2 K. 1iO) This is because the 
ground state is the Krmncrs doublet in the 4J -crystalline electric field (CEF) scheme. 
This is schematically shown by a dotted line in Fig. 3.1, following a Doniach phasc 
diagram. On the other hand, the Neel temperature is close to zero in a heavy fermion 
superconductor CeCu2Si2, via the many-hody Kondo effect.") This is because the ionic 
radius of Si is smaller than that of Ge. In fact, the antiferromagnetic state of CeCu2Ge2 
is changed into a supcrconducting state by applying pressure: TN --'> 0 for P --'> Pc 
= 8 GPa in CeCu2Ge24) In other words, typical heavy fermion compounds without 
magnetic ordering such as CeCufi, CeCu2Si2 and CeRu2Si2 are changed into the non­
magnetic electronic s[,ate, following a solid line in Fig. 3.1, with decreasing temperature. 
CeCu2Ge2 follows a dotted line and orders antiferromagnetica.1ly, as mentioned above. 
In these compounds, the relative linear thermal expansion shrinks monotonically with 
decreasing temperature. 

Yb compounds possess the similar Kramers doublet in the 4.f -CEF scheme and are 
expected to order magnetically at low temperatures. YbCu2Si2 with the tetragonal crystal 

1 

CeRu2Si2 
YbCu2Si2 

quantum critical point 

Fenni liquid 

Fig. 3.1 Doniach phase diagram cited from ref. 2. 

42 



2 ,,-.., 
(") 

I 

0 ...... 
'-" -'-.... 
<i 0 

-'-.... -<l 

4 

Ca) 

YbCu2Si2 

Cb) 

O~~--~~------------~ 

o 100 200 300 

Temperature C K) 

43 

Fig. 3.2 Temperature dependence of thermal expansion for (a) YbCu2Si2 and (b) 
YbCu2Ge2, cited from ref. 3. 

structure, however, do not order magnetically. The temperature dependence of the linear 
thermal expansion is characteristic. 3,111) The relative linear thermal expansion of a Pauli 
paramagnet YbCu2Ge2 shrinks monotonically with decreasing temperature, and becomes 
approximately zero at low temperatures as shown Fig. 3.2(b). This is a usual behavior, 
indicating an unchange of the electronic state as a function of temperature. On the 
other hand, there appears a negative thermal expansion in YbCu2Si2 below 90 K, as 
shown in Fig. 3.2(a), revealing that the electronic state changes from the trivalent state 
of the Yb ion to the 4f-itinerant state with decreasing temperature. In other words, 
YbCu2Si2 should order antiferromagnetically if the 4f electrons are localized even at low 
temperatures. 

In the present study, we searched for Ce-based antiferromagnets with small Neel 
temperatures and tried to change the electronic state from the antiferromagnetic state to 
non-magnetic state by applying pressures, expecting superconductivity in the quantum 
critical region (TN ---+ 0). The Necl temperature or antiferromagnetic ordering will become 
a guide to reach the quantum critical point. 

In the case of Yb-based compounds, we searched for Yb-based heavy fermions or 
non-magnetic but non-divalent Yb compounds. The non-magnetic electronic state of 
Yb compounds can be changed into the antiferromagnetic state by applying pressures, 
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expecting also superconductivity in the quantum critical region. 
It is also noted that heavy fermion compounds reveal the metamagnetic behavior. 

Namely, an J-itinerant electronic state below the metamagnetic transition field Hm , as 
mentioned Sec. 2.3 (see Figs. 2.14 and 2.15), is changed into an electronic state with 
an J-Iocalized character above Hm. The Hm value or metamagnetic behavior will also 
become a good guide to reach the quantum critical point in the Yb compounds. 

In the previous studies, unconventional superconductivity or heavy fermion super­
conductivity were observed in many Ce-based compounds even at ambient pressure and 
under pressures, more than 10 in number. On the other hand, Yb-based heavy fermion 
superconductivity was observed only in f3-YbAlB4.112) In the present study, we searched 
for new Yb-based heavy fermion superconductors. One guideline is to search for Yb-based 
compounds of which the corresponding Ce and actinide (U, Np, and Pu) compounds are 
superconductors. This is not easy because these exist the divalent electronic state in 
Yb compounds, such as YbTIn5 (T : Co, Rh, Ir) and YbCoGa5, where CeTIn5 (T : Co, 
Rh, Ir), and PuTGa5 (T : Co, Rh) are typical heavy fermion superconductors.62,113-118) 
Following compounds are thus studied in the present thesis from a viewpoint of physics 
in heavy fermions : 

1) pressure-induced superconductivity including non-centrosymmetric superconductivity 
in CePtSi2, CeRhGe2, CeIrGe3, and LaNiC2 

2) metamagnetic behavior and electronic instability in CeCu6, YbT2Zn2o(T : Co, Rh, Ir) 
and UT2Zn20(T : Co, Ir) 

3) searching for new Ce and Yb compounds of YbPd5Ab and YbGa4. 

These compounds are shown in the following chapters. 
Here we mention about the experimental conditions in the present study. The heavy 

fermi on state can be usually realized below 1 K, and a much lower than temperature of 30 
- 40 mK is needed to clarify the electronic state. In the antiferromagnetic Ce compounds, 
the Neel temperature is in the range from 1 to 10 K. The high magnetic fields of 100 - 500 
kOe is necessary to reach the saturated magnetization of gJ. Anisotropy of magnetization 
at low temperatures, together with anisotropy of the magnetic susceptibility and the 
magnetic entropy, is needed to estimate the 4J-CEF scheme. In the non-magnetic Ce 
compounds, the metamagnetic behavior is realized at about Hm = 100 kOe if the Kondo 
temperature or the TXmax value is 10 K, as shown in Fig. 2.15. High magnetic fields of 
100 - 500 kOe are thus needed to clarify the electronic states. A static high field of 170 
kOe is attained by using a commercial superconducting magnet, and much higher fields 
up to 500 kOe are attained by a pulse-magnet in the present study. 

Pressure is also a very useful technique to change the electronic state in the J -electron 
system. A pressure of 3 GPa is attained by the usual piston cylinder-type cell, 5 GPa by 
the Bridgman anvil cell, and 25 GPa by the diamond anvil pressure cell. It is desired that 
these three conditions of low temperatures, higher magnetic fields, and high pressures are 
combined and included in one experimental system. 
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The following experiments were mainly carried out under high-quality samples in the 
present study. 

1) specific heat and de Haas-van Alphen effect at low temperatures down to 30 - 40 mK 
and high magentic fields up to 170 kOe 

2) magnetic susceptibility and magnetization in the temperature range from 2 to 300 K 
and in magnetic fields up to 50 or 70 kOe(pulse-field magnetization measurements 
were done at 1.3 K and in high magnetic fields up to 500 kOe) 

3) electrical resistivity at low temperatures down to 30 - 40 mK, in high magnetic fields 
up to 170 kOe and at high pressures up to 25 GPa. 

It is finally stressed that high-quality samples are essentially important to clarify the 
electronic states in the f-electron systems. Three techniques of single-crystal growth were 
carried out in the present study : 

1) flux method by using an alumina crucible even for the compounds with the high vapor 
pressure 

2) Czochralski method in the rf furnace for compounds with a melting point less than 
1500 QC and in the tetra-arc furnace for compounds with a high melting point up to 
2500 QC 

3) Bridgman method by using an Mo-crucible for the compounds with the high vapor 
pressure at high temperatures up to 1500 QC. 



4 Experimental 

4.1 Single crystal growth 

In the present thesis, we grew single crystals of CePtSb, CeRhGe2, CeIrGe3, LaNiC2, 
CeCu6, YbT2Zn20( T : Co, Rh, Ir ), UT2Zn20( T: Co, Ir ), YbPd5Ab, and YbGa4 by 
means of various methods such as flux, Czochralski and Bridgman methods. The flux 
method was applied to CeIrGe3, YbT2Zn20( T : Co, Rh, Ir ), and UT2Zn20( T: Co, Ir 
), the Czochralski method to CePtSi2, LaNiC2, and CeCu6, and the Bridgman method 
to CeRhGe2 and YbPd5Ab. It is noted that single crystals of YbGa4 were obtained by 
annealing. The single crystal growth will be introduced in this chapter. 

4.1.1 Flux method 

The flux method is a kind of the single crystal growth method, which corresponds to a 
slow cooling process of the premelted components, taken in non-stoichiometric amounts. 
The advantages of this technique are shown belowY9,120) 

(1) Single crystals can be grown often well below their melting points, and this often 
produces single crystals with fewer defects and much less thermal strain. 

(2) Flux metals offer a clean environment for growth, since the flux getters impurities 
which do not subsequently appear in the crystal. 

(3) There are no stoichiometric problems caused, for instance, by oxidation or evapo­
ration of one of the components. Single crystal stoichiometry "control" itself. 

(4) This technique can be applied to the compounds with high evaporation pressure, 
since the crucible is sealed in the ampule and the flux prevents evaporation. 

(5) No special technique is required during the crystal growth, and it can be done with 
the simple and inexpensive equipment. This is a reason why the flux method is 
sometimes called "poor man's" technique.119) 

There are, to be sure, a number of disadvantages to the technique. The first and 
foremost is that it is no always an applicable method: an appropriate metal flux from 
which the desired compound will crystallize may not be found. In addition, difficulties are 
encountered with some flux choices, when the flux enters the crystal as an impurity. The 
excessive nucleation causes small crystals, which takes place either due to a too fast cool­
ing rate, or supercooling of the melt by subsequent multiple nucleation and fast growth 
of large but imperfect crystals usually containing inclusions. The contamination from the 
crucible cannot be ignored, when reactions with materials occur at high temperatures. 
Finally, the ability to separate crystals from the flux at the end of growth needs special 
considerations. 
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r-_ quartz tube n 
furnace vacuum pump 

Fig. 4.1 Baking of an alumina crucible. 

CeIrGe3 

To eliminate the possibility of having traces of Bi in the resulting crystals, as occurred 
in CeCoGe3, the present single crystals of CeIrGe3 were grown by the Sn-fiux method 
and offstoichiometry. 

Here, we describe the growing process in CeIrGe3' At first, we prepared a polycrys­
talline ingot of CeIrGe2 was prepared by arc-melting of high-pure metals of 4N(99.99 % 
pure)-Ce, 4N-Rh and 5N-Ge, and crashed it into tiny pieces with a hammer. The high­
quality alumina crucible (Ab03: 99.9 %) was used as a container with outer diameter of 
15.5 mm3, inner diameter of 11.5 mm3 and length of 60 mm3. Since the crucible usually 
contains impurities, the crucible was cleaned in alcohol and baked it up to 1000 °C under 
high-vacuum (less than 1 x 1O-6 torr), as shown in Fig. 4.1. These polycrystalline sam­
ples, together with Sn-metal in the atomic ratio CeIrGe2 : Sn = 1 : 20, were put into 
the alumina crucible and sealed in a quartz ampule with 160 mmHg pressure of Ar-gas, 
which is adjusted to reach at 1 atm at the highest temperature. 

Next the sealed ampule was set in an electric furnace, as shown in Fig. 4.2. A com­
mercial box-type furnace was also used. The furnace possesses the temperature gradient 
naturally. As we know from our own experience, the better results are obtained when 
we put the ampule where the temperature is more homogeneous. Therefore, we placed 
the ampule at the highest- and the fiat-temperature gradient position. Nevertheless, the 
temperature gradient is useful for growing some compounds. There are some reports of 
growing crystals by temperature gradient method (ex. GdB6) .119) 

The furnace is controlled by the PID temperature controller with Pt-PtRh13% (type-
R) thermocouple. Figure 4.3 shows the block diagram of the furnace control system. In 
this system, we obtained the temperature stability less than 0.1 °C. 

The growth process of CeIrGe3 is shown in Fig. 4.4. The crucible are heated up to 
1000 °C which is the maximum temperature of the electric furnace. Then the temperature 
keeps for 2 days. The temperature was decreased down quickly to 800°C, then slowly for 
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Fig. 4.2 must-ration of the electric furnace. Fig. 4.3 Block diagram of the furnace control 
system. 
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Fig. 4.4 Growing process in and photograph of CelrGc3. 

3 weeks to 600 °C and furnace was turned switch off. 
After taking out the ampule from the furnace, the ampule was opened and sealed it 

again in a pyrex ampule with a neck under high vacuum, as shown in Fig. 4.5. The 
ampule was heated up to 400 "C, which is sufIicienlly higher than the melting point of 
Sn-metal (23l.9 °C) , in the muffle furnace. Next the ampule was taken out quickly from 
the furnace and waB set into the centrifuge. Finally the flux was removed from the crysta Is 
by spinning the ampule in the centrifuge. 

The photograph of single crysLal of CeIrGe" is also shown in Fig. 4.4(b) in which the 
flat plane is perpendicular to the c-axis. We could get larger single crysLals rather than 
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Fig. 4.5 Separation of flux and crystals by spinning the ampule in the centrifuge. 

that grown by the Bi-fiux method. 

YbT2Zn2o( T : Co, Rh, Ir ) and UT2Zn20( T : Co, Ir ) 
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In the same way, single crystals of YbT2Zn2o and VT2Zn2o were grown by the self-fiux 
method, namely using Zn as a fiux. Starting materials were 3N-Yb, Co, Rh, Ir, V and 4N­
Zn. The composition ratio of starting materials show in Table. 4.1. The following Figures 
4.6, 4.7, 4.8, and 4.9 show the time dependence of temperature during growth process 
and photographs of obtained single crystals of YbIr2Zn2o, YbRh2Zn2o, YbCo2Zn2o, and 
VT2Zn20, respectively. Except for YbRh2Zn2o, centrifugal separation was done at 470 -
540°C, which is enough high to melt Zn(melting point: 420°C). On the other hand, in 
YbRh2Zn2o case, we set a quartz ampule with neck in the furnace, kept the temperature 
which growing process finished, and directly removed the fiux at 700°C. 

Obtained single crystal ingots are pyramidal in shape, as shown in Figs. 4.6 - 4.9, 
where fiat planes correspond to the {111} planes, refiecting the diamond structure of 
Yb (V) atoms. Yb (V) and T atoms are surrounded by Zn atoms, forming a cubic 
cage-structure, as shown later. 

Table 4.1 The composition ratio of starting materials in growing single crys­
tals of YbT 2Zn20 and UT 2Zn20 

YbCo2Zn20 Yb: Co: Zn 1 : 2 : 50 
YbRh2Zn2o Yb: Rh: Zn - 1 : 2 : 60 
YbIr2Zn2o Yb: Ir: Zn - 1 : 2 : 130 
VC02Zn20 U: Co: Zn 1 : 2: 47 
VIr2Zn2o V: Ir : Zn 1 : 2 : 130 
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YbGa4 

i\ binary phase diagram is generally investigated and we can know how to grow t he 
single crystal wh ich we want to get . In t tw case of Yb - Ga, the binary phase diagram 
cxists and is shown in Figs. 4.10(a) and 4.1O(b). Following these phase diagrams, we 
tried to grow single crystals of YbGa, by the Ga-self flux method, but single crystals were 
not obtained. Therefore, stoichiometric Yb - Ga compounds of YbGa, were heated up 
to 900 °C, then quenched to 700 °C and annealed in a period of 8 days, as shown in Fig. 
4. 11 (11). Small single crystals were obtained in many numbers, as shown in Fig. 4. 11(b). 
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Fig. 4.11 (a) Growing process in and (b) photograph of YbGa,. 

4 .1.2 Czochralski method 

The schematic view of the arc-furnace is shown in Fig. 4.12. It has four t ungsten 
torches to improve a stability of the temperature between the melted material and a water­
cooled Cu hp-mth. Arc-melting has been done under high-quality argon gas atmosphere. 
The melting procedurp- was repeated several times to ensure the sample homogeneity. 
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This method is only applicable to the compounds with low-vapor pressure. When we 
pull up the crystal from a melt by using a seed, it is important to control the diameter of 
the crystal, a pulling speed and the power of torches. A typical necking diameter is about 
1 mm, while a typical diameter of the ingot is 3-4 mm. The growth rate is 10-15 mm/h 
to avoid stacking faults in the sample. We usually keep this speed all over the time and 
do not rotate both the seed and hearth to avoid stacking faults in the sample. 

CePtSi2 

water 
cooling 

water cooling 

observation 
window 

observation 
window 

Fig. 4.12 Schematic view of the tetra-are-furnace. 

We grew a single crystal ingot of CePtSi2 by the Czochralski method from an off­
stoichiometric concentration of CePtt.2Si2.2, after the previous report123). Figure 4.13 
shows a single crystal ingot of CePtSi2 grown in a tetra-arc furnace. 
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CePtSi2 
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Fig. 4.13 Single crystal ingot of CePtSi, grown by the Czochrabki method. 

Starting materials were 99.9%-pure (3N-)La, 4N-Ni, and 4N-C, which wew arc-melted, 
with a slightly off-stoichiometric composition of 1 : 1 2.00 - 2.08. We show in Fig. 4. 14 
an as-grown ingots with 2-3 mm in diameter and 50 mm in length. 

Fig. 4.14 Single crystal ingots of La\"iC, grown b'y the Czochralski method. 

Starling materials of CeCuG were 3N(99.9% pure)-Ce, 5N(99.999% pure)-Cu. The 
phase diagram of Ce-Cu alloys is shown in Fig. 4.15. CeCu6 is a congrucnt-melting 
compound and the melt ing point is about 935 °C. 

The single crystal of CeCu6 was grown by the Cwchralski method in an radio fre­
quency (rf) furnace under He gas atmosphere. lIe gas was purifiecl by a liquid nitrogen 
trap and the gas pressure was 4.0 kg/cm2

. F igure 4.16 shows the schema.tic view of the 
rf furnace. A tungsten crucible, which is supported by a tungsten bar standing on the 
stainless table, is heated by a rf-water-cooled working coil. These are surrounded with a 
quartz-glass thermal insulator wall. The tungsten crucible was heated up to the temper­
ature slightly higher than the melting point. After melting, of the starling materials, a 
seed crystal was inserted into the melt and t hen pulled out to grow a single crystal ingot. 
The pulled single crystal rod of CeCu6 was about 90 nnll in length. 
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4.1.3 Bridgman method 

A single crystal was grown by the Bridgman method in both rf furnace and siliconit 
furnace. There are two kinds of crystal growth in the Bridgman method. One is based 
on a partial melting of the ingot. This was achieved by using the rf furnace. The carbon 
heater surrounded the crucible in which a compound is inserted. The single crystal was 
grown by moving the crucible away from the heater with a speed of 10 mm/hour. 

The another type is, in principle, similar to the former but is to use a thermal gradient. 
This was done by using a siliconit furnace, which is one kind of the vertical electric furnace. 
A siliconit furnace can be heated up to high temperatures up to 1700°C. Figure 4.17 
shows a block diagram of the siliconit furnace. A molybdenum crucible was set up at 
a position with a slightly lower temperature compared to the center of the furnace with 
the highest temperature. The single crystal was grown by decreasing temperature of the 
furnace. 

Alumina tube Mo-crucible 

Thermal-insulator wall 
Heat center line 

H-----t- Tharmal-insulator block 

Argonga!~s =~~~gf=T~ 

Fig. 4.17 Schematic view of the siliconit furnace. 
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Fig. 4.18 Schematic view of the molybdenum crucible. 
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We can know the melting point of the compounds by changing the temperature and 
taking the crucible out from the furnace several times. The melting points was, for 
example, about 1300°C in CeRhGe2. 

The single crystal sample was grown from the lowest part of the crucible. In order to 
gain a better single crystal sample, the end of crucible is requested to be narrow, which is 
similar to the necking in the Czochralski method. Figure 4.18 indicates the molybdenum 
crucible made by hands. 

CeRhGe2 

We succeeded in growing single crystals of new compound CeRhGe2 by the Bridgman 
method. A polycrystalline ingot was synthesized by arc-melting 3N- or 4N-Ce, 4N-Rh, 
and 5N-Ge in the stoichiometric proportion 1 : 1 : 2 under argon atmosphere, as shown 
in Fig. 4.19(a), of which surface plane is found to be the b-plane of CeRhGe2 from Laue 
diffraction, as shown in Fig. 4.19(b). The polycrystal was crashed into small pieces and 
was encapsulated into a molybdenum crucible. Then, we set it in a siliconit furnace with 
the process shown in Fig. 4.20(a) and got a single crystal of CeRhGe2 as shown in Fig. 
4.20(b). The crystal plane was also found to be the b-plane from a X-ray Laue pattern. 
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4.2 Experimental methods 

4.2.1 Electrical resistivity 

Introduction to the electrical resistivity 

59 

An electrical resistivity consists of four contributions: the electron scattering due to 
impurities or defects Po, the electron-phonon scattering Pph' the electron-electron scatter-

ing pc-e and the electron-magnon scattering pmag: 

P = Po + Pph + Pe-e + Pmag· 

This relation is called a Matthiessen's rule. 

(4.1) 

The po-value, which originates from the electron scattering due to impurities and 
defects, is constant for a variation of the temperature. This value is important to know 
the quality of an obtained sample. If Po is large, the sample contains many impurities 
or defects. A quality of a sample can be estimated by determining a so-called residual 
resistivity ratio (RRR = PRT/ Po), where PRT is the resistivity at room temperature. Of 
course, a large value of RRR indicates that the quality of the sample is good. 

Let us introduce a scattering lifetime TO and a mean free path 10 from the resistivity. 
The residual resistivity Po can be written as 

m* 1 
P =-.-

o ne TO' 
(4.2) 

where n is a density of carrier and e is an electric charge. Then TO and 10 values are 

m* 
TO = --, 

nepo 
fikF 

10 = VFTO = --. 
nepo 

(4.3) 

(4.4) 

The temperature dependence of Pph, which originates from the electron scattering by 
phonon, changes monotonously. Pph is proportional to T above the Debye temperature, 
while it is proportional to T5 far below the Debye temperature, and Pph will be zero at 
T=O. 

In the strongly correlated electron system, the contribution of Pe-e is dominant at low 
temperatures. Therefore, we can regard the total resistivity in non-magnetic compounds 
at low temperatures as follows: 

p(T) = Po + Pe-e(T), 

= Po + AT2
, 

(4.5) 

(4.6) 

where the coefficient JA is proportional to the effective mass. Yamada and Yosida 
obtained the rigorous expression of pe-e in the strongly correlated electron system on the 
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basis of the Fermi liquid theory.24) According to their theory, pc-e is proportional to the 
imaginary part of the f electron self-energy .tJ.k, and .tJ.k is written as 

Pe-e ex!J.k ~ ~(7rT? L 7rDLq (O) Dk,(O) Dk'+q(O) 
k',q 

x {rt/(k, k'; k' + q, k - q) + ~rtl2 (k, k'; k' + q, k - q) } , (4.7) 

where r (UT is the four-point vertex, which means the renormalized scattering interac­
tion process of k(a)k'(a) -+ k' + q(a)k - q(a), r~ is denoted as rtt(k1, k 2 ; k3, k 4) -

rtt(k1, k 2 ; k4' k 3), and Dk(O) is the true (perturbed) density of states of f electrons with 
mutual interaction in the Fermi level. This!J.k is proportional to the square of the 
enhancement factor and gives a large T2-resistivity to the heavy fermion system. 

In a magnetic compound, an additional contribution to the resistivity must be taken 
into consideration, namely Pmag. This contribution describes scattering processes of con­
duction electrons due to disorder in the arrangement of the magnetic moments. In general, 
above the ordering temperature Tord , Pmag is given by 

37rNm* I 12( )2 ( ) Pmag = Jex 9J - 1 J J + 1 , 
2ne2cF 

(4.8) 

where Jex is the exchange integral for the direct interaction between the local moments and 
conduction electrons. When T = Tord , Pmag shows a pronounced kink, and when T < Tord , 

Pmag strongly decreases with decreasing temperature. The magnetic resistivities in the 
actinides, however, are ascribed to strong scattering of the conduction electrons by the 
spin fluctuations of 5f electrons. This contribution to the resistivity at low temperatures 
is given by the square of the temperature, namely Pmag = A'T2

• In the heavy fermion 
system, the coefficient A' is extremely large. Therefore, Pmag and Pe-e are inseparable 
and Pmag can be considered to correspond to Pe-e. An analogous situation occurs to the 
specific heat. Namely, in the heavy fermi on system, the magnetic specific heat Cmag is 
changed into a large electronic specific heat Ce , namely,T. 

Experimental method of the resistivity measurement 

We have done the resistivity measurement using a standard four-probe DC or AC 
current method. The sample was fixed on a plastic plate by an instant glue. The gold 
wire with 0.025 mm in diameter and silver paste were used to form contacts on the sample. 
The sample was mounted on a sample-holder and installed in a 4He or 3He cryostat. We 
measured the resistivity from 1.3 or 0.5 K (the lowest temperature 50 mK) to the room 
temperature. The thermometers are a Cernox resistor for all the temperature region or 
a combination between a RU02 resistor at lower temperatures (below 20 K) and a diode 
resistor at higher temperatures. 
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4.2.2 Specific heat 

Introduction to the specific heat 

At low temperatures, the specific heat is written as the sum of electronic, lattice, 
magnetic and nuclear contributions: 

C = Ce + Cph + Cmag + Cnuc 

3 A 
= IT + f3T + Cmag + T2' 

(4.9) 

(4.10) 

where A, I and f3 are constants because of the characteristic properties of the material. 
The electronic term Ce is linear in T and is dominant at sufficiently low temperatures. 

If we can neglect the magnetic and nuclear contributions, it is convenient to exhibit the 
experimental values of C as a plot of C /T versus T2: 

(4.11) 

Then we can estimate the electronic specific heat coefficient I. Using the density of states 
D(cF), the coefficient I can be expressed as 

(4.12) 

where kB is the Boltzmann constant. Since the density of states D( EF) based on the 
free electron model is proportional to the electron mass, the coefficient I possesses an 
extremely large value in the heavy fermion system. 

According to the Debye T3 law, for T « BD: 

C r-v 127r4NkB ( T )3 = f3T3 
ph - 5 BD - , (4.13) 

where BD is the Debye temperature and N is the number of atoms. For the actual lattices 
the temperatures at which the T3 approximation holds are quite low. It may be necessary 
to be below T = BD /50 to get a reasonably pure T3 law. 

If the f energy level splits due to the crystalline electric field (CEF) in the paramag­
netic state, the inner energy per one magnetic ion is given by 

L: niEi exp( -EdkBT) 

ECEF = (Ei) = i L: exp( - Ed kBT) 
i 

(4.14) 

where Ei and ni are the energy and the degenerate degree on the level i. Thus the 
magnetic contribution to the specific heat is given by 

aECEF 
CSch = aT . (4.15) 
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This contribution CSch is called a Schottky term. Here, the magnetic entropy of the 1 
electron Smag is defined as 

rT 
CSch 

Smag = la T dT. 

The magnetic entropy is also described as 

S=RlnW, 

(4.16) 

(4.17) 

where W is a state number at temperature T. Therefore we acquire information about 
the CEF level. 

In the magnetic ordering state Cmag is: 

(ferromagnetic ordering) 

(antiferromagnetic ordering). 

(4.18) 

(4.19) 

When the antiferromagnetic magnon is accompanied with the energy gap ~m' eq. (4.19) 
is modified to Cmag ex: T3exp(-~m/kBT). 

Experimental method of the specific heat 

The specific heat was measured by the quasi-adiabatic heat pulse method using di­
lution refrigerator, 3He and 4He cryostats at temperatures down to 0.1, 0.6 and 1.7K, 
respectively. The sample was put on the Cu-addenda. The RU02 resister thermometer 
and two strain gage heaters were also put on the addenda. One of the strain gage heater 
generated constant heater to compensate heat leak via to the heat radiation and/or the 
thermal conduction by the wire which suspended the addenda. 

We gave heat pulse to the sample and addenda due to the another heater. Then we 
measured the change of the temperature at addenda. The specific heat is deduced as 
follows: 

(4.20) 

Here, ~Q is the amount of heat, I and V are the current and the voltage flowing to the 
heater, respectively, ~t is the duration of heating and ~T is the change of temperature 
due to heating. Here, this C includes both of the specific heat of the sample and that of 
the addenda. The specific heat of the sample is thus derived by subtracting the specific 
heat of the addenda. 

4.2.3 Magnetic susceptibility 

Introduction to the magnetic susceptibility 

At high temperatures, the 41 electron in most of the Ce compounds is localized. The 
crystalline electric field (CEF) theory is thus well applicable to the magnetic property of 
the Ce compounds. By using the CEF theory, the 41 energy level in the Ce compounds 
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with the non-cubic crystal structure splits into three doublets. Hamiltonian of this system 
is given by 

H = HCEF + HZeeman. (4.21) 

Here, HCEF is expressed as 

(4.22) 

in the tetragonal symmetry and 

(4.23) 

in the orthorhombic symmetry, where Br and Or are the CEF parameters and the 
Stevens operators, respectively. 15, 16) Due to the CEF effect, the sixfold degenerate 4f­
levels of the Ce ion are split into three doublets. 

The CEF susceptibility is given by 

and 

(4.25) 
n 

where gJ is the Lande g-factor (6/7 for Ce3+) , J i is the component of the angular mo­
mentum and ~m,n = En - Em. The magnetization can be also calculated by 

Thus, the CEF susceptibility is also given by 

1
. dM 

,XCEF = 1m dH· 
H--+O 

(4.26) 

(4.27) 

The magnetic susceptibility including the molecular field contribution Ai is given as fol­
lows: 

-1 (i )-1 , Xi = XCEF - Ai· (4.28) 

The eigenvalue En and eigenfunction In) are determined by diagonalizing the total Hamil­
tonian 

(4.29) 

where the second term is the Zeeman term and the third one is a contribution from 
the molecular field. The magnetic susceptibility was measured by a commercial SQUID 
magnet meter, produced by Quantum Design. 
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4.2.4 de Haas-van Alphen effect 

Introduction to the de Haas-van Alphen effect 

Under a high magnetic field, the orbital motion of the conduction electron is quantized 
and forms Landau levels124). Therefore various physical qualities show a periodic variation 
with H-1 since increasing the field strength H causes a sharp change in the free energy of 
the electron system when Landaus level crosses the Fermi energy. In a three-dimensional 
system this sharp structure is observed at extremal areas in k-space, perpendicular to the 
field direction and enclosed by the Fermi energy because the density of state also becomes 
extremal. From the field and temperature dependence of various physical quantities, we 
can obtain the extremal area S, the cyclotron mass m~ and the scattering lifetime T 

for this cyclotron orbit. The magnetization or the magnetic susceptibility is the most 
common one of these physical quantities, and its periodic character is called the de Haas­
van Alphen (dHvA) effect. It provides one of the best tools for the investigation of Fermi 
surfaces of metals. 

The theoretical expression for the oscillatory component of magnetization Mosc due 
to the conduction electrons was given by Lifshitz and Kosevich as follows: 125) 

, 
82S.,-1/2 

Ai ex: F H1/2 8k) RTRORs, 

R _ arm~iT/H 
T - sinh(arm~iT/H)' 

Ro = exp( -exrm~iTo/ H), 

Rs = cos(1fgirm~d2mo), 
21f2kB 

ex = --;r;-. 

Here the magnetization is periodic on 1/ H and has a dH v A frequency Fi 

1i 
Fi = -Si 

21fe 
= 1.05 x 10-12 [T· cm2

]. Si 

= 1.05 X 10-8 [Oe· cm2
]. Si 

(4.30a) 

(4.30b) 

(4.30c) 

(4.30d) 

(4.30e) 

(4.30f) 

(4.31 ) 

which is directly proportional to the i-th extremal (maximum or minimum) cross-sectional 
area Si (i = 1, ... , n). The extremal area means a gray plane in Fig. 4.21, where there 
is one extremal area in a spherical Fermi surface. The factor RT in the amplitude Ai is 
related to the thermal damping at a finite temperature T. The factor Ro is also related 
to the Landau level broadening kBTO. Here To is due to both the lifetime broadening 
and inhomogeneous broadening caused by impurities, crystalline imperfections or strains. 
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Fermi surface 

dHvA frequency 

lIH --.. ~ lIH 

(a) (b) 

Fig. 4.21 Simulations of the cross-sectional area and its dHvA signal for a simple Fermi 
surface. There is one dHvA frequency in (a), while there are three different frequencies 
in (b). 

The factor TD is called the Dingle temperature and is given by 

n 1 TD = --7-
27rkB 

= 1.22 X 10-12 [K . sec] . 7-1. 

(4.32) 

The factor Rs is called the spin factor and related to the difference of phase between 
the Landau levels due to the Zeeman splitting. When 9i = 2 (a free electron value) and 
m~ = 0.5 mo, this term becomes zero for r = 1. The fundamental oscillation vanishes 
for all the values of the field. This is called the zero spin splitting situation in which 
the up and down spin contributions to the oscillation are canceled out, and this can be 
useful for determining the value of 9i. Note that in this second harmonics for r = 2 the 
dHvA oscillation should show full amplitude. The quantity 182Sj8kH21-1/2 is called the 
curvature factor. The rapid change of cross-sectional area around the extremal area along 
the field direction diminishes the dHvA amplitude for this extremal area. 

The detectable conditions of dHvA effect are as follows: 

1) The distance between the Landau levels nwc must be larger than the thermal broad­
ening width kBT: nwc » kBT (high fields, low temperatures). 
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2) At least one cyclotron motion must be performed during the scattering, namely 
WeT /27r > 1 (high quality samples). In reality, however, it can be observed eVCn if a 
cyclotron motion is about ten percent of one cycle, although the dHvA ampli tude 
becomes extremely smalL 

3) The fiuctuation of the static magnetic fi eld mlllit be smaller than the fi eld interval 
of one cycle of the dHvA oscillation (homogeneity of the magnetic field). 

Shape of the Fermi s urface 

The angular dependence of dHvA frequencies gives very important information about 
a shape of the Fermi surface. As a value of Fermi surface corresponds to a carrier number, 
we can obtain the carrier number of a metal directly. 

We show the typical Fermi surfaces and their angular dependences of dHvA frequencies 
in Fig. 4.22. In a spherical Fermi surface, the dHv A frequency is constant for any field 
direction. On the other hand, in an cylindrical Fermi surface such as in Fig. 4.22(b), 

k, 

k x 
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» 
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" " 0- Ca) " ~ ~ 
..: 
> ;r: (e) 
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ky 

kx 

(b) 

(b) 

k, 

Field Angle 

k, 

(c) 

Fig . 4 .22 Angular dependence of the dHvA frequency in three typical Fermi surfaces 
(a) , phere (black), (b) c'yl inder (blue), and (c) ellipsoid (red). 
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it takes a minimum value for the field along the z-axis. These relatively simple shape 
Fermi surfaces can be determined only by the experiment. However, information from 
an energy band calculation is needed to determine a complicated one. 

Cyclotron effective mass 

We can determine the cyclotron effective mass m~i from the measuring a temperature 
dependence of a dHvA amplitude. Equation (4.30c) is transformed into 

{ [ (
-2am* T)] } -am* log Ai 1 - exp H ci jT = H ciT + const. (4.33) 

Therefore, from the slope of a plot of log{Ad1 - exp(-2'\m~iTjH)]jT} versus T at 
constant field H, the effective mass can be obtained. 

Let us consider the relation between the cyclotron mass and the electrical specific 
heat "I. Using a density of states D(EF ), "I is written as 

n 2 

"I = 3"kB2 D(EF). 

In the spherical Fermi surface, using EF = 17,2kF
2 /,im~ takes 

= ~k 2_ mc E 1/2 2 V (2 *)3/2 
"I 3 B 2n2 17,2 F 

kB
2
V *k 

= 317,2 mc F, 

where V is molar volume and kF = (SF/n)I/2. We obtain from eq. (4.31) 

= B mo 2e Vmc F 1/ 2 k 2 ( ) 1/2 * 
"I 3~ 17, mo 

m* 
= 2.87 x 10-4 [(mJjK2. mol)(moljcm3)T-1/ 2]. V_c Fl/2 

mo 
m* 

= 2.87 x 10-2 [(mJjK2. mol)(moljcm3)Oe-1/ 2]. V_c Fl/2. 
mo 

In the case of the cylindrical Fermi surface, 

n
2 
k 2 V *k 

"I ="'3 B 2n217,2 mc z 

= kB2~ m~kz, 
617, 

(4.34) 

(4.35) 

(4.36) 

(4.37) 

where the Fermi wave number kz is parallel to an axial direction of the cylinder. If we 
regard simply the Fermi surfaces as sphere, ellipse or cylinder approximately and then 
we can calculate them. 
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Dingle temperature 

We can determine the Dingle temperature TD from measuring a field dependence of 
a dHvA amplitude. Equations (4.30b)-(4.30d) yield 

{ [ (
-2Am*.T)]} 1 log AiH1/2 1 - exp Het = -Am~i(T + TD) H + const. (4.38) 

From the slope of a plot of log{AiH1/2[1 - exp(-2Am~iT / H)]} versus 1/ H at constant 
T, the Dingle temperature can be obtained. Here, the cyclotron effective mass must have 
been already obtained. 

We can estimate the mean free path I or the scattering life time T from the Dingle 
temperature. The relation between an effective mass and lifetime takes the form 

Then eq. (4.32) is transformed into 

fikF = m*vF' 

1= VFT. 

1= fi
2
kF 

21fkBm~TD 

(4.39) 

(4.40) 

(4.41) 

When the extremal area can be regarded as a circle approximately, using eq. (4.31), the 
mean free path is expressed as 

1= fi2 (2e)1/2pl/2(m~)-lTD_l 
21fkBmo fic mo 

= 77.6 [A. T-1/ 2 , KJ. pl/2 (::) -1 TD -1 (4.42) 

= 77.6 x 102 [A, Oe-1/ 2 . KJ . pl/2 (::) -1 TD -I, 

Field modulation method with the pick-up coil dHvA system 

Experiments of the dRvA effect were constructed by using the usual ac-susceptibility 
field modulation method. Now we give an outline of the field modulation method with 
pick-up coil dRv A system. 

A small ac-field ho coswt is varied on an external field Ho (Ho» ho) in order to obtain 
the periodic variation of the magnetic moment Mose. The sample is set up into a pair of 
balanced coils (pick up and compensation coils), as shown in Fig. 4.23. An induced emf 
(electromotive force) Vase will be proportional to dMose/ dt: 

11,: _ dMosc 
osc -ccit 

dMosc dH 
= c dH dt 

. ~ h~ (d
k 
Mose) . 

= -chowsmwt ~ 2k-l(k _ 1)! dHk smkwt, 
k=l Ho 

(4.43) 
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Sample 
2<1> Pick-up coil 

Compensation coil 

5 

Cotton 
5<1> 

Fig. 4.23 Detecting coil and the sample location. 

where c is constant which is fixed by the number of turns in the coil and so on, and 
the higher differential terms of the coefficient of sin kwt are neglected. Calculating the 
dk M/dH\ it becomes 

1 2nho . 2n F kn. 
00 ()k ( ) 

Vose = -cwA £; 2k - 1(k -1)' !:l.H sm H + f3 -"2 smkwt. (4.44) 

Here, !:l.H = H2 / F. Considering ho
2 « H02, the time dependence of magnetization M(t) 

is given by 

where 
>. = 2n F ho (4.46) 

H02 
Here, Jk is k-th Bessel function. Figure 4.24 shows the Bessel function of the first kind 
for the various order k. Finally we can obtain the output emf as follows: 

V~C = c (d:) = - 2""A t, kJ.(A) sin C;: + f3 - ~) sin kwl. ( 4.47) 

The signal was detected at the second harmonic of the modulation frequency 2w 
using a lock-in amplifier, since this condition may cut off the offset magnetization and 
then detect the component of the quantum oscillation only. Thus, eq. (4.47) becomes 

Vase = -4cwAJ2 (>') sin (2;: + (3) sin2wt. (4.48) 



70 CHAPTER 4. EXPERIMENTAL 

Here, we summarize eq. (4.48) as follow: 

Vase -
\ fJ2Sp (kz) \-1/2 . (27rF ) 

A 8k; RTRORs sm H + f3 , (4.49) 

A ex wJ2(x)H1
/
2

, (4.50) 

RT 
20:m~T/H 

-
sinh(20:m~T / H) , 

Ro - exp( -o:m~To/ H), 

Rs - cos(7rm~g/2ma), 

0: - 27r2 CkB / etL 
27rFh 

X - Jj2' 

A in eq. (4.50) is the factor depending on the detecting method. We usually choose 
the modulation field ha to make the value of J2()..) maximum, namely).. = 3.14. A 
modulation frequency of 11 Hz is also used in the dHvA experiment. Figure 4.25 shows 
a block diagram for the dH v A measurement in the present study. 

0.5 
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Fig. 4.24 Bessel function Jk(A) of the first kind. 
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Fig. 4.25 Block diagram for the dHvA measurement. 

Magnetization in high magnetic field 

71 

We measured the high field magnetization in at High-field Laboratory, Center for 
Quantum Science and Technology under Extreme Conditions, Osaka University (KYOKU­
GEN). Figure 4.26 shows the block diagram of magnetization measurement. At first, the 
huge condenser bank is electrically charged. When we turn on the switch of circuit, the 
charge flows through the magnet coil and generate high magnetic field in the coil. The 
long-pulse magnet that we used for this research can generates the magnetic field up to 
550 kOe. The pulse width is 50 msec. We used the uniaxial coil in order to compensate a 
background flux change due to a transient field, as shown in Fig. 4.27. The turn number 
of outer B coil is half of A, and B is twice the area of A. Ideally, we can compensete per­
fectly by A and B coils. However this is ideal, and in fact the background signals are not 
zero, containing linear and nonlinear components of the dH/dt. The linear component 
can be minimized by tuning a bridge balance circuit connected with a compensation C 
coil. 
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Fig. 4.26 Block diagram of measurement of magueLization with a pulse-field mn.gnet. 
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Fig. 4. 27 P ick-up coil [or high-magnetic field experiment. 
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4.2.5 High-pressure technique 

Piston cylinder cell 

A crosH-seetional view of Lhe clamped type piston-cylinder cell used for the electrical 
resistivity measurement is shown in Figs . '1.28(a) and 4.28(b). The cylinder body, clamp­
ing nuts, and obturator are made of a nonm agnet ic MP35N (nickcl-cobaIL-chromium­
molyhdenum) alloy126) The inner piston is made of a non-magnetic tungsten carbide 
(We). Samples were pla.ced inside a Teflon cell with 4. 2 mm in an inner dia.meter and 15 
mill height. The relatively large sample chamher enabled us to put not only resistivity 
samples but also the pick-up coil [or dHvA experiments. The electrical leads were in­
trod uced into the sample chamber through a hole o[ the obturator. The hole was scaled 
by epoxy resin (stycast 2850 FT). The sample chamber was also sealed by the Backup 
rings made of copper-beryllium (eu-De) alloy. 1 : 1 mixture of Daphne oil (7373) and 
petroleum ether were used 8.'; a pressure-transmi tting medium. Pressure inside the cell at 
low temperatures was calibrated by the superconducting transition temperaWre of 8n.127

) 

High pm"ures up to 3 CPa are realized by this piston cylinder cell. Figure 4.28(c) shows 
the photograph of sample setting. 

(a) (h) 
Clamp ing Nut ( ~IIP35N) 

JI-I-I-r" -'"~ I 
If---fl--+- Backup Ring (Cu-Be) . ~ . 

Tetlon Cell ------- ~ / 
nrH-I-- Bockup Ring (Cu-Be) / S 

+I-f-- Obtli futUf (M 1'351\') ---

'--'·~---L_~amping J\ ut (MI'35N) 

(0) 

Manometer 

Fig . 4.28 (:<) and (I» Cross-secLionaJ views of the prcssnrc cell, and (0) the picture of the 
t)3.mple setting. 

Bridgman anvil cell 

Fignre 4.29 shows the schematic view of a Bridgman anvil type pressure cell. T he 
Bridgman anvil cell consists of 2 opposed anvils face, together with a sample compressed 
in between. The cylinder body and clamping nuts are made of MP35X, and anvils arc 
made of a non-magnetic we. A e u-Be presHure gasket (inner gasket) is supported by 
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the MP35N outer ring (gasket suppor~) in order to tighten t he inner gasket. T he si~e of 
Lhe anvil top and outer diameter of t.he inner gasket is 3 mm. The inner diameter and 
t he thickness of the gasket is 1.8 mm and 0.5 mm, respectively. The photograph of a 
sample seLting and schematic diagram are shown in Fig. 4.30. The electrical leads were 
inLroduced into Lhe sample space through a hole of the we anvil. Daphne oil (7373) was 
used as a pressure-transmitting lllediwll. Pressure inside the cell at low t.emperatures 
was calibrated by the supercondueting transition temperature of pb.127) High pressures 
up to 6 GPa me realized by using the Bridgman anvil eel!. 

clamp nut (MP35N) 

(CuDe) 

•• r::::=-- ,"asleet (MP) 5N) Anvil (WC) 

gasket (MP35N) 

Anvi l (WC) and inner gasket (CuBc) 

Anvil (WC) 
sample space 

Fig. 4.29 Schema.tic view of a Bridgman anvil cell. 

1.8 mm 

silver 

lead(eu) 

Fig. 4.30 Top view of (he sample .etting on the we anvil. 
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Diamond anvil cell 

The main concept of the diamond anvil cell is similar to that of the above mentioned 
Bridgman anvil-type pressure cell. A pair of diamonds is used instead of the non-magnetic 
VfC as anvils. Figure 4.31 is a schematic view of the diamond anvil cell used in the present 
study. Most of parts, including bolts and clamping nuts, are made of Cu-De. Gasket 
made of stainless steel (SUS304) is covered with an insulation layer of sintered A120 3 . 

The inner diameter of the gaskc,t hole and the thickness of the gasket is about 0.35 - 0.45 
mIll depending on the culet size of a diamond anvil and about 0.1 mm, respectively. Due 
to the small sample space, the typical sample si~e for the pressure cell is about O.L'; mm 
x 0.08 mm x 0.03 nnn (thickness), as shown in Fig. 4.31(c). The four point contacts 
arc made by means of the spot welding using the gold wire of 10 microns in diameter. 
The electrical leads (Au or Pt foil with the thickness of 10 microns) arc introduced 
through the surface of the gasket with the insulation layer. Several disc springs are used 
in order to reduce a pressure change due to thermal shrinkage at low temperatures. In 
the present experiment, Glycerol is used as a pressure-transmitting medium which shows 
better hydrosta licity above 5 GPa compared with Daphne oil (7373) 128) Pressure inside 
the cell at low temperatures was calibrated by the shift of the ruby fiuorescence. 129, 130) 

(a) 

(e) 

(b) 
Sample 

Goshl , I;gnm,nl p;n I \ O"kol 

AlP, =\r=~J '1~ 
;n5u"I;;,g I'Y~ I 

I ~'-_""'I--....J 
Au .:.vire / \ 

Diamond anvil Be-ell 

Fig. 4.31 (a) and (b) Schematic views of DiaIllond anvil cell, and (c) the picture of sample 
on the diamond anvil celL 



5 Experimental Results, Analyses, and Discussion 

5.1 CePtSb and CeRhGe2 

Introduction 

Many interesting phenomena are observed in the ternary intermetallic compounds CeT nXm 
(T: transition metal, X: Si, Ge). For example, CeCu2Si2 with the tetragonal structure is 
a prototype heavy fermi on superconductor with ad-wave character.4,131) YbCu2Sb is a 
valence fluctuating compound with TK ~ 80 K, and a relatively large cyclotron mass of 
30 mo (mo : rest mass of an electron) was detected in the de Haas-van Alphen (dHvA) 
experiment.3) In the recent systematic study of RCu2Si2 (R: rare earth) 132), the crystalline 
electric field (CEF) scheme was estimated from the specific heat, magnetic susceptibil­
ity, and magnetization, and the magnetic exchange interaction as well as the quadrupole 
interaction was clarified especially in PrCu2Sjz. CeTX3 (T: Co, Rh, Ir, X: Si, Ge) com­
pounds are also characterized as non-centrosymmetric superconductors.8,87,133-136) These 
compounds, except CeCoSi3, order antiferromagnetically and become superconductive 
under pressure (TN -+ 0 for P -+ Pc), where Pc is a critical pressure at which the Neel 
temperature TN becomes zero. For example, TN becomes zero at Pc = 2.2 GPa in CeIrSi3 
with TN = 5.0 K, and CeIrSi3 becomes superconductive in a wide pressure region from 
1.9 to 3.5 GPa, with a maximum superconducting transition temperature Tsc ~ 1.6 K. A 
huge upper critical field Hc2 (0) ~ 450 kOe has been observed for the magnetic field along 
the tetragonal [001] direction, which is a combined phenomenon between the electronic 
instability and non-centrosymmetric nature of superconductivity. 

CeT 2X2 and CeTX3 mentioned above are three dimensional in the electronic states. 
On the other hand, CeTX2 is expected to become quasi-two dimensional according to 
the recent report on the Ce 4d-4f resonant angle-resolved photo emission spectroscopy 
(ARPES) for CeCoGe1.2Sio.8.137) The energy band calculations reveal four kinds of Fermi 
surfaces. Among them, band 28 and band 29 Fermi surfaces are nearly cylindrical along 
the b-axis ([010] direction), as observed in the ARPES experiment. 

CeTX2 compounds crystallize in the orthorhombic CeNiSi2-type (Cmcm) structure, 
as shown in Fig. 5.1. The structural parameters are a = 4.29 A, b = 16.79 A, and c = 4.24 
A in CePtSjz, for example.138,139) The crystal structure consists of layers perpendicular 
to the [010] direction (b-axis) with the sequence of X-Ce-T-X-T-Ce-X-X-Ce-T-X-T-Ce­
X. The shortest inter-Ce spacing amounts to 4.17 A, whereas the shortest Ce-Pt and 
Ce-Si distances are 3.28 and 3.20 A, respectively, in CePtSi2. The primitive cell of the 
present crystal structure possesses two molecules of CeTX2, revealing that CeTX2 is a 
compensated metal with equal volumes of electron and hole Fermi surfaces. The Brillouin 
zone thus becomes flat along the b-axis, reflecting the large b-value of the lattice constant. 
This might favor the nearly cylindrical Fermi surfaces along the b-axis. 

Very recently superconductivity was observed in CePtSi2 by measuring the electrical 
resistivity and ac-susceptibility for a polycrystalline sample under pressure. A sharp resis­
tivity drop due to superconductivity was observed at the superconducting transition tem-

76 
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Fig. 5.1 Crystal strncture of CcTX2 with Lhe Ce:\'iSiz-type orthorhombic crystal struc­
ture. 

perature T"c = 0.14 K, although zero-resistivity was not attained in this experiment. 140) 

In the pne;;ent study, we grew a single crystal of CePtSiz to clarify the superconduct­
ing property. Furthermore, we synthesized CeTX2 compounds and found that CeRllGe2 
also crysLallizes in the Ce:\'iSiz-type orthorhombic structure . The magnetic and bUper­
conducting properties of CeRhGez were studied. 

Experimental procedure 

CeTSiz (T: transiLion metal) compounds are known to crystallize in the CeNiSiz-type 
orthorhombic structure (Cmcm) for T = Co, Rh , Ir , Ni, and Pt, and the other compounds 
belong to another crysta l structure.14 l) On the other hand, CeTGe2 compounds crystallize 
in the CeNiSiz-type structure only for T = Fe, Co, and Ni14Z,l43) 

First we investigated CeTGez by arc-melting 3N (99.9% pare) -Ce, 3N- or 4N-T, and 
5N-Ge materials. It was found that arc-melted ingots of CeCoGez and CeNiGe2, to­
gether with CeR.hGe2, reveal several fiat planes, ~s shown in Fig. 4.19(a) for CeRhCcz, 
as described in Chap.3. From this procedure, CeRhGe2 was found to crystallize in tbe 
CeNiSiz-type orthorhombic structure. In fact, we verified the stoich iometry of the crystal 
using an electron probe micro-analY7.er. Fnrtherrnore, x-ray diffraction measurements 
were performed using a single crystal sample grown by the Bridgman method, where arc­
melted CeRhG ez polycrystals were sealed in a Mo-crucible and were heated up to 1400 
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Table 5.1 Lattice parameters and positions of atoms in CeRhGe2. 

a = 4.333A 
b = 17.115A 
c = 4.319A 

atom position 
x y z 

Ce 0 0.108 0.25 
Rh 0 0.319 0.25 
Gel 0 0.460 0.25 
Ge2 0 0.750 0.25 

°C in an electric furnace. A single crystal ingot with a flat b-plane, i.e., the (010) plane, 
is shown in Fig. 4.20(a). The lattice parameters and site positions of the constitutional 
elements were determined from the X-ray diffraction measurements of the single crystal 
sample, as summarized in Table 5.L Ternary Ce-Rh-Ge compounds were precisely inves­
tigated in the previous study,144) as shown in Fig. 5.2, but the existence of CeRhGe2 was 
not identified. CeRhGe2 is thus a new compound. 

We also grew a single crystal ingot of CePtSi2 by the Czochralski method from an off­
stoichiometric concentration of CePtl.lSi2.2, after the previous report I23), as described in 
Chap.4. Figure 4.13 shows a single crystal ingot of CePtSi2 grown in a tetra-arc furnace. 
The direction of the single crystal sample was determined from the x-ray Laue pattern 
for CeRhGe2 and CePtSi2. 

The electrical resistivity was measured by the conventional four-probe DC and/or AC 
method. The magnetic susceptibility and magnetization measurements were carried out 
using a commercial SQUID magnetometer. The high-field magnetization was measured 
by the standard pick up coil method using a long-pulse magnet with a pulse duration 
of 50 msec. The specific heat was measured by the quasi-adiabatic heat pulse method. 
The electrical resistivity was also measured under pressure using a piston cylinder cell, 
a Bridgman anvil cell with a mixture of Daphne 7373 and petroleum ether as a pressure 
transmitting medium, and a diamond anvil cell with glycerine as a pressure transmitting 
medium. 

Experimental results and analyses 

First we show the temperature dependence of the electrical resistivity for the current J 
along three principal directions in CeRhGe2, as shown in Fig. 5.3(a). The resistivity for 
Jllb-axis is much larger than those for Jlla- and c-axes. The steep decrease in the resistiv­
ity at low temperatures is due to antiferromagnetic ordering with the Neel temperature 
TN = 7.6 K, discussed later. 

Similarly, we measured the electrical resistivity of CePtSi2, as shown in Fig. 5.3(b), 
together with the previous resistivity data for CeNiGe2145) shown in Fig. 5.3(c). The 
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Fig. 5.2 Ternary Ce-Rh-Ge alloy phase diagram , where the existence of CeRhGe2 was 
not identified in the previoLls diagram, cited [rom reI. 144. Among twenty Ce-Rh-Ge 
compounds, compounds 7, 8, 9, and 15 are shown, together with the new compound 
CeRhGc2. 

anisotropy of electrical resistivity between J li b-axis and J .l b-axis is distinguished in 
CePLSi2 and CeNiGc2. The corrcsponding Fermi surface is most likely nearly cylindrical 
along the b-axis, as mentioned above. 

Figures 5.4(a)-5.4(c) show the temperature dependences of magnetic susceptibility, 
inverse susceptibility, and magnetization of CeRhGe2, respectively. The magnetic sus­
ceptihility follows t he Curie-vVeiss lmv at high temperat ures. The effective magnetic 
moment f.1., fI and paramagnetic Curie temperature tip are f.1.efl = 2.41 f.1.B/Ce and lip = 
-26.3 K for 11 Ii a-axis, f.1., H = 2.39 f.1.H/CC and lip = -69.9 K for H lib-axis, and f.1.eff = 2.44 
11H/Ce and lip = 25.8 K for Hll e-axis, respectively. The effective Bohr magnetic moment 
is very close to the moment of a free Ce3+ ion, 2.54 f.1.B. 

The magnetic susceptibility for Hll e-axis in the inset of Fig. 5.4(a) decreases steeply 
below TN = 7.6 K, indicating the antiferromagnetic ordering, while the susceptibility for 
Hlla- and b-axis increases slightly below TN = 7.6 K. It is concludcd that thc antiferro­
magnetic easy-axis corresponds to the e-axis, while the a- and b-a.xes are hard axes. 

Figure 5.4( c) shows the corresponding typical magnetization curves. It is clear that 
the c-axis is an easy-axis in the magneti~alion. The ordered moment is estimated to be 
1.3 f.1.B/Ce. Thin solid lincs in Fig. 5.4 arc the result of CEF calculations, which will be 
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Fig. 5.3 Electrical resistivity for the current J along three principal directions in (a) 
CeRhGe2, (b) CePtSi2 , and (c) CeNiGe2 cited from ref. 145. 

discu~~ed la Let". 
From the differential magnetization dNI/d H curves and tcmperature dependences of 

magneti7,atiol! at several magnetic fields, 8B showl! ill Figs . 5.5(a) and 5.5(b), respectively, 
we constructed t he magnetic phase diagram, as shown ill Fig. 5.6. This means that t here 
exist three antiferromagnetic phases named AF1, AF2, and AF3. 

Next we show in Figs. 5.7 and 5.8, the corresponding susceptibility, inverse magnetic 
susceptibility, and magneti7,ation curves o[ CePtSi2 and CeNiGe2, respectively. The mag­
netic ani~()tropy is approximately the same in CeRhGe2, CePtSi2 , and CeNiGc2. Solid 
lines are the result of CEF calculations, discussed later. 

We measured the low-temperature specific heat C in the form of C / T for CeR.hGe2 
and CePtSi2 , as shown in Figs. 5.9(a) and 5.9(b), respectively. A A-type antiferromag­
netic transition was found at TN = 7.6 K in CeRhGe2. The inset shows the T"-dependence 
of CIT. The electronic specific heat coefficient was obtained as "1= 70 mJ/ (K2'mol) [or 
CeRhGe2' The magnetic entropy obtained by integrating C /T as a [unction of temper-
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Fig. 5.4 (a) Temperature dependences of magnetic susceptibility and (b) inverse mag­
netic susceptibility, and (c) magnetization curves at 4.2 K for the magnetic field along 
three principal field directions in CeRhGc,. Thin solid lines are the result of CEF calcu­
lations. 

ature was roughly estimated to be O.7GRln2 at T" = 7.6 K, indicating that the gTOund 
state is a doublet in the CEF schemc. 

Similarly, we observed the antiferromagnetic ordering at TN = 1.9 K and obtained 
a large f value of 800 m.J/(K2·mo]) in CePtSi2. The magnetic entropy was roughly 
estimated to be O.35Rln2 at TN = 1.9 K. The small magnetic entropy is mainly due to 
the Kondo effect. T he present result for CePtSi 2 is approximately the same as that in 
the previous report. 1'2:1) 

In order to clarify the magnetic structure of CeRhGe2, powder and single crystal 
neutron diffraction experiments were carried out using the thermal triple-axis spectrom­
eter PONTA (5G) installed at the research reactor JRR-3M in the Japan Atomic Energy 
Agency. The single crystals were crushed and carefully milled Lo a powder for the neutron 
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Fig. 5 .5 (a) Magnetic fi eld dependcnce of dM / dH curves at several temperatures, and 
(u) temperature dependence of magnetization in several magnetic ficlds for H llc-axis in 
CcR11Ge2. 

powder diffracLion experiment . Elastic scattering was measured with neutrons of energy 
E = 14.7 me V monochromatized and analyzed with pyrolytic graphite crystals. 

Figure 5,10 shows poweler-diffraction patterns at 3.8 anel 10 K. Around 20 = 16°, 
the (020) nuclear reflection W"'" ohserved at both tem peratures. At 3.8 K, two ot her 
distinct peaks were ouserved around 20 = 18° and 21° , which correspond to reciprocal 
la ttice vectors of IQI = 0.83 and 0.97 A- I , respeclively, as ind icated by arrows. Since 
both peaks appear just below TN = 7.6 K, they are attributed to the magnetic reflections 
due to the ant ifcnomagnetic ordering. T hese Q values cannot be explained by a simple 
antiferromagnetic structure. 

In order Lo determine the magnetic structure for CeRhGc2, we searched for superlat­
tice reflect ions on (h k 0) and (h 0 I) planes using a single crystal. On the (h k 0) pla.ne, 
we carried out several line scans and also constant Q scans with IQI = 0.83 and 0.97 A - 1, 

but no indication of a superlattice refiection was observed. Then we continued to study 
superlattice refl edions OIl (h 0 I) planes, After several attempts of line scans, we carried 
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Fig. 5.6 Magnetic phase diagram for H ll e-axis in CeRhGe2, where closed circles and 
triangles were obtained by the pulsed-field magncti~ation and SQUID magneti7.ation mea­
surements, respectively. 

out a constant Q scan with IQI = 0.83 A -I and observed a remarkable superlattice peak 
at (0.475 0 0.330). 

Figure 5.11(a) shows the corresponding line scallS around (0.475 0 0.330) at several 
tcmperatures below 8. 1 K. Since t he peak appea.red below TN = 7.6 K, it is attributed 
to a magnetic origin, implying an incommensurate antiferromagnctic structure. We mea­
sured the temperature dependence of the integrated intensity of the magnetic reflection 
at (0.475 0 0.330), as shown in Fig. 5.11(b). T he anLiferromagnetic pea.k intensity in­
creases below TN = 7.6 K, indicating a, clear temperature dependence associated wit h the 
ant iferromagnetic ordering. 
W{~ also searched [or antiferromagnetic pea.ks with a symmeLric position of (k, 0 k2): 

k, = 0.475 and k2 = 0.330 such as (2-k, 0 k2 ), (k, 0 2-k2) and so forth . The detected 
anl i[erromagnetie peak posit ions (shown by crosses) and their intensities, together with 
the nuclear peak positions (closed circles) are summarized in Fig. 5.12 ( a) . The integrated 
intensity of the magrwtic scattering [or a non-polarized neutron beaIn is given as follows: 

(5.1) 

and 

(5 .2) 

where A, L(()) , sin a , and F,\1(Q) me the scale factor, Loren7. faetor, angle [actor, and 
magnel ic structure factor , respectively. N(~utrons have a magnetic scattering length for 
the projection of the magnet ic moment onto the plaIle perpendicular to the scattering 
vector Q, and t hus, the intensity is proportional to sin 2a, which is callcd as angle factor. 

In order to confirm the direction of the magnetic moment, the integrated intensit ies of 
the observed magIletic pcaks were measured and plotted as a function of sin~a, where a is 
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Fig. 5.7 Temperature dependences of (a) magnetic susceptibility and (b) inverse mag­
netic susceptibility, and (c) magncLi~ation curves at 4.2 K for the magnetic field along 
three principal directions in CePtSi,. Thin solid lines arc t he result of CEF calculations. 

the angle between the ,cattering vector Q and the c*-axis. As shown in Fig. 5. 12(b), the 
normali7,ed integrated intensity exhibits a linear relation with resped to sinlet. Therefore , 
t he direction of the magnetic moment is parallel to the c-axis, which i, consistent \\~th 

the results oI magnetic , usceptibility and magnetizat ion curveS. 

In order to find t he other anti ferromagnetic reflections observed in the powder neutron 
diffraction measurement , we carried out another constant Q scan with IQI = 0.97 A-I, 
but no peak was observed on t he (h 0 I) plane. Therefore we searched for t he second 
magnetic reflection in t hree dim ensional reciprocal space. In order to make the survey 
more efficient, we estimated the magnetic peak position in connection with the first 
magnetic peak aHk1 0 k2 ) and IQI = 0.97 A - l An expected ant ifcrromagnetic peak is at 
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Fig. 5.8 Temperature dependences of (a) magnetic susceptiLility and (b) inverse mag­
netic susceptibility, and (c) magnetization curves at 2 K for the magnetic field along three 
principal diredions in CeNiGe2. Thin solid lines are the result of CEF calculations. 

(l-k, 1 k2)' It should be nOLed that this experiment was performed in another triple axis 
spectrometer (AKANE) installed in the guide hall in JRR-3M with the neutron encrgy 
of 19.47 meV (.\ = 2.05 A). Figure 5.13 shO\% t he line scans at (0.525 1 0.330) at 4.35 
and 10.3 K, which are below and above TN = 7.6 K, respectively. lL is noteworthy that 
we found the second magnetic reflection at (0.525 1 0.330) = (l- k l 1 k2)' 

On the basis of these experimental results, we illustrated onc of possible magnetic 
structnres of CeRhGe2 in Fig. 5.14. In this crystal structure, cerium atoms occupy the 
4c site of the Cmcrn space group. In this case, following three antiferromagnetic models 
are plausible for the magnetic structure of CeTX2' 46) according to the Bertaut method 
Lased on the irreducible representation theory:147) (i) A-type: (+ ) 81 aud 84 , (-) 82 and 
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F ig. 5 .9 Low-temperature specific heat in (a) CeHhGe2 and (h) CePtSi2. Insets show 
C / T as a function of T2. 

S3, (ii) C-type : (+) S, and S2, (-) S3 and S4, and (iii) G-type : (+ ) S, and S3, (-) S2 and 
S4, where (+) and (-) correspond to the spin orientation of the magnetic ions at the SI 
(0, y, 1/4), S2 (0, -y, 3/4), S3 (1/2, 1/2+ y, 1/4), and S4 (1/2, 1/2-y, 3/ Ll) sites. Among 
them, the model (ii) C-type magnetic structure is most likely applicable to CcRhGe2, 
as in the case of CeCuO.86Ge2. 140) Since the magnetic structure is incommensurate, the 
entire magnetic structure is not shown in Fig. 5.14. 

First we confirmed whether or not superconductivity i, truly realized in CePtSi2 
by measuring the electrical resis tivity under pressure. This was necessary because the 
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F ig . 5.10 Neutron powder ditlradion p<1tlerns at 3.8 and 10 K for CeRhGe2 · 

zero-resistivity was not attained in the previous report 1 40
) This often occurs in pressure­

induced superconductivity, mainly due to sample quality, a very na.rrow sllpereonducting 
region in the pressure phase diagram and inhomogeneous pressures. In the previous 
experiment using a piston cylinder cell in CeRl12Si2, zero-resistivity was obLained in a 
very narrow pressure region from l.03 to l.08 GPa, although the resistivity drop due to 
superconductivity was obtained from 0.97 to l.20 GPa6 9) 

Under the consideration of a narrow superconducting pressure region in CePtSi2 , 

we carried out the resistivity measurement under pressure, as shown in Fig. S.lS. The 
temperat ure dependences of overall resistivity is <1pproximately the same at ditlerent 
pressures. The resistivity pea k at 30 K shifts to a higher temperature of 40- 50 K under 
pressures of 1.22-1.69 GPa, as shown in Fig. 5.15(a). Zero-resistivity due to supercon­
ductivity is obtained in a narrow pressure region centered around 1.5 GPa, namely, from 
l.3 to l.8 GPa, as shown in Fig. 5.15(b). At Li1 GPa, the onset of superconductiv­
ity occurs at 0.18 K and zero-resistivity is obtained below Tsc = 0.16 K. Figure 5.16 
shows the pressure dependences of the Neel temperature TN, cited from ref. 140, and the 
superconducting transition temperature Tse obtained in the present experiment. 

vVe measured the electrical resistivity by applying magnetic fields, as shown in Fig. 5.17. 
The experiments were carried out for three different samples. Zero-resistivity was not 
found at the same temperature, although the onset of superconductivity was realized at 
almost the same temperature. The superconducting transition temperature shifts to a 
lower temperature with increasing the magnetic field. 

Figurc 5.18 shows thc uppcr critical field He2 for three principal directions, which 
is defined as the ?ero-resistivity even under magnetic field. The slope of Hc2 at Tsc, 
-dHe2 /dT , and He2 (0) are approximately obtained as - dHcddT = 350 kOe/K at T"e = 

0.14 K, and Hc2 (0) = 11 kOe for H il a-axis, - dHe2 /dT = 240 kOe/K at Tse = 0.16 K, 
and Hc2 (0) = 22 kOe for Hl lb-axis, and - dHc2 /dT = 89 kOe/K at Tse = 0.15 K, and 
HeAO) = 3 kOe for Hl lc-axis, respectively. The upper critical field is highly anisotropic, 
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Fig. 5.11 (a) Line scan around (0.475 0 0.330) at several temperaLures and (b) temper­
atum dependence of the integrated intensity of the magnetic reAection in GcRhGe2' 

which will be discussed in the next section. 

Next we carried out similar pressure experiments for GeRhGe2 using t he piston cylin­
der and Bridgman anvil type pressure cells, revealing that higher pressure are needed 
in order to suppress t he 8ntiferromagnetism of GeRhGe2. Furthermore, we studied the 
effed of pressure on the electronic state of this compound using the diamond anvil cell. 
F igure 5.19 shows the ternpcraLure dependence of che electrical resistiviLy under high 
pressures up to 7.1 GPa. 

vVith increasing pressure, the Neel tempera.ture TN = 7.6 K incre,J.~cs slightly up to 
about 3.5 CPa, then decreases steeply, and almost becomes ~ero a.round 7 CPa. At 7.1 
GPa, Lhe electrical resistivity exhibits a sudden drop below Tsc = 0.45 K. This is most 
likely due to the superconducting transition. The corresponding pressure phase diagram 
is shown in Fig. 5.20. The critical pressure Pc is estimated t 9 be about 7 CPa. 

Finally we note the pressure experiments for GeXiGe2 with a Neel temperature TN! = 

3.9 K and another magnetic transit ion temperature T N2 = 3.2 K. The electri,:>,1 resisci vity 
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and ac-specific he"t were measured up to 2 GPa, indic"ting t hat the Neel t emperature 
deerc8.5es monotonically down to l.35 K at l.9 GPa 1 48

) The critieal pressure was roughly 
estimated to be Pc = 3.5 GPa. Another experimcnt, however , indicated satm aLed be­
havior of TN in the pressure region from 0.5 to 2 GPa, suggesting a la rge Pc valuc1 4Y

) 

Discussion 

On the basis of the above experimenlal results of magnetic susecptibility and magnet ir-f1-
t ion, wc constructed the CEF scheme tt)r Co TX2 . We performed the CEF analyses based 
on these data. The CEF Hamiltonian for the or thorhombic site symmetry is givcn by 

(5.3) 
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4.35 « TN = 7.6 K) and 10.3 K (> TN) in CeRhGe2' 

where Bin are the CEF parameters and 0 1 are the Stevens opcrators15,16) The magnetic 
susceptibility based on the CEF model, XCEF (i = x, y, z), is given by 

and '" ~ Z = ~e-kBT l 

n 

(5.4) 

(5.5) 

where YJ is the Lande g-factor and J, is the component of angular moment um. The mag­
netic susc(~ptibility Xi , including the molecular field contribution Ai and a tem perature­
independent susceptibility Xb, is given a.5 follows: 

1 . 
Xi =~I _ _ A+Xo· 

XCI::F t 

(5.6) 

We also calculated the magnetization using the following formula: 

M = _ '" 9JIlB (n IJ,I n) e -~ 
, ~ Z ' (5.7) 

n 

where the eigenvalue En and the eigenfunction In) are determined by diagonalizing the 
total Hamiltonian: 

(5.8) 

where 7-lCF.F is given byeq. (5.3), the second term is the Zeeman term and the third one 
is the molecular field. 
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Fig. 5.14 Possible magnetic structm c model of CeRhGe2. 

Thin solid lines for the inverse magnetic susceptibili ty in Figs. 5.4(b), 5.7(b), and 
5.8(b) , and the magnetiza.tion in Figs . 5.4(e), 5.7(e), a.nd 5.8(c) a.re the results of CEF 
calculations for CeRhGe2 , CePtSiz, and CeNiGc2, rcspecLively, which well reproduce the 
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experimental dala. The CEF parameters of Bin, energy levels, and the corresponding 
wave functions for CeTX2 are summarized in Tables 5.11, 5.III , and 5.lV , respectively. 
Here, we take the a-, Ir and c-axes as t he x-, y- and z-axes, respectively, for CeRhSiz and 
CePtSiz. The CEF parameters for CeNiGe2 are taken from the ref. 145. 

The anisotropy of magnetic susceptibility and magnetization is approximately the 
same in t hese compounds. Overall, the CEl<' schemes are thus approximately the same. 
The splitting energies from the ground state doublet to the first and second excited 
doublets , 6, and 6 2 , are 6 , = 83 K and 6 2 = 579 K in CeRhGe2, 6 , = 88 K and 
6 2 = 826 K in CePtSi2 , and 6, = 93 K and 6 2 = 653 K in CeNiGe2 . Previous CEF 
calculations for CePtSi2 gave 6 I = 105 K and 6 2 = 433 K(123) 

Next we discuss the anisotropy of the electrical resistivity in CeTX2 and t he upper 
critical fi eld Hc2 in the superconductivity in CePtSi2 . The former anisotropy in CeTX2, 
especially that in CePtSi2 and CeNiGe2, is simply understood on the basis of the nearly 
eylindrical Fermi surfaces along the b-axis, as noted above. The latler anisotropy, how-
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Fig. 5.16 Phase diagram of the Neel temperature TN and superconducting tmnsicion 
t emperature T," fh' a function of pressure in CePtSi2 , where onset and 7,ero reHiHt.ivity 
data for superconductivity are shown hy circieH and squares, respectively. The pressure 
dependence of TN shown by triangles was cited from ref. 140. 

ever, cannot be understood in terms of tbe nearly cylindrical Fcrmi surfaces. T his is 
because thc 11e2 value for Hllb-axis should be small compared with those for Hlla- and 
C-8xes if the effective mass model based on the nearly cylindrical Fermi surfaces is ap­
plicable to the upper cri t ical field in CePtSi2 . The expcrimcntal result of Hcz is highly 
differcnt from the present simple prediction, as shown in Fig. 5. 18. 

To understand the topology of the Fermi surfaces, energy band calculations were car­
ried out for CePtSi2 using a relati vis tic linearized-augmented plane wave method with a 
local density approximation. 150) The experimental values of the lattice parameter are used 
in the calcula tion. T he band structure and the Fermi surface were calculated by the same 
calculational procedure as that llsed for CeCoSi2

1 51) The 4j'-itinen\nt Fermi surfaces are 
shown in Fig. 5.21 , revealing semim(~tallic slilall closed Fermi surfaces. T hese Fermi sur­
faces arc highly different from the nearly cylinclri r.al Fermi surfaces in CeCoGe1.2Sio.8. 137) 

Next, the Fermi energy is shifted clownward by 3 mRy for the 28th hole Fermi surface 
of CePtSi2, while the Fermi energy is shifted upward by 3 mRy for the 29th and 30th 
electron Fermi surfaces. Thus, obtaincd Fermi surfaces are cylindrical along the b-axis 
and also along the a-axis, as shown in Fig. 5.22. The Fermi surfaces are anisotropic, 
but open orbits are present for three principal fi eld directions. The present anisotropy 
of Hc2 cannot be simply explained by the anisotropic cyclotron mass based on the Fermi 
surfaces. 

It is also noticed that the paramagnetic suppression of Hc2 is realized in CePcSi2 . 

f1~2 (0) values were roughly estimated to be 33, 26, and 9.1 kOe for Hll a-, b- , and c-axcs, 
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for (a) HII &- and (b) coaxes at 1.51 GPa in CeP tSi2 . 

respectively, using the Wert.hamer Helf and Hohenberg dirty-limit formula:102) 

(5.9) 

These Hc2(O) values are strongly rednced to Lhe experimental values of Hc2(O) = 11 , 22, 
and 3 kOe for Hlla-, b-, and Coaxes , respectively. The amount of reduction depends on 
t.he field direction, and there is a possibility that the paramagnet.ic suppression is not 
uniform but anisotropic. From these discnssions, it is not easy to explain the present 
anisotropy of He2 in CcP tSi2 , but the Hc2 va lues are closely related to the anisotropic 
Fermi surfaces and paramagnetic suppression. • 
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Fig. 5.18 Tempera.ture dcpemlence of t he upper critica.l field for three principal direc­
tions in CcP tSi2 . Solid and broken lines are guides to the eye. 

Summary 

We measured the electrical resistivity, magnetic susceptibili ty, magnetization , specific 
heat, and neutron scattering for ant iferroillagnets CeRhG e2 and CeP tSiz, and we also 
performed electrical resistivity measurements under pressure. Experimenlal results are 
summarized as follows: 

1) CeRhGe2 was found to be a new compound with the orthorhombic CeNiSi 2-type 
structure. It orders antiferromagnetically below T'i = 7.6 K with an ordered moment of 
l.3 I1H/Ce. The antiferromagnetic easy-axis corresponds to t he c-axis, while the 0.- and 
b-axes are hard axes in magnetiza tion. T he magnetic structure is, however, not simple. 
A remarka.ble superiaUice peak at (0.475 0 0.330) was found below TN in the neutron 
diffraction measurement , indicating an inc,ommcllsurate antiferromagnetic structure. It 
was also foulld that the magnetic moments orient along the c-axis in the ordered state. 
The I value w,~, obtained to be 70 m.J/(K~·mol). 

2) The anisotropy of magnetic susceptibili ty and magnetiza.t ion in CeRllGe2 is ap­
proxim ately the same as that in CePtSi, and CeNiGe2, reflecting the crystal structure. 
On the basis of these experimental results , we obta.ined the CEF schemes for these three 
compounds. The overall split ling energy is large, ranging from 600 to 800 K. 

3) We confirmed the superconductivity of CePtSiz at around l.5 GPa, revealing zero­
resistivity at T,e = 0 15 K. Thc upper critical field was roughl y estimated to be Hc2 (O) 
= 11 , 22 , and 3 kOe for H lIo.-, b- , and c-axes, respectively, which is closely related to the 
anisotropic Fermi surfaces and pa.ramagnetic suppression. The similar pressure-induced 
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superconductivity is mosL likely observed below 0.45 K under 7.1 GPa in CeRhGe2 . 
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Table 5,II CEF parameters, energy level schemes, and the corresponding wave functions 
for CeRhGc, . 

CCF parameters 
Bg (K) B~ (K) E2 (K) 81 (K) E1 (K) Xo (emu/mol) 

7.2 -2.9 0.48 7.0 -6.0 X~·",z = -l.4 X 10- 4 

Energy levels and wave functions 
E (K) 1+5/2) 1+3/2) 1+1/2) 1-1/2) 1-3/2) 1-5/2) 

579 0 -0.442 0 0.567 0 0.695 
579 0.695 0 0.567 0 -0.'142 0 
83 0 0.287 0 -0.644 0 0709 
83 -0.709 0 0.644 0 -0.287 0 

0 0 0.85 0 0.,513 0 0.122 
0 0.122 0 0.513 0 085 0 
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Table 5.111 CEF parameters, energy level schemes, and the corresponding wave func­
tions for CePtSi2. 

CEF parameters 
Bg (K) B~ (K) Bg (K) Bl (K) Bl (K) Ai (mol/emu) Xo (emu/mol) 

12.0 -7.5 -1 2.0 -15.0 Ax =-7 Xo = -2.0 X 10-4 

Az = -40 Xo = -2.5 X 10-4 

Energy levels and wave functions 
E (K) 1+5/2) 1+3/2) 1+1/2) 1-1/ 2) 1-3/2) 1-5/2) 

826 0 0.746 0 -0.105 0 -0.658 
826 -0.658 0 -0.105 0 0.746 0 
88 0 -0.116 0 0.952 0 -0.283 
88 -0.283 0 0.952 0 -0.116 0 

0 0 0.656 0 0.288 0 0.698 
0 0.698 0 0.288 0 0.656 0 

Table 5.IV CEF parameters, energy level schemes, and the corresponding wave func­
tions for CeNiGe2 cited from ref. 145. 

CEF parameters 
Bg (K) B~ (K) Bg (K) Bl (K) Bl (K) 
10.01 7.97 0.14 -7.54 -7.66 

Energy levels and wave functions 
E (K) 1+5/2) 1+3/2) 1+1/2) 1-1/2) 1-3/2) 1-5/2) 

653 0 -0.53 0 -0.5 0 0.69 
653 -0.69 0 -0.5 0 -0.53 0 

93 0 0.47 0 0.5 0 0.73 
93 0.73 0 0.5 0 0.47 0 
0 0 0.71 0 -0.71 0 0.032 
0 0.032 0 -0.71 0 0.71 0 
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Fig. 5.21 Calculated 4f-itinerant Fermi surfaces of CePtSi2 . 
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Fig. 5.22 Calculated 4f-itinerant Fermi surfaces of CePtSi2 , where the Fermi energy 
was shifted by 3 mRy. 
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5.2 CeIrGe3 

Introduction 

Recently, the interplay of magnetism and superconductivity has attracted great interest 
with the discovery of several compounds in which a superconducting phase appears at 
the border of a magnetic order. 1, 152) These materials provide an important route to the 
understanding of superconductivity mediated by spin fluctuations associated with a mag­
netic quantum critical point. In most cases, these novel superconductors are based on 
either cerium or uranium. Of particular relevance is the influence of antiferromagnetism 
and superconductivity on each other in the cerium compounds that under pressure lose 
their antiferromagnetic ordering at a critical pressure around which emerges the super­
conducting state. This phenomenology has become one of the most interesting issues in 
strongly correlated electron systems. 

CeIrSi3,1O) CeRhSi38) and CeCoGe383,133,134) are among the Ce-compounds showing 
superconductivity near a magnetic quantum phase transition. They belong to the series 
CeTX3 (T=transition metal, X=Si, Ge) that crystallizes in the tetragonal BaNiSn3-
type structure without inversion symmetry along [001] direction (c-axis) as shown in Fig. 
5.23. Thus, they are also a part of the important class of novel superconductors that 
lack inversion symmetry. The absence of this symmetry causes the indistinguishability 
of the spin-singlet and spin-triplet states and the splitting of the parity-conserving spin 
degenerate energy bands. Due to this it is expected to see new phenomena in these 
superconductors. Some of the new behaviors indeed observed in CeIrSi3, CeRhSi3 and 
CeCoGe3 are related to the upper-critical field Hc2(T): extremely large H~~(O) (H 11 [001]) 

compared to the critical temperatures, large anisotropies H~~(O)/ H2i(O) , and anomalous 
upward curvatures in H~12(T). 

CeNiGe3, another member of the CeTX3 family but that crystallizes in the orthorhom­
bic SmNiGe3-type structure with inversion symmetry, has a quantum critical point and a 
superconducting phase appearing around this point.153,154) Interestingly, however, CeNiGe3 
has neither a high Hci(O) nor a Hc2(T) with positive curvature. Moreover, until now none 
unconventional behavior has been observed in this compound. Thus, the lack of inversion 
symmetry seems to play a crucial role for the appearance of the unusual superconducting 
properties of CeIrSi3, CeRhSi3, and CeCoGe3. The search for new non-centrosymmetric 
superconductors with quantum criticality is then of high interest. Here we report on the 
discovery of superconductivity near a quantum critical point in the non-centrosymmetric 
compound CelrGe3. 

Experimental procedure 

To eliminate the possibility of having traces of Bi in the resulting crystals, as occurred 
in CeCoGe3,133) our single crystals of CeIrGe3 were grown by the Sn-flux method as de­
scribed in Chap.3. The crystals grown by the procedure display the same thermodynamic, 
transport, and magnetic properties as those grown by the Bi-flux technique. The inset 
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Fig. 5.23 Crysta.! structure of CeIrGe3 

to Fig. 5.24(a) shows a single crys~a l of CelrGe" in which t he flat plane is perpendicular 
to t he c axis. 

Four-probe electrical resistivity measurements were performed with an LR-700 lIC 
resistance bridge operating at 16 Hz. Temperatures as low as 40 rnK were obtained 
wi th a dilution refrigerator. Pressures up to 24 GPa were applied with a CuB(Hnade 
diamond anvil cell and were measured hy the shift of thc ruby Rl fluorescence line at 
room tempemture. The pressure vahle was verified once at 40 K. NaCI powder was used as 
the pwssure-transmitting medium. We were unable to carry out either AC susceptihility 
or specific heat measurements, because of the required high-pressure conditions. 

Experimental results and discussion 

Figures 5.24(a) and (c) show the temperature dependence of the electrical resistivity 
of CeIrGe3 for the sensing current along the [100] direction and for different pre-ssures 
in the range 0 - 24 GPa. At low prcs~;urcs the resistivity decreases with temperature 
and shows the appearance of anti ferromagnetic ordering at low temperatures, which is 
the usual behavior originated [rom localized 4f electrons. As pressure increases, the 
resistivity gradually develops a maximum aro und 100 K, from which it rapidly drops as 
temperature decreases, and ultimately shows a metallic response with no indication o[ 
antiferromagnetic ordering. T his implies a smooth cha.nge from localized 4.f electrons 
at high temperatures to itinerant 4J electrons with formation of heavy masses at low 
temperatures. Such a behavior provides a clear example of the crossover from localized 
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Fig. 5.24 Electrical resisLiviLy of CeIrGe3 as a function of temperature at several pres­
sures in the range 0-24 GPa (a) below room temperaLure and (bl belo,," 20 K. The inset t o 
(a) shows a picLure of a CeIrGe:l single crystal. (c) Temperature dependence of the elec­
trical resistivity of CelrGe3 under several pressures up to 24 GPa is shown by logarithmic 
scale. 

to iLinerant states caused by the Kondo-lattiee phenomenon, as seen in CeCu2Si2155) and 
CeCu2Ge2.75) NoLably, the temperature dependence of the resistivity of CelrGe3 below 
300 K at different pressures differs from that of Lhe sibling compounds CelrSi3, CeRhSi3, 
and CeCoGe", though it looks qualitatively similar to the one of CeNiGe" with inversion 
symmetry.'''l,154) 

Figure 5.24(b) displays the resistivity in t he low-temperature region. It is observed 
that superconductivity occurs at 20 GPa, whereas antiferwmagnetic order fades away 
above 22 GPa. The resistivity above Lhe superconducting transit ion at 24 GPa follows a 
T-linear response in the temperature range 1.7 - 70 K, indicating that the system becomes 
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a non-Fermi liquid. This behavior is found in the other four CeTX3 superconductors as 
well. Although in the present experiment in CeIrGe3 superconductivity initially appears 
at 20 GPa as a drop in the resistivity to a non zero value at the lowest temperatures, su­
perconductivity with zero resistivity is eventually observed at 24 GPa. Pressure-induced 
superconductivity with nonzero resistivity in the low-pressure region has been also found 
in other heavy fermions, like CeNiGe3153,154)' and CeCoGe3,83) and interestingly in the 
oxypnictide LaFeAsO.156) In all these materials superconductivity develops at relatively 
high pressures, which has led to the argument that the lack of zero resistivity could be 
due to defects or inhomogeneities created in the samples by the application of inherent 
nonuniform pressures. However, in CeCoGe3 the resistivity sharply drops to zero only 
once the optimal pressure Popt , at which the superconducting critical temperature has its 
maximum, has been applied.83) Here a similar comportment of the resistivity is observed 
in CeIrGe3' 

In a previous report,157) the pressure-temperature phase diagram of CeIrGe3 was 
drawn up to 7 GPa with the solely existence of an antiferromagnetic phase. Here we 
present in Fig. 5.25 an almost complete phase diagram up to 24 GPa, in which the an­
tiferromagnetic transition temperature TN falls to zero in two steps, the first around 10 
GPa and the second about 21 GPa, and superconductivity appears at 20 GPa below 1.5 
K. The quantum critical point (TN -+ 0) is somewhere near 22 - 23 GPa, thus the super­
conducting state emerges at a pressure at which the antiferromagnetic phase still exists. 
The phase diagrams of CeIrGe3 and the other four CeTX3 superconductors are alike, all 
resembling Doniach's phase diagram2) with the maximum TN around ambient pressure 
and I Jcf I D (E F) replaced by pressure. Here, I Jcf I is the magnitude of the magnetic ex­
change interaction and D(EF) is the density of states at the Fermi energy. This is in 
agreement with the discussion given above for the temperature dependence of the resis­
tivity as a function of pressure, since Doniach model assumes a competition between the 
RKKY interaction, responsible for localization of Ce 4/ electrons and magnetic ordering 
at low pressures, and the Kondo effect, that causes itinerancy in these electrons at high 
pressures. Doniach model, however, predicts a Fermi liquid phase above the quantum 
critical point pressure, whereas the CeTX3 compounds show non-Fermi liquid behaviors. 

The exchange interaction Jcf is also enhanced by the unit-cell volume contraction, 
and a plot of Neel temperature versus average interatomic distance .{j a2c should be in 
close relation with Doniach's phase diagram. This is the case shown in Fig. 5.26 for the 
CeTX3 materials, where the quantum critical point is located around a molar volume of 
176 A 3.135) The figure indicates that whereas for example in CeIrSi3 and CeRhSi3 the 
quantum critical point appears at relatively low pressures, in CeIrGe3 it should emerge 
at much higher pressure. This is confirmed by the present experiment. 

We now discuss the low-temperature resistivity data of CeIrGe3 under magnetic fields 
applied along the [001] direction at 24 GPa, shown in Fig. 5.27(a). The high level of 
noise was caused by the very low bias current used to avoid both heating the sample 
and destroying the superconducting state. Zero resistivity was observed only under these 
conditions. With increasing magnetic field the onset of the resistivity drop shifts to lower 
temperatures, providing further evidence that such a drop is due to superconductivity. 
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in non-cenLrosymmetric CeTX3 superconductors. Thb plot is related to Doniach's phase 
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Using this onset we deduce the Hll2 plotted as a function of temperature in Fig. 5.27(b). 
It is unknown at this point whether or not the H~2 (T) of CelrGe3 will develop an upward 
curvature at lower temperatures and /or at higher pressures near the optimum, as occurs 
in CeIrSi3 , CeIU1Si3 , and CeCoGe3' Nevertheless, it is already clear from the data taken 
at 24 GPa (Fig. 5.27(b)) that H~~( O) > 100 kOe and that it is significantly larger than 
the weak-coupling paramagnetic limiting field Hp '" 30 kOe. 

HlI2 (O ) > Hp has been found in all non-cent rosymmctric superconductors that emerge 
in the presenee of an antiferromagnetic phase and have a large flntisymmetric spin-orbit 
coupling; that is, in CelrSi3, CeIU1Si3 , CeCoGe3, CePe3Si, and now CeIrGe3 ' It is believed 
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that the absence of the spin paramagnetic limit is a common feature of these compounds, 
and thus that their superconductivity is limited by orbital effects. In CeIrGe3 the initial 
slope of the H~2 vs T curve has the value ( -dHlI2/ dT)Tc = 16 T /K. The zero-temperature 
orbital upper-critical field H~2b(0) can be obtained from the formula158} 

(5.10) 

The value ha depends on both the ratio ~a/l and the coupling parameter >.. In CeIrSh, 
CeRhSi3, and CeCoGe3 HlI2 (0) is close to the strong-coupling limit of the orbital critical 
field H~2b. In the clean approximation the orbital-limited HlI2(0) of CeIrGe3 should have 
a value between 170 kOe (weak-coupling) and 370 kOe (strong-coupling). From this 11 < 
H~2(0)/Tc < 25, a large ratio only seen in non-centrosymmetric CeTX3 materials with 
an antiferromagnetic phase. We argue here that even though the present data already 
suggest a very high H~2(0) in CeIrGe3, in non-centrosymmetric CeTX3 superconductors 
the highest Hl~(O) and a positive curvature of H~12(T) are found at pressures very close 
to the optimum for superconductivity. It is possible that we did not reach the optimal 
pressure for CeIrGe3. 

Summary 

In summary, we reported on the temperature dependence of the electrical resistivity of 
CeIrGe3 under high pressures up to 24 GPa. Pressure-induced superconductivity was 
found at 20 GPa. A significantly large upper-critical field H c2 (0) > 100 kOe is observed, 
implying a large H~12/Tc as in the other non-centrosymmetric CeTX3 superconductors 
that emerge in an antiferromagnetic phase. 
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Fig. 5.27 TcrnperaLure dependence of (a) electrical resistivity of CeIrGc3 under magnetic 
fields in 0 and 5 T at 24 G Pa, and (b) the upper criLical field of CelrGe3 with ma.gnetic 
field along the [DOl ] direction , together with the one of CelrSi3 aL 2.6 GPa as shown in 
the solid line cited from ref. 87. 
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5.3 LaNiC2 

Introduction 

Rare earth metal (R)-tmnsition metal (T: Fe, Co, Ni)-carbides RTC2 mainly crystallize 
in t he CeNiC2-type orthorhombic s~ructure (space group Amm2)159) Carbon is not 
magnetic, and t he magne~ic contribut ion of nickel in RNiC2 is also zero because YNiC2 

and LaNiC2 do not show the presence of any magnetic moment160). Consequently, only 
t he rare carth ions contribute to the magnetic exchange interaction based on the RKKY 
interact.ion I6 1) . 

The crystal structure of R\iC2 is characterist ic, as shown in Fig. 5.28. The space 
group is Amm2 with R in 2a (0 , 0 , 0), Ni in 2b (0.5 , 0 , z), and C in 4e (1/ 2 , y , z), for 
example a = 3.959 A, b = 4.564 A, and c = 6.204 A in LaNiC2

162
) We follow the space 

group of Amm2 , but Cm2m is often used , showing the corresponding direclion in the 
bracket of Fig. 5.28. The R plane, namely the La plane at x = 0 and NiC2 plalle at x = 

0.5 are st acked sequentially along the a-axis. It is noted that the lattice conslant a value 
is about 4.0 A, and then a distance between the La planc and the NiC2 plane is about 2.0 
A, revealing a very short distance. The Ni and C atoms form the hexagonal-li ke lattice, 
and two carholl a toms are strongly coupled alld form a dimer-Iike coupling. Important 
is that the crysta l structure lacks inversion symmetry along the c-axis, as shown in Figs. 
5.28(c) and 5.28(d). The recent b8l1d calculation revealed spill-spliL Fermi surface, hased 
on the ant.isymmelric spin-orbit interac:tionH;3). 

(al 

a(e) 

LCb) 
b(a) 

(b) 

a(e) 

L b(a) 

e(b) 

Lb(a) 

Fig. 5.28 Crystal s tructure with space group Amm2 (Cm2m) in LaNiC2 . 
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Very rccenliy, LaNiC2 attracts a special attention because the onset of superconduc­
tivity coincides with the appearance of spontaneous magnetic fields in the muon spin 
relaxation experiment, implying that time-reversal symmetry is broken in the supereon­
dueting slate'64). In the previous specific heat experimcnt, the speciftc heat C was also 
not exponential but followed a power-law form of T3-dependence, elaiming nodes in the 
superconducting energy gaplG5). The experimental results of magnetic penetration depth 
followed a T2-dependence, suggesting the existence of nodes in the energy gap166) From 
these experiments, the triplet pairing state with the i-wave type is proposed for super­
conductivity of LaNiC2 because the crystal structure lacks inversion symmetry, as in 
CePt3Si7), CeTX3 ( T : Co, ]lh, Ir, X : Si, Ge )135), and Li2(PdxP t ' _xhB (x = 0 - 1)'67) 
It is, however, noted that the nuclear spin relaxation rate 1jT, in the 139La_NQR signal 
was cxponential, with an energy gap 26 = 3.34kBTse , close to the DCS value of 3.52kBT"" 
suggesting that superconductivity of LaNiC~ is of a conventional BCS-type ' 68) . 

All the previous experiments were carried out by using polycrystalline samples. It is 
needed to do the similar measurements by using a higher-quality single crystal sample. 
We theretore grew single crystals by the C~ochralski method, and measured the electrical 
resistivity, de Haa.~- van Alphen (dHvA) effect and specific heat to clarify the Fermi surface 
and stlperconducting properties. 

Experimental results and analyses 

Single crystals were grown by the Czochralski method in a tetra-arc furnaee. Starting 
materials were 99.9 % pure(3N-) La, 4N-Ni, and 4N-C, which were arc-melted , with a 
slightly off-stoichiometric composit ion of 1 : 1 : 2.04-2.08. We sh·ow in Fig. 5.29 as-grown 
ingots with 2-3 mm in diameter and 50 mm in length. The a-plane was easily identified 
from the X-ray Laue method. 

Fig. 5.29 Single crystal ingots of LaNiC2 grown by the Czochralski method. 

We show in Fig. 5.30 t he temperature dependence of the electrical resistivity P for 
the current along three principal axes. The electrical resistivity decrea .. ,es almost linearly 
with decreasing temperature, reaches a COIlstant value below 10 K, and finally becomes 
zero at a superconducting transition temperature Tsc = 2.7 K. The residual resistivity 
ratio was 30 - 40 : the residual resistivity Po = 2.9 ,,[l·cm, and the resistivity at room 
temperature PRT = 120 ILO·cm, and RRR. = 41 for J II b-axis, for example. It is noted 
that the r,e value depends on the sample even in the same ingot and also the magnitude 
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Fig. 5.30 Temperature dependence of the electrical resistivity in La,\iC2 . 

of the current , ranging from 2.7 to 3.2 K, which is consistent with the previous report16G) . 

The anisotropy of t he electrical resistivity io not large, suggesting that t he Fermi surface 
is three dimensional, although the crystal structure is characteristic a.long the (lraxis, as 
mentioned above. 

Next we ca.rried out the dHvA experiment by using the conventional fi eld modulation 
method. Figure 5.31 shows the typical dHvA oscillations and the correspond ing fa.<;t 
Fourier transformation spectrum (FFT) for the magnetic field along the a.-axis. Two 
kinds of fund amental branches named u (0/) and (J «(3') were observed, together with 
their harmonics. Each branch is split into two branches ba.<;cd on the anti symmetric 
spin-orbi t interaetion. 11ere, the dHv A frequency F (= cfiSF/2rre) is proportional to the 
cxtremal (maximum or minimum) cross-sectional area of the Fermi surface Sp, which is 
expressed as a unit of magnetic fi eld. 

We rotated the sample against. t.hc field direction, and obtained the field depenrlence 
of the dHvA frequency, as shown in Fig. 5.32. Branch u (a') is due t.o an cllipsoidal Fermi 
surface. Solid lines represent ellipsoids of revolut ion wit h ka/ kb,c = 2.18 for hranch a and 
k,, / kv,c = 2.85 for branch a' , where ka and kb•c are half of the caliper dimension of thc 
Fermi surfa.ce, namely rrkt.c = Sp (H II a). Branch fJ «(3') is due t o a small hyperboloidal 
pillar. Here, dotted lines rcpresent the 1 / cose dependence, which corresponds to a 
cylindrical Fermi surface. 

The prcscm experimental reRults are approximately explaincd by the results of encrgy 
ba.nd calculations for LaNiC2 done by Hase and Yanagisa.wa1 G3) , although a hyperboloirlal 
Fermi surfa.ce is not one but two in number , and the hyperboloidal Fermi surfaces are 
larger than the ell ipsoidal Fermi surfaces in cross-section . In their pa.per , the Fermi 
surfa.ce of YNiC2 was also calculated, which well explains the prescnt experimental results. 
F igures 5.32(b) and 5.32(c) show t he present theoretical angular dependence of dHvA 



110 CHAPTER 5. EXPERIMENTAL RESULTS, ANALYSES, AND DISCUSSION 

LaNiC2 

t 
169 kOc 

p 2P 
0. 

p 

lIH 

0. 

H II a-axis 
46mK 

t 

(a) 

60kOe 

(b) 

20. 20. 

o 5 10 15 . 6 
dHv A Frequency ( xl 0 Oe) 

Fig. 5.31 (a) dHvA oscillations and (h) the correHponding FFT spectrum in LaNiC2 . 

frequency for YNiC2 and the corresponding Fermi Hurfaces, which were calculated as in 
the previous calculations163), using the lattice parameters of YNiC2 and the site position 
of DyNiC2. Note that the cite position, especially the position along the Y-3JCis for the C 
atom, is most likely different between YNiC 2 and DyNiC2 , together with for LaNiC2 . This 
might slightly change the Fermi surface. It is noted that the plate-like Fermi surfaces 
are connected by the hyperboloidal pillars. The cross-sectional area o[ the ellipsoidal 
Fermi surface is larger than that of the pillar Fermi surface. This is conHiHtent with the 
experimental results, as shown in Figs. 5.32(a) and 5.32(b), and the splitting of the 
ellipsoidal Fermi surfaces is approximately the same between experiment and theory. On 
the other hand. the theoretical splitting of the pillar Fermi surfaces is negligibly small. 
inconsistent with the experimental result. One of the analyses is that branches (3 and 
(3' belong to two different kinds of pillar Fermi surfaces and the splitting of branches ,8 
and (3' iH negligibly small, thus not observed. Namely one more small pillar Fermi surface 
exists along the a-axis (Y-T direetion), as in the theoretical results [or LaNiC2 mentioned 
above. 

We also measured the cyclotron effective mass rn~ [rom the temperature dependence 
of the dI-IvA amplitude. The cyclotron effective mass is 0.58 rno (rno rcst mass of 
an electron) for branch (Y, [or example. vVe calculated the magnitude of antisymmetric 
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Fig. 5.32 (a) Angular dependence of the dHvA frequency in LaNiC2 . Solid and dotted 
lines correspond to ellipsoids of revolution and cylinders, respectively. (b) The corre­
sponding theoretical one and (e) Fermi surfaces based on Y\iC2 . 

spin-orbit interaction 2Iap-L l, or i1 spli tting encrgy by using the formul a of IFI - F_I = 

~~Iap-Llm~, which was done for LaTGe3 and LaTSi3 ( T : Co, Rh, ir ).169) The 2lap-L 1 
value b 230 K for the ellipsoidal Fermi surface, for example. The dHvA frequency F , 
cyclotron mass m~ and splitting encrgy 2Iap.Ll, together with the theoret ical ones, are 
summari<led in Table I. 

Next, we studied t he superconducting property. F igure 5.33 shows the temperature 
dependence of electrical resistivity at several low temperatures for H II c-axis. \\le de­
fined the supercondllcting transition temperature T,e as the temperat ure showing <lero 
resistivity. T he temperature dependence of the upper cri tical field H e2 is shown in Fig. 
5.34(a). The anisotropy of the upper cri t ical field is not large. It is noted that a slope of 
ffo2 possesses an upward curvature above 1 K. 

Finally we measured the low-temperature specific heat C for two different slLmples. 
The specific heat consists of an electronic specific heat C, and a phonon contribut.ion Cph . 

In the norIIlal state , namely in the temperature range from 3 to 5.2 K, the specific heat C 
is expressed as C = 'YT+ f3T:J('Y = 6.7 mJ /(K2. mol), ,8 = 0.15 mJ/ K4 ·1ll01, and the Debye 
temperature eo = 370 K ). The present 'Y and eo values are close to 'Y = 6.5 mJ / (K2 ·lllol) 
and (/1) = 388 K reported by Pechra.<;ky et al. 170

), and 'Y = 7.83 mJ/ (K2 .mol) and eo 
= 496 K reported by Lee et aF65). The theoretical 'Y values based on the present band 
calculations is 3.6 mJ/ (K2.mol) for YNiC2 and 5.2 mJ/ (K2 ·mol) for LaNiC2 . 

We suhtracted the phonon specific heat [rom the total specific heat. Fil1;liIe 5.35(80) 
shows the T / T,e dependence of the electronic specific heat Ce fo r two different samples. 
~ote tha t the Tee values are 2.70 K for the sample #1 and 2.75 K for the sample # 2. The 
present Ce data below 2 K is well exp lained by t he exponential function , with 26,,/kn= 
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Fig. 5.33 Temperature dependence of tile electrical resistivity at several magnetic fields 
[or H II c-axis in LaNiC2 . 

7.8 K, or 2.0. = 2.9kB T,c as shown by a thin solid line. 
We also measumd th" spccific heat under several magnetic fields, as shown in FilS. 

5.35(b). The present superconductivity is dest roycd by a magnetic fie ld of about 2 kOe. 
We show in Fig . .'i.34(b) the temperature dependence of upper critical held Hc2 . The 
value of Ho2(0) is estimated as about 2 kOe for H II b-axis. A solid and a dotted lines arc 
guide to eyes. The present Ho2 value is smaller than the value of Hc2(0) c::: 6 kOe obtained 
from the resistivity measurement . The similar discrepancy is obtained in Celrln502). The 
electrical resistivity is most likdy sensitive to the surface as pointed out in the previous 
report. 7) The bulk Hc2 value of LaNiC2 is thus Hc2 (O) c::: 2 kOe. 

Table 5.V dl-lvA frequency F, cyclotron effective mass m~, and splitting energy 2lap-L1 
for H II a-axis in La,,\iC 2 , togcLher with the theoretical ones in YNiC2 · 

Summary 

F m~ 210<p-L 1 Fb mb 2lexp-L1 
(x l0" Oe) (mo) (K) (x 106 0e) (mo) ( K ) 

ex 6.04 0.58 
0.' 5.05 0.57 

fJ 

fJ' 

3.91 

1.15 

0.58 

0.21 

230 

0 

0 

7.26 0.488 
590 

532 0.401 
1.78 0.172 

3.9 
1.77 0.172 
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Fig. 5.34 Temperature dependence of the upper critical field H e2 obtained from (a) the 
resistivity and (b) specific heat measurements in LaNiC2 , where solid lines cOIlIlccting 
the data are guide to eyes. 

From these experimental results, we conclude that LaNiC2 is of t he BCS-t.ype, with 
26 = 2 .9kHl;c(7~c = 2.70-2.75 K). Reflecting the non-centrosymmetric crystal structure, 
the Fermi surface is split into two Fermi surfaces, with an splitting energy of 230 K in an 
ellipsoidal Fermi surface, for example. 
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5.4 CeCu6 

Introduction 

The metamagnetic behaviour or an abrupt nonlinear increasc of magnctization is onc 
of the characterisLic properties in thc Cc or U heavy fermion compounds. For example, 
the metamagnetic behaviour appears at Hm= 77 kOe and 200 kOe in Cel1u2Si2 and UPt3 , 
respectively, as described in Chap.2 (see F ig. 2.14).:17,,,") it is observed aL LemperaLures 
lower Lhan Lhe characteristic temperature T~mo" where the magnetic susceptibility of 
these compounds deviates from the Curie-vVeiss law and indicates a maximum. TXm" 

approximately corresponds to the Kondo temperature lk . Thus Lhe f -elecLron nature is 
changed from localized to itinerant below TXm=' 

vVe studied the metamagnetic behavior under pressure in a Lypical heavy fermion 
CeCu6 ' CeCu6 is a Lypical heavy fermion compound, which exhibits no long-range mag­
netic ordering. l7l) vVe show in Fig. 5.36 the orthorhombic crystal structure.172) The 
metamagnetic behavior is found below l~m~ = 1 K and at Hm "" 20 kOe from the mag­
netizaLion and magnetoresistance mcasurements. 36,1 73) This behavior was observed only 
when the magnetic field H is appli ed parallel to the magnetic easy 3u'CiS (c-axis). 

The effect of pressure on the electronic state in CeCu6 was a.lso studied 1 74) \Vith 
increasing pressure, the A value of the electrical resistivity (p = Po + AT2) was found to 
decrease steeply as a function of pressure. AL higher pressures, the heavy fermion sLate 
of CeCu(i io changed illto a so-called valence fluctuating electronic state 175). Correspond­
ingly, the A value is reduced H.' a function of pressure, as mentioned a.bove. Theoret ically 
it is, however , expected that the A value is enhanced in magneLic fields at around a 
characteristic pressure17

"), namely in the pressure range from 2.0 Lo 3.4 GPa. In ehe 
present study, we measured the magnetoresistance to study the electronic state of CeCu6 

c eu 

a 

b 

Fig. 5.36 Crystal structure of CeCu6. 
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at higher pressures up to 5.1 GPa. We also carried out the dHvA experiment to directly 
obtain the cyclotron effective mass in magnetic fields. 

Experimental procedure 

Single crystals of CeCu6 were prepared by the Czochralski pulling method, as described 
in Chap.3. The electrical resistivity measurement was carried out by using the ordinary 
four-probe DC or AC method. Pressure was generated in a piston cylinder cell up to 
2 GPa and a Bridgman anvil cell up to 5.1 GPa, using a mixture of Daphne-7373 and 
Petroleum ether and Daphne-7373, respectively, as the pressure-transmitting medium. 
Pressure was calibrated via the superconducting transition of Sn and Pb, which were 
placed beside the sample in the pressure cell. The dHv A experiment was carried out by 
a standard field modulation method. 

Experimental results and discussion 

The temperature dependence of the electrical resistivity under various pressures is 
shown in Fig. 5.37. The temperature Tpmax , where the resistivity indicates a maximum, 
for example, 14 K at 0 GPa, are found to shift to higher temperatures with increasing 
pressure, as shown Figs. 5.37(a) and 5.37(b). Here, the resistivity peak is due to a com­
bined phenomenon between the Kondo effect and a crystalline electric field (CEF) effect. 
The resistivity P follows the Fermi liquid relation of p = Po + AT2 at low temperatures, 
as shown by thin solid lines in Fig. 5.37(c), where Po is the residual resistivity. Both the 
A and Po values decrease in magnitude with increasing pressure. 

Here, the v'A value is proportional to the electronic specific heat coefficient " and 
then the 1/v'A value is proportional to the Kondo temperature TK from eq. (2.29) as 
mentioned in Sec 2.2. Tpmax , as mentioned above, is also closely related to TK . The 
experimental result in Fig. 5.37(d) means a change of an electronic state from the heavy 
fermi on state in the initial slope to the valence fluctuating state in the second slope as a 
function of Tpmax. These trends are approximately consistent with the previous data 175) • 

Figure 5.38 shows the transverse and longitudinal magnetoresistances at 100 mK for 
H 11 c-axis. At Hm = 20 kOe, the longitudinal magnetoresistance indicates a shoulder-like 
structure, while the transverse one indicates a peak structure. A positive magnetoresis­
tance in the transverse configuration is one of characteristic features in heavy fermion 
systems. Here we note that the magnetoresistance consists of two contributions. One is 
a positive magnetoresistance due to the cyclotron motion of conduction electrons, and 
the other is a negative magnetoresistance coming from a suppression of the Kondo ef­
fect expressed as !:::.p/ p(O) = - sin2(1fM/2Mo) rv _H2 in an impurity Kondo modeP77) 
At high temperatures, the negative magnetoresistance is dominant, but with decreasing 
temperature, almost localized 4f-electrons become itinerant, forming a 4f-derived heavy 
band. The latter effect is therefore diminished, and the former positive magnetoresistance 
becomes dominant, especially in the transverse magnetoresistance. 

The transverse magnetoresistance !:::.p/p(O) = {p(H) - p(H = O)}/p(H = 0) was 
measured at various temperatures and pressures. The experimental results at 0.85 GPa 
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are shown in Fig. 5.39. The metamagnetic behaviour is observed at H m = 50 kOe 
under 100 mK . The mageLoresistance decreases with increasing temperature, revealing a 
negative magnetoresistance based on the impurity Kondo effect mentioned above. This 
means that higher temperatures than 1 - 2 K des Lroy the heavy fermion state and suppress 
the posit ive magnetoresistance clue to the cydotron motion of the heavy quasiparticles. 
Up to 700 mK, the peak st ructure is observed at almost the same field , and disappears 
at 1.71<. T hus Hm is defined as the magnetic field where the magnetoresistance indicates 
a peak and is almost independent of temperature. 

Figure 5AO(a) shows the magnetoresistancc p(N) in the transverse configuration 
J ~ H (J II b-axis and H II c-axis) at 0.1 K under several pressures. A peak in Lhe 
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Fig. 5.38 TranHvcersc, and longitudinalmagnetoreBiHtances at 100 mK, applied magnetic 
field parallel to the c-axis in CeCu6. 

magnetoresistance corresponds to the melamagnctic behavior at Hm. Hm is found to 
increase monotonically as a function of pressure, as shown by arrows in Fig. 5.40( a) : 
Hm coo 125 kOe at 2.00 GPa, as shown by an arrow. On the other hand, the A value is 
changed from a shoulder-like structure at Hm to a peak structure above l.75 GPa, shown 
in Fig. 5.40(b). The present change of the metamagnetic behavior becomes distinct when 
the ratio of the A value in the magnetic field H, A(H), to the A value in H = 0, A(O) , 
namely A(H)jA(O), is expressed as a function of HI Hm , as shown ill Fig. 5.42. The 
metamagnetic behavior is enhanced with increasing pressure. The present enhancement 
most likely becomes maximum in the pressure range from 2.00 GPa to 3.4 GPa where the 
electronic state is changed from the heavy fermion state to the valence fluctuating state, 
as shown in Fig. 5.37(d), although a much higher magnetic field is needed to observe 
the metamagnetic behavior in this pressure region. This is because the rnetarnagentic 
behavior does not occur in the valence fluctuating state, namely at pressures larger than 
3.4 GPa. Here , the field dependence of Po shown in Fig. 5.40 (c) is the same as the 
magnetoresistance at 100 mK. The residual resistivity iH ",IHo c10Rely related to the heavy 
fermion state, as discussed theoretically.178) 

Figure 5.41 shows the pressure dependence of Hm determined by the magnetoresis­
tance and A value measurements. In addition to them, the data on CeC1l5.gAuO. l are 
also plotted: P = -0.21 GPa and Hm = O. The pressure value of CeC1l5.gAuO.l is esti­
mated from the bulk modulus of CeCu6 and the difference of the volumc bctween CeCu6 
and CeCu5.gAuo.lPg,lgO) CeCu5.gAuo. l corresponds to the electronic state with TN = 0 
K, namely the quantum critical point180) These experimental results indicate a linear 
relation between Hm and pressure. 

Finally we carried out the dH v A experiment for H II c-axis and determined the dHv A 
frequency F and the cydotron effective mass m;. Figure 5.43 shows the dHvA oscillation 
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Fig. 5.39 Transverse magnctorcsistanec C:.p j p(O) at various temperatures under 0.85 
GPa in CeCu6' 

and the corresponding FFT spectra. Six dH v A branches are observ(ed. We also show in 
Fig. 5.44 thc dEvA frequency for H II c-axis (shown by red solid circles) . together with the 
angnlar dependence of thc prcvious data' 81) shown by open circles. The present dHvA 
results a re approximately consistent with the previons ones. Among ,he six decected 
dEvA branches. we show in Fig. 5.45(a) the field dependence of the cyclotron mass 
for tlucc branches, revealing thal the cyclotron mass decreases steeply with increasing 
magnetic fields. From the VA value and the 'Y value in ref. 182, we estimated t he 
cyclotron mass a t H = 0, as shown in Figs. 5.45(b), 5.45(c) , and 5.45(d) . Here, the VA 
value was determined for three diHerent configurat ion (J II a-axis and H II c-axis, shown 
by circles. J II b-axis and H II c-axis, shown by lriangles, and J II c-axis and H II c-axis, 
shown by squares). The cyclotron mass at H = 0 is thus estimated to be 23 mo for F = 
1.22 x 10" Oe (branch (), 160 mo for F = 9.75x 106 Oe (branch (3). and 140 rna for F = 

1.24 x 107 Oe (bnmch 0:), revealing all extremely large cyclNron mass at H = O. 

Summary 

The A value is steeply reduced with increasing pressure, revealing that the heavy 
fermion state below 1 GPa is cha.nged into the so-called valence fluctuating state a t 
pressures larger than 3.4 GPit. The magnetic field also strongly reducp.s the A value 
and the cyclotron maHS. The A value, however , becomes distinct a.nd is enhanced at the 
metamagnetic field in a characteristic pressure region where the electronic state deviates 
frolll the heavy fermion state, for example, at 2.00 GPa.. 
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Introduction 

Most of Ce and U compounds order antiferromagnetically. Some compounds such as 
CeCu6, CeRu2Si2 and UPt3 exhibit no long-range magnetic ordering! ) The magnetic 
susceptibility of these compounds shows a maximum at a characteristic temperature 
TXmox' Below TXm.,' trw susceptibility becomes almost temperature-independent , and 
an I-electron nature is changed into a new electronic state, called the heavy fermion 
state. Here, l~m.x approximately corresponds to the Kondo temperature TK . One of the 
characteristic properties in the heavy fermion compounds is the metamagnetic behavior or 
an abrupt nonlinear increase of magnetization at the magnetic field Hm aL temperatures 
lower than TXmxx' The metamagnctic behavior appears at Hm = 77 kOe in CeRu2Si2 and 
Hm = 200 kOe in UPt3 , for example37,48), as mentioned in Sec 2.3 (see Fig. 2.14), and 
furthermore we studied precisely the meLamagnetic behavior in CeCu6 in Sec. 5.4. 

YbT2Zn2o (T: Co, Rh, Ir) crystalli7,es in the cubic CeCr2Abo (Fd3m) crystal structure. 
It is remarkable that the lattice constant a = 14.187 A in Yblr2Zn2o is very large, and 
thus the distance between Vb-Vb atoms is considerably large, 6.14 A, compared with a 
= 4.20 A in YbAh with the AUCu3-type cubic structure) Note that the Yb atom, which 
forms the diamond structure, is coordinated by 16 zinc atoms, and thc lr atom has an 
icosahedral zinc coordination, forming the caged structures, as shown in Fig. 5.46. 

We studied the metamagnetic behavior ofYbT,Zn2o by measuring the magnetization, 
magnetic susceptibility, ac-susceptibility and magnctoresistance, and propose a relation 
between TXm" and Hm in th," heavy fermion compounds. Single crystals were grown by 
the Zn-self flux method, as described in Chap.4. 

Experimental results and analyses 

Fig, 5.46 Crystal structure of YbT2 Zn,o. 
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Figure 5.47(a) shows the temperature dependence of the magnetic susceptibility X 
for H 11 (100). The susceptibility follows the Curie-Weiss law of X = C / (T + (Jp) + 
XO : the Curie term with an effective magnetic moment l1eff = 4.54 I1B/Yb, close to 
l1eff = 4.57 I1B/Yb of Yb+3, a paramagnetic Curie temperature (Jp = -27 K and Xo = 
-1.05x 10-3 emu/mol. The susceptibility possesses a broad peak at TXmax = 7.4 K, which 
is characteristic in the heavy fermi on compounds. The present result is the same as the 
previous one183). 

The high-field magnetization for H 11 (100) is shown in Fig. 5.47(b), revealing a 
metamagnetic behavior at Hm = 97 kOe. The corresponding magnetoresistance is also 
shown in Fig. 5.47(c). A change of the magnetoresistance was observed at Hm = 97 kOe, 
as shown by an arrow, together with small changes at H:n = 60 kOe and H~ = 120 kOe. 
The metamgnetic transition field is slightly anisotropic: Hm = 120 kOe for H 11 (110). 

The similar measurements were carried out for YbRh2Zn2o, as shown in Fig. 5.48. 
The magnetic susceptibility has a maximum at TXmax = 5.3 K, as shown in Fig. 5.48(a). 
The metamagnetic behvior was observed at Hm = 64 kOe in the magnetization, as shown 
in Fig. 5.48(b) and another anomaly was furthermore observed at H:n = 84 kOe in the 
magnetoresistance, as shown in Fig. 5.48(c) 

In YbCo2Zn2o, the metamagnetic behavior was observed at a very small magnetic 
field Hm = 6 kOe at temperatures lower than 0.3 K. The susceptibility increases with 
decreasing temperature down to 1.8 K, following the Curie-Weiss law, as shown in Fig. 
5.49(a). We therefore measured the ac-susceptibility below 1 K, and obtained a peak at 
TXmax = 0.32 K, as shown in inset of Fig. 5.49(a). The magnetization at 1.3 K didn't 
reveal the metamagnetic behavior, as shown in Fig. 5.49(b). The metamagnetic behavior 
at Hm = 6 kOe is reflected in the ac-susceptibility at 60 mK, as shown in inset of Fig. 
5.49(b), and in the magnetoresistance at 100 mK, as shown in Fig. 5.49(c). YbC02Zn20 
is therefore located in the vicinity of the quantum critical point. In fact, the electronic 
specific heat coefficient 'Y is very large, 8000 mJ /K2.mo1183). 

From the present results of the metamagnetic behavior, together with the previous 
results of Ce and U compounds, we constructed the relation between TXmax and Hm, as 
shown in Fig. 5.50. A solid line in Fig. 5.50 indicates a simple relation of Hm(kOe) = 15 
TXmax(K), namely I1B Hm = kBTXmax· 

It is noted that the relation between A and'Y is known as the Kadowaki-Woods plot31), 
as described in Sec. 2.2. The A and 'Y values in YbT2Zn2o(T : Co, Rh, Ir) are found 
to belong the generalized Kadowaki - Woods relation for N = 432,183,184>, as shown Fig. 
5.51. Shown later, the value of A = 380 I1n·cm/K2 at 0 kOe under 5.0 GPa in YbIr2Zn2o 
exceeds 'Y = 10 J/(K2·mol) if we follow this relation. This is realized in YbT2Zn2o, 
revealing A = 160 I1n·cm/K2 and 'Y = 8000mJ/(K2.mol) in YbC02Zn20. 

Summary 

A simple relation between the characteristic temperature TXmax and the metamagnetic 
field Hm was obtained experimentally for heavy fermi on compounds YbT2Zn20 (T : Ir, 
Rh, and Co) : Hm = 15 TXmax(K). In YbCo2Zn2o, an electronic state with a very small 
Kondo temperature TXmax = 0.32 K is realized, which corresponds to a very large 'Y value 
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of 8000 mJ/K2.mol. This might be mainly due to a long distance between Yb atoms, 6 
A, together with the cage structure. 

Recent results in YbT2Zn20: an effect of pressure on the electronic state 

The effect of pressure on the electronic state furthermore was studied in YbT2Zn2o. 
This is because the quantum critical point and magnetic ordering are attained by applying 
pressure. The magnetoresistance at 0.1 K was measured under several pressures for 
YbIr2Zn20. With increasing pressure, the metamagnetic field Hm = 97 kOe at ambient 
pressure, shown by an arrow, shifts to lower magnetic fields and becomes zero at Pc ~ 
5.2GPa185), as shown in Fig. 5.52(a). It is remarkable that a shoulder-like feature of 
metamagnetic behavior at 0 and 1.2 GPa is changed into a sharp peak at higher pressures. 
The present peak, associated with the metamagnetic behavior, is a guiding parameter to 
reach the quantum critical point: P -+ Pc for Hm -+ 0, as shown in Fig. 5.52(b). Here, 
the A value is extremely enhanced with increasing pressure and has a maximum at Pc ~ 
5.2 GPa, with A = 380 J-tO·cm/K2 at 5.0 GPa, as shown in Fig. 5.52( c). 

The experimental results are summarized in Fig. 5.52(b) as the pressure vs Hm and 
pressure vs TN phase diagrams. At higher pressures than Pc ~ 5.2 GPa, the electronic 
state is changed into an antiferromagnetic state because the magnetic field vs temperature 
phase diagram is closed for the present magnetic ordering. 

The temperature dependence of the electrical resistivity below 0.8 K was furthermore 
measured under magnetic fields and pressures. The Fermi liquid relation of P = Po + 
AT2 is satisfied in these experimental conditions, and the obtained A value is shown in 
Fig. 5.52( c) as a function of magnetic field. A broad peak at Hm = 97 kOe at ambient 
pressure in the A value is changed into a distinct peak at 2.2 and 3.4 GPa, together with 
an anomalous enhancement of A value at higher pressures: A = 380 J-tO·cm/K2 at 0 kOe 
under 5.0 GPa, as mentioned above, which is strongly reduced with increasing magnetic 
field: A = 1.45 J-tO·cm/K2 at 80 kOe under 5.0 GPa. 

The similar phase diagrams are obtained for YbRh2Zn2o and YbCo2Zn2o, as shown 
in Figs. 5.53 and 5.54, respectively. It is noted that TFL in Fig. 5.53 means the temper­
ature below which the Fermi liquid relation P = Po + AT2 is satisfied. It is also noted 
that the quadrupolar ordering is realized in magnetic fields along the (111) direction for 
YbCo2Zn2o, as shown in Figs. 5.54(b) and 5.54(c). The CEF level crossing creates the 
quadrupolar ordering. This is based on a small CEF level splitting energy: r 6 (0 K) 
doublet - f8(9.1 K) quartet - f7(29 K) doublet. 
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Introduction 

UT2Zn2o( T : Co, Ir ) also crystallizes in the cubic structure with a large lattice 
constant a ~ 14 A and the U-U distance d ~ 6 A, as in YbT2Zn2o. UC02Zn20 was 
reported to be a non-magnetic heavy fermi on compound186). The magnetic susceptibility 
follows a Curie-Weiss law at high temperatures and possesses a maximum at TXmax = 7 
K. The corresponding specific heat coefficient C /T also possesses a broad maximum at 
5 K. On the other hand, Ulr2Zn2o was a ferromagnet with a Curie temperature Tc = 
2.1 K186). Both compounds, however, possess large electronic specific heat coefficients 'Y 
= 230 and 450 mJ/(K2·mol), respectively. Another experimental results were reported 
very recently, claiming that UC02Zn20 and UIr2Zn20 are non-magnetic heavy fermi on 
compounds with TXmax = 8.2 and 4.5 K, and the electronic specific heat coefficient 'Y = 
350 and 400 mJ/(K2.mol), respectively187). 

A non-linear increase of magnetization, namely a metamagnetic behavior was observed 
at the magnetic field Hm in the similar non-magnetic heavy fermion compounds YbT2Zn2o 
(T : Co, Rh, and Ir)188) as described in Sec 5.5. A simple relation between TXmax and Hm 
in Ce-, U-, and Yb-based heavy fermion compounds including YbT2Zn2o was obtained 
as 15TxmaJK) = Hm(kOe), namely kBTXmax = IIBHm. Here, TXmax roughly corresponds 
to the Kondo temperature, and the corresponding metamagnetic behavior is observed 
below TXmax. The almost localized i-electron nature at high temperatures is changed into 
a heavy fermion state at temperatures lower than TXmax. The heavy fermion state can 
be, however, changed into the almost localized i-electron nature at magnetic fields larger 
than Hm. 

We grew single crystals of UC02Zn20 and UIr2Zn20, as described in Chap.4, and mea­
sured the electrical resistivity, specific heat, magnetic susceptibility and magnetization 
to investigate the metamagnetic behavior. 

Experimental results and analyses 

UC02Zn20 

First, we show in Fig. 5.55(a) the temperature dependence of the electrical resistivity 
P in UC02Zn20, together with that in Ulr2Zn2o. The resistivity increases slightly with 
decreasing temperature, has a broad maximum around 100 K, and decreases steeply at 
lower temperatures. The resistivity follows a Fermi liquid relation of P = Po + AT2 below 
3 K, as shown by a thin solid line in inset of Fig. 5.55(a). The A value is 0.49 JlO·cm/K2

, 

which corresponds to 'Y ~ 220 mJ/(K2.mol) from a Kadowaki-Woods relation A/'Y2 = 
1.0x 10-5 JlO·cmK-2 /(mJK-2mol-1 )-231). We note that A = 1.3 JlO·cm/K2 and'Y = 360 
mJ/(K2.mol) are obtained for Ulr2Zn2o. 

The low-temperature specific heat coefficient C /T possesses a broad peak at 6 K, as 
shown Fig. 5.55(b), and the 'Y value is 300 mJ/(K2·mol), which are approximately con­
sistent with the previous results186,187), together with 'Y = 220 mJ /(K2.mol) estimated 
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from the A value, mentioned above. The magnetic susceptibility X increases with de­
creasing temperature, and possesses a peak at TXmax = 8.5 K. No anisotropy is observed 
below and above TXmax for H " (100), (110), and (111). The present peak is therefore not 
due to a magnetic ordering, but is based on a characteristic heavy fermion behavior, as 
mentioned in Introduction. The effective magnetic moment and the paramagnetic Curie 
temperature are obtained as /-leff = 3.44 /-lB/U and Bp = -63 K, respectively. The present 
magnetic moment is close to 3.58 /-lB/U of 5j2 and 3.62 /-lB/U of 5j3 configuration. 

A metamagnetic behavior, which is characteristic in heavy fermion compounds, is 
clearly observed at Hm'::::. 80 kOe for H " (100), (110), and (111), as shown in Fig. 5.55(d). 
The magnetic moment at 500 kOe is small, 1.1 /-lB/U. This means that the 5f electrons 
are not fully localized even at high magnetic fields and still contribute to the conduc­
tion electrons. The present metamagnetic behavior is also reflected in the transverse 
magnetoresistance, as shown in Fig. 5.55(e). We also obtained the A value from the 
temperature dependence of the resistivity under constant magnetic fields. The magnetic 
field dependence of the A value is shown in Fig. 5.55(f), revealing a broad maximum at 
around Hm. 

Ulr2Zn2o 

A broad maximum in e/T is observed at 3.5 Kin UIr2Zn2o, as shown in Fig. 5.56(a), 
and the 'Y value is roughly estimated as 450 mJ/(K2·mol), which is also consistent with 
the previous results187) and 'Y = 370 mJ/(K2·mol) estimated from the A value. The 
present 'Y value is reduced to 400 mJ /(K2.mol) at 50 kOe, as shown inset of Fig. 5.56(a). 
Note that e /T at 20 kOe, which is a metamagnetic field, shown below, increases with 
decreasing temperature. No ani sot ropy of the magnetic susceptibility is also observed for 
H 11 (100), (110), and (111), as shown in Fig. 5.56(b). The /-leff and Bp are 3.55 /-lB/U 
and -85.8 K, respectively. TXmax is obtained at 5.3 K. 

The metamagnetic behavior is observed at Hm = 20 kOe, as shown in Figs. 5.56(c) 
and 5.56(d). An increase of transverse magnetoresistance below 4.0 K is suppressed above 
H m , as shown in Fig. 5.56(e). It is noted that 4.0 K is below TXmax = 5.2 K. The A value 
indicates a sharp peak at Hm = 20 kOe. This peak is, however, reduced with increasing 
pressure, and most likely diminishes at high pressures of 4 GPa. It is also noted that 
the A value at H = 0 kOe is approximately unchanged with respect to pressure. This 
behavior is in contract with that in YbIr2Zn2o, where the peak structure is shifted to 
lower magnetic fields with increasing pressure, and finally Hm becomes zero at a critical 
pressure Pc = 5.2 GPa, reaching quantum critical point. The A value is increased from 
A = 0.29 /-lO·cm/K2 at ambient pressure to A = 380 J.lO·cm/K2 at Pc 185). 

Summary 

We observed a metamagnetic behavior at Hm = 80 kOe for TXmax = 8.5 K in UC02Zn20 
and at Hm = 20 kOe for TXmax = 5.2 K in UIr2Zn2o. The present metamagnetic behavior is 
typical in heavy fermion Ce, Yb, and U compounds, and a simple relation of 15 TXmax (K) 
= Hm(kOe) is roughly applied to UC02Zn20 and UIr2Zn20. 
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Introd uction 

Superconductivity in the J-electron systems has been observed in Ce, Pr, Yb, U, and 
nowadays, even transuranium compounds. It was a surprise that heavy fermion super­
conductivity was discovered in NpPdsAh189). This is because most of the Np compounds 
order magnetically. In fact, superconductivity of NpPdsAh is realized in the vicinity 
of antiferromagnetic ordering, or in the electronic state close to the so-called quantum 
critical point. 

CePdsAh, which is an analog of NpPdsAh, is an antiferromagnet190), but becomes 
superconductive under pressure191). Both CePdsAh and NpPdsAh compounds crystal­
lize in the tetragonal ZrNi2AIs-type structure, where CePd3 (NpPd3 ) and Pd2Al2 layers 
are stacked along the [001] direction (c-axis) as shown in Fig. 5.57. They are layered 
compounds whose cleavage plane corresponds to the tetragonal (001) plane. Reflecting 
the layered structure, as shown in Fig. 5.57, the results of energy band calculations for 
NpPdsAh and RPdsAh (R: La, Ce) reveal that the electronic state is not three dimen­
sional but quasi-two-dimensional. Namely, nearly cylindrical Fermi surfaces are observed 
in CePdsAh and PrPdsAh192). 

We continued trying to grow a new RPdsAl2 compound, and succeeded in growing 
single crystals of YbPdsAh. The electrical and magnetic properties are studied for a new 
compound YbPdsAh. 

Experimental procedure 

We grew a single crystal of YbPdsAh by the Bridgman method, as described in Chap.3. 
The electrical resistivity was measured by the conventional four-probe DC and/or AC 
method. The magnetic susceptibility and magnetization measurements were carried out 
using a commercial SQUID magnetometer. The high-field magnetization was measured 
by the standard pick up coil method using a long-pulse magnet with a pulse duration of 
50 ms. The specific heat was measured by the quasi-adiabatic heat pulse method. The 
electrical resistivity was also measured under pressure using a diamond anvil cell with 
glycerin as a pressure transmitting medium. 

Experimental results and analyses 

Figure 5.58(a) shows temperature dependences of the electrical resistivity for the current 
J along the [100] and [001] directions. Anisotropy of the resistivity is small compared 
with that of CePdsAh190,191), although the resistivity for J 11 [001] is larger than that for 
J 11 [100]. The resistivity decreases almost lineally with decreasing temperature. This 
suggests that YbPdsAh is not a heavy fermion compound but either 4J-Iocalized or 
Yb2+ -Pauli-paramagnetic compound. As shown later, the 4J electrons are found to be 
magnetic and localized in nature. 
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Fig. 5.57 Tetragonal crystal structure of YbPd5AI2 . This crystal structure is the same 
with those in CePdGAb and l\ pPdGAb. 

We measured the electrical resistivity at low temperatures for.J II [1101 under magnetic 
fields for H II [110], as shown in Fig. 5.58(b). Th" resist.ivity at H = 0 kOe decreases 
almost lineally with decreasing temperature, but indicates a small drop of the resisti vity 
below 0.3 - 0.4 K. This corresponds to an appearance of long-range ordering, presumably 
an antiferromagnetic ordering, as shown later in the specific heat. To know the A value 
of the Fermi liquid relation P = PD + AT2, we measured the electrical resistivity under 
magnetic fields. The A value is obtained to be 0.001 - 0.002 pO·cm for H = 50 and 
80 kOe, as shown by solid lines in Fig. 5.58(b). These values approximately correspond 
to the electronic specific heat coefficient 'Y '" 10 mJ/(K2 ·mol) from the Kadowaki-Woods 
relation, revealing a Hmall r value. 

Figure 5.58(c) shows the temperature dependence of magnetic susceptibility X and 
inverse susceptibility l/X. The susceptibility increases with decreasing tcmperature, ap­
proximately follows the Curie-\\Teiss law, but does not indicate a magnetic ordering down 
to the lowest measured temperature of 1.9 K. The effective .magnetic moment .t,1f and 
paramagnetic Cmie temperat.ure Op are determined from fits of the Curie-'Neiss law in 
the temperature range between 100 and 300 K to be P,ff = 4.68 PB/Yb a.nd ep = 7.2 
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K for H 11 [100], and Ileff = 4.53 IlB/Yb and Bp = -27 K for H 11 [001]. The effective 
magnetic moment is close to 4.54 IlB for Yb3+. 

We measured the high-field magnetization at 1.3 K, as shown in Fig. 5.58(d). The 
measurement was thus done in the paramagnetic state. The magnetization reaches 3.6 
J1B/Yb at 500 kOe for H 11 [001], which is close to the saturated magnetic moment, 4 
J1B/Yb for Yb3+. On the other hand, the magnetization for H 11 [100] increases rapidly 
below about 100 kOe and is almost saturated at higher magnetic fields, indicating 3.2J1B 
at 50 T. The present ani sot ropy of magnetization including the magnetic susceptibility is 
different from those in CePd5Alz and PrPd5Al2, but is similar to that in NpPd5Alz189-192). 
The crystalline electric field is different between these compounds. 

Figure 5.58(e) shows temperature dependences of specific heat of YbPd5Alz and a 
reference compound LuPd5Al2. The specific heat of YbPd5Alz shows a steep increase 
below 1 K, and indicates a A-shaped sharp peak at 0.19 K, manifesting an appearance of 
long-range ordering below TN • This ordering corresponds presumably to an antiferromag­
netic one because the paramagnetic Curie temperature is negative and this ordering was 
easily suppressed by an application of magnetic field of 5 kOe. We calculated the mag­
netic entropy Smag by integrating Cmag/T over temperature, where Cmag = C(YbPd5Alz) 
- C(LuPd5Al2). As shown in inset of Fig. 5.58(e), Smag is about O.5Rln2 at TN = 0.19 
K and reaches Rln2 at 0.7 K. The large suppression of magnetic entropy at TN and long 
tail above TN up to about 1 K might simply suggest an existence of Kondo effect at 
low temperatures. However, the temperature dependence of electrical resistivity and the 
small value of the coefficient A indicate that 4f-electrons are well localized. There is a 
possibility that a short-range antiferromagnetic ordering starts below 0.7 K. The reason 
of a small magnetic entropy is not clear at present, and is left as a future study. 

In order to study the pressure effect of the long-range ordering at TN , we measured 
the electrical resistivity under pressures in the temperature range from 0.05 K to room 
temperature. Since the anomaly of the resistivity at TN is very weak, the pressure de­
pendence of TN could not be determined in the present experiment. The resistivity at 
high temperatures is approximately unchanged up to 9.0 GPa, as shown in Fig. 5.58(f), 
although the residual resistivity is extremely enhanced with increasing pressure. It is thus 
concluded that the electronic state is almost unchanged by the application of pressure up 
to 9 GPa. 

Summary 

We succeeded in growing a single crystal of YbPd5A12 by the Bridgman method. 
YbPd5Alz is presumably an antiferromagnet with a very low ordering temperature TN = 0.19 K. 
The A value is small, 0.001-0.002 IlD·cm, which roughly corresponds to 10 mJ/(K2.mol). 
The temperature dependence of the electrical resistivity is not appreciably changed at 
high pressures up to 9.0 GPa. 
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(f ) temperature dependences of the electrical resistivity for J II [100] at several pressures 
in YbPd5Ah . 



5.S. YBGA4 145 

5.8 YbGa4 

Introduction 

There exist several Yb-Ga compounds such as Yb2Ga, YbGa, YbGa2, Yb3Gas, YbGa3_x, 
YbGa4, YbGa5, and YbGa6.122,193-195) Among them, YbGa2 with the hexagonal structure 
is well known as a divalent compound.196). 

We studied the Ga-rich compounds and succeeded in growing single crystals ofYbGa4. 
The electrical and magnetic properties are clarified. 

Experimental procedure 

Single crystals were grown by the annealing method as described in Chap. 4. The 
X-ray diffraction measurements were done by using the single crystal sample. The mea­
surements were performed on an imaging plate as a detector with graphite monochro­
mated Mo Ko radiation. The lattice parameter were determined to be a = 6.123 A, b 
= 6.110 A, and c = 6.186 A, which are in good agreement with the previous report194). 
The crystal data are summarized in Table 5.VI. It is noted that the crystal structure of 
YbGa4 is the same structure as CaGa4, a monoclinic distortion of BaAl4 type, as shown 
Fig. 5.59.197) 

The electrical resistivity was measured by the conventional four probe DC and/or AC 
method. The magnetic susceptibility measurement was carried out by using a commercial 
SQUID magnetometer. The specific heat was measured by the quasi-adiabatic heat pulse 
method. 

Experimental results and analyses 

Figure 5.60 shows the temperature dependence of the electrical resistivity for the current 
along the c-plane based on the BaAl4 type tetragonal structure. The resistivity is close to 

Table 5. VI Lattice parameters, fractional coordinates and equivalent iso­
topic atomic displacement parameters in YbGa4. 

space group Amm2 

lattice parameters 
a [A] b [A] c [A] a f3 'Y 
6.123 6.110 6.186 90° 120.57° 90° 

atom x y z 
Yb 0 0 0 
Gal 0.602 0 0.229 
Ga2 0 0.24 0.5 
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(a) (b) 

Yb 

Ga 

F ig. 5.59 (a) Geometrical rclaLionship between t he celIE of the monoclinic YbGa,. (thick 
lines), and Lhe tetragonal BaA14 (thin lines) and (b) crystal structure of YoGa,.. 

the di valent nature. In fact , the magnetic susceptibility is Pauli paramagnetic, as shown 
in Fig. 5.61. It is, however, noted that the sample contains some paramagnetic impuriLy, 
which amounts to aoouL 0.2 % of Yb3+ 

Figures 5.62(a) shows the temperature dependence of the specific heat divided by 
temperature CIT. Below 1.8 K, an upward tail is observed in the temperature dependence 
of CIT, which might be due to the magnetic impurities . The entropy reaches only about 
O.OOSR In 2, as shown in Fig. 5.62(a), implying that an impurity amOunLS to 0.5 % at 
most, which is consistent with t he magneLic susceptibility in magnit ude. Neglecting Lhis 
contribution, we estimated roughly the electronic specific heat coefficient and the Debye 
temperaLure as "y = 1.9 mJ I(K2 .mol ) and Go = 230 K from a simple relat ion with higher 
order contribution of phonon C = 'IT + f3T " + TITo, sho;l··n by a red solid line in Fig. 
5.62(b). The Debye temperat ure of YbGa, is similar to that of EuGa. with 220 K and 
the tetragonal BaAl4 type structure. '98) 

Summary 

We succeeded in growing the single crystals of YbGa4, and determined the crystal 
data. YbGa,. is found to be a divalent Pauli paramagnet with "y = 1.9 mJ/(K2·mol). 
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Fig. 5.62 (al Temperature dependence ofthe specific heat devided by temperature CIT 
and its entropy, and (b) T2 dependence of CIT of YbGa4(a solid line is expressed by 
C = "'iT + fJT3 + 7JT5) . 



6 Conclusion 

The present experimental studies of La, Ce, Yb, and U compounds are summarized 
as follows: 

1) Pressure-induced superconductivity including superconductivity with the 
non-centrosymmetric crystal structure 

CePtSh and CeRhGe2 

We synthesized a new compound of CeRhGe2 with the orthorhombic CeNiSb-type 
structure. By measuring the electrical resistivity, magnetic susceptibility, magnetiza­
tion, specific heat, and neutron scattering for single crystals, CeRhGe2 was found to 
order antiferromagnetically below TN= 7.6 K with an ordered moment of 1.3 /-LB/Ce 
oriented along the magnetic easy-axis of the c-axis. Similar measurements were also 
carried out for CePtSh single crystals. From the experimental results of anisotropic 
magnetic susceptibility and magnetization, the crystalline electric field (CEF) scheme 
was obtained for CeRhGe2 and CePtSi2, together with the similar compound CeNiGe2. 
Furthermore, we carried out pressure experiments by measuring the electrical resis­
tivity of CePtSi2 and CeRhGe2. In the quantum critical region where the Neel tem­
perature becomes zero, we observed superconductivity in CePtSi2 and most likely 
CeRhGe2, at 1.5 and 7.1 GPa, respectively. The upper critical field of CePtSi2 was 
found to be highly anisotropic with respect to the three principal field directions. 

CelrGe3 

We discovered superconductivity in an antiferromagnet CeIrGe3 with the non-centro­
symmetric tetragonal structure below 1.5 K at a pressure of 20 GPa. We performed 
electrical resistivity measurements in single crystals of CeIrGe3 in the temperature 
range 0.04 - 300 K at pressures up to 24 GPa. From these measurements we deduced 
the P - T phase diagram. The data implies a crossover from localized to itinerant 4f 
electrons of the type caused by a Kondo lattice phenomenon as pressure increases. The 
antiferromagnetic phase weakens with pressure and eventually vanishes above 22 GPa, 
indicative of the occurrence of a quantum critical point. Superconductivity appears 
inside the antiferromagnetic phase near this critical point. After the disappearance of 
the magnetic ordering a non-Fermi-liquid behavior is observed, and superconductivity 
becomes dominant. Resistivity measurements taken at 24 GPa in magnetic fields up 
to 80 kOe strongly suggest that CeIrGe3 has a very large upper critical field for H 11 

[OOlJ. 

We succeeded in growing single crystals of LaNiC2 with the non-centrosymmetric 
orthorhombic structure by the Czochralski method and measured the electrical re-

149 
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sistivity, de Haas-van Alphen effect (dHvA), and specific heat to clarify the Fermi 
surface and superconducting properties. This compound has been studied experi­
mentally and theoretically from a viewpoint of the triplet superconducting pairing 
state based the non-centrosymmetric crystal structure. In the present experiment, we 
observed an ellipsoidal Fermi surface and a multiply-connected-pillar Fermi surface, 
although these Fermi surfaces are split into two Fermi surfaces, reflecting the anti­
symmetric spin-orbit interaction based on the non-centrosymmetric crystal structure. 
The two ellipsoidal Fermi surfaces are split by 230 K, for example. The anisotropy of 
electrical resistivity and upper critical field Hc2 in superconductivity are not large for 
the three principal directions. From the low-temperature specific heat measurement, 
superconductivity in LaNiC2 is of the BCS-type, with the superconducting energy gap 
2.6. = 2.85kBTsc(Tsc = 2.7 K), contrary to the above arguments. The upper critical 
field Hc2 (0), which was obtained from the specific heat under magnetic fields, is about 
2 kOe. 

2) Metamagnetic behavior and electronic instability 

The metamagnetic behavior, which corresponds to one of the characteristic properties 
in the heavy fermion compounds, was studied by measuring the electrical resistivity 
under pressure and magnetic field for a typical heavy fermion compound CeCu6 with 
the orthorhombic structure. The transverse magnetoresistance at 100 mK indicated 
a peak structure at the metamagnetic field Hm = 20 kOe for the magnetic field 
H 11 c-axis under ambient pressure. Hm is found to increase linearly as a function of 
pressure and indicates Hm = 102 kOe at 1.75 GPa, for example. The quantum critical 
point corresponds to a negative pressure of about 0.21 GPa from extrapolating Hm 
to zero. The Po and A values in the electrical resistivity P = Po + AT2 decrease 
steeply in magnitude with increasing pressure and magnetic field, indicating that 
the heavy fermion state is destroyed by pressure and magnetic field. The A value, 
however, becomes distinct and/or is enhanced at the metamagnetic field, especially, 
in a characteristic pressure region where the electronic state deviates from the heavy 
fermion state to the valence fluctuating region, for example, at 2.00 GPa. It is also 
confirmed from the dHvA experiment that the cyclotron effective mass is reduced 
with increasing field. It other words, the cyclotron mass at zero field is extremely 
large, for example, 160 mo for F = 9.75xlOB Oe (branch (3). 

We measured the magnetization in high magnetic fields up to 500 kOe, together 
with the magnetic susceptibility, ac-susceptibility and magnetoresistance for heavy 
fermion compounds YbT2Zn2o ( T : Co, Rh, Ir). The metamagnetic behavior or 
an abrupt nonlinear increase of magnetization was observed below the magnetic field 



151 

Hm at temperatures lower than a characteristic temperature TXmax below which the 
magnetic susceptibility becomes almost constant : Hm = 97 kOe and TXmax = 7.4 K 
in YbIr2Zn2o, Hm= 64 kOe and TXmax = 5.3 K in YbRh2Zn2o, and Hm = 6 kOe and 
TXmax = 0.32 K in YbC02Zn20' From the present data and the previous data in several 
Ce and U heavy fermion compounds, a simple relation between Hm and TXmax was 
obtained: Hm(kOe) = 15TXmax (K), namely JLBHm = kBTXmax' 

The metamagnetic behavior, which is typical in heavy fermi on compounds, is also 
observed in UC02Zn20 and UIr2Zn2o at Hm = 80 and 20 kOe, respectively. Reflecting 
the metamagnetic behavior, the magnetoresistance is suppressed in magnetic fields 
larger than Hm , and the corresponding A value of a Fermi liquid relation in the 
electrical resistivity P = Po + AT2 indicates a peak at around Hm. Pressure suppresses 
this behavior in UIr2Zn2o. 

3) Searching for new Ce and Yb compounds 

We searched for new Ce and Yb compounds, and succeeded in growing single crystals 
of CeRhGe2 and YbPd5Ab. These compounds are new materials. The experimental 
results of CeRhGe2 are described above. We also succeeded in growing single crystals 
of YbGa4 of which the electrical and magnetic properties were previously unknown. 

We succeeded in growing a single crystal of YbPd5Ab with the tetragonal structure. 
The temperature dependence of electrical resistivity and a small value of the coefficient 
A in the Fermi liquid relation P = Po + AT2 suggest that the 4f electrons are well 
localized. An antiferromangeic ordering was found at TN = 0.19 K in the specific heat 
measurement. On the other hand, the magnetic entropy exhibits only 0.5Rln2 at TN , 

and the magnetic specific heat shows a long tail above TN . 

YbG~ 

We succeeded in growing a single crystal of YbGa4, and obtained the crystal structure 
data. YbGa4 is found to be a divalent Pauli paramagnet with, = 1.9 mJ/(K2.mol). 

It is noted that Ce-based antiferromagnets including CePtSi2, CeRhGe2, and CeIrGe3 
can be changed into heavy fermion superconductors in the quantum critical region, but it 
is difficult to observe superconductivity in the quantum critical region of Yb compounds 
including YbT2Zn2o(T: Co, Rh, Ir). 

Finally, we discuss the candidate for Yb based heavy fermion superconductor. In 
past, {3-YbAlB4 is only one compound that is reported as a Yb based heavy fermion 
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superconductor112). As mentioned above, the crystal structure of CePtSi2 and CeRhGe2 
is quasi two dimension and the neutron experiment suggests quasi dimension q-vector. 
Two dimensional character is one of important factors for superconductivity. The effect 
of dimensionality is consistent with theoretical suggestion199). Second point, generally, 
a large effective mass suppresses a superconductive transition temperature. Because 
a heavy mass implies narrow band width, corresponding to small Debye temperature 
in terms of electron-phonon interaction. Actually, 'Y value in ,B-YbAlB4 is estimated 
about 150 mJ/(K2·mol), much smaller than YbT2Zn2o. Although we did not observe 
the superconductive state of YbT2Zn2o down to 100 mK, we are interested also in what 
happens at extremely lower temperatures. Third point, 4f electrons of trivalent Yb ion is 
more localized than that of trivalent Ce ion, leading a small exchange interaction between 
Yb atoms. It is generally said that Yb compounds indicate small magnetic transition 
temperature rather than Ce one due to the small exchange interaction. To overcome 
these difficulties, we propose a following crystal structure, quasi two dimensional and the 
short distance between Yb atoms for enhancing a magnetic interaction, for example, Yb 
1-1-2 system with the same structure CePtSi2 and CeRhGe2. 
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