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SCATTERING THEORY FOR FIRST ORDER SYSTEMS
WITH LONG-RANGE PERTURBATIONS:

THE EXISTENCE OF THE MODIFIED WAVE OPERATORS

Koji KIKUCHI




1 Introduction
The equation of acoustic, electromagnetic and elastic
waves can be considered as first order symmetric hyperbolic

systems of partial differential equations for c®-valued

function u of the form

(1.1) D,u = Au,

where

-1 0
A = E(x) ! A.Dp..
j=1 J 2

t

constant mxm hermitian matrices, and E(X) is a positive

Here D, = (1/i)(3/3t) and Dy = (1/i)(3/3x;), B,'s are
definite hermitian matrix. It is measurable and satisfies

0 <'c,I K E(x) L c, I for some <y and C,-

1 2

We.shall consider the case that there exists a constant
matrix E0 and a positive number ¢§ such that

$

|E(x) - E,| < Cc<x>” (<x> = (1 + |x]5)1/%) ..

ol

Then the equation (1.1) is regarded as the perturbation of the




equation
D,u = A"y,

where

When 6.> 1, the perturbation is said to be short-range, and
when &6 < 1, it is said to be long-range. In this paper we
shall consider a class of first order systems with long-range

perturbations.

172 0_1/2,,The operator W, 1is called

the wave operator if the limit

" Now we put. J = E E

. . 0
(1.2) W.,u = lim eltAJe—ltA PaC(AO)u

trte

exists. From the point of view of the existence and the
¢omp1eteness of wave operators-we can say that the general
theory of systems with 'short-range perturbations is at the
satisfactory stage (for example [1], [8]). Wﬁen the

" perturbation is long-range, as is known for the case of
Schrddinger operators, the limit (1.2) does»notlexist
generally, that is, AO cannot be regarded as-the>free operator.

Thus our problem is to construct another operator WE (so-called




modified wave operator) which satisfies the intertwining

property

The fundamental problems of the theéry of long-range
perturbations are the existence and the completeness of WE. In
connection with these problems H.Tamura first proved the
limiting absorption principle for uniformly propagative systems
with long-range perturbations ([5]). This result has been
extended to wide classes ([6), [7]), [8) and [9)). For the case
of 2-body Schrdinger operators the limiting absorption
principle alone enables us to prove the existence and
completeness of (modified) wave operators -even in ‘the case of
long-range perturbations. This is also the case for first order
hyperbolic systems when all characteristic roots of the
unperturbed operator are simple. However, if we consider.thé
case that characteristic roots are non smooth, for example the
Maxwell equation in a'crystal optics, we encounter serious
difficultieS‘in developing the scattering theory by using the
above mentioned stationary results.

In this paper we prove the existence of the modified wave
operétor’for some c}asses of syStems by using the time
depenaent ﬁethod. in section 2 we shall state the exactz
conditions.for AQ, which includes the Maxwell equations in

biaxial crystals. Their characteristic roots are non smooth,




and our theory admits including such equations.
Now we want to define the modified wave operator as the

limit

(1.3) wou = 1im e ®lax(t)u

- trto

for some partial isometric operator X(t) instead of e-itAO.
In the construction of X(t) we shall use the solution of the
Hamilton-Jacobi equations

awk
(1.4) 3F = kk(ngk, £),
where Ak(x, £)'s are the eigenvalues of the principal symbol
of A (an mxm matrix).

'In [2) Lars H8rmander has proved the existence of the
modified wave operators for Schrddinger equations with
long-range potentials. Here he solved the Hamilton-Jacobi
equation and used the stationary phase method on R". But in our
case, since 'kk(x, £) is positively homogeneous of degree 1
-with respect to- E,-itS'Hessian'vaqishes everywhere. Hence we
“cannot apply the H8rmander calculus, and we éhall use the
stationary phase method on a hypersurface. Then our calculus is
rather -different from that of ([2].

This paper is organized as follows. In section 2 we shall

give the exact assumptions for Ao and some preliminary .

results. In section 3 we shall define the operator X(t) and




show sdme properties. In section 4 we shall prove the existence
of the limit (1.3) by the use of the stationary phase method on
a hypersurface.

The author would like to express his sincere gfatitude to
Prof .Mitsuru Ikawa and Dr.Tomio Umeda for their.encouragements

and useful suggestions.



2 Assumptions and some preliminary results

We are now treating the case that the perturbation is

long-range. More precisely we assume

Assumption (E) E(x) € c®(rR") and

|ag(E(x) - Ej)| < cex>™ 87 el

for &§>0 and |af > O.

On AO we also require some assumptions. We put

0 ¢ 0
A(g) =E, - ) A.g. (the symbol of A°)

and

= max_ #{positive eigenvalues of Ao(g)}.

P
0 ger

Then

0

Assumption -(F) 1) A~ _.is strongly propagative, that is,

for some d

rank 00(z) =m -d  (for £ # 0).




2) = (m - d)/2.

Py

Here d 1is called the deficit. The condition 2) of (F) is
equivalent to that the multiplicities of non-zero eigenvalues
are all simple outside a conic null set. As an example we

consider the Maxwell equations in crystéls:

Here ¢ = (eij) is a tensor dielectric constant and UO is a

scalor magnetic permeability. Let ¢ €, and ¢€ be

17 72 3

eigenvalues of €. We may assume that

There are three classes which are defined by the condition (1)

> e, > € or €, =¢€; > €, and (3) €,

2 37 1 2 T &3

(isotropic). The cases of (1) and (2) are covered in

(2) e, > ¢

our class, and the case of (3) is not covered (refer to
“C.H. Wilcox [11]).

0

Similar to the case of A we put

_ . n 7
Ax, &) = E(x)_1 Y A.E. (the symbol of A)
| j=1 373

and




p(x) = max #{positive eigenvalues of A(x, £)}.
EeR

The eigenvalues of Ao(g) and A(x, §) can be enumerated as

follows:
0 0 0 _
(2.1) Ao (8 2t 2 A1(8) > ag(e) = 0
0 0
> > eee >
x_l(g) 2 2 A_po(g)
and

(2.2) Ap(x) (Xe B) 2 =00 2 Ay(x, £) > A%, £) =0

v

cee > A_pr)(x, £),

> A_l(x, £)

respectively. If Ag(g) = Ap(E) (5(x, €) = A (x, £) for fixed
x), then 3j = k.

Here we note that 2) of (F) guarantees that A (x, E) is

smooth for large |x| when -Ag(g) is smooth. It is not the case
if 2) of.(F) is not satisfied, and (1.4) does not have
classical -solutions in general. Hence it seems to be difficult
to,femove the condition 2) of (F) as long as our method is
used.
0 ; . 2,.n m
To study A -and A in one Hilbert space ¥ = L°(R", C)

with the usual inner product

(u, v) J u(x)*v(x)dx

Rn




(note that AO and A are not self-adjoint in H{), we set

-1/2 -1/2
EO Aon Dj

X -

He~3

j=1

and

k=B V%02 (oo = £t %eE] ),

which are self-adjoint operators in #. with domains

A% =0 = {ven;: ued).

Now we can reduce our problem to studying XO and X in }L
(see for example [9]), and then our purpose is now to construct
a partial isometric operator %(t) ‘in ¥ and to show the

existence of the limits

W0 = 1im etthy(e).

- trtow

Note that the eigenvalues of Xo(g) and X(x, £) (symbols of KO

and X) coincide with those in (2.1) and (2.2). Clearly 5

satisfies the Assumption (E) withh E,. = I, and Ko satisfies

0

the Assumption (F). Then we can replace E, with I without

loss of geherality, and hereafterr we shall omit the sign "a"
for simplicity.
Here we give some fundamental concepts which are important

to develop the theory of first order symmetric hyperbolic

-_10._




systems. (About these concepts refer to C.H. Wilcox [10] and
K. Kikuchi [3]). Let Pg(g) and P, (x, g) be orthogonal

projections on the eigenspaces corresponding to Ag(g) and

xk(x, £), respectively. The properties of Ag(g) and Pg(g)
are given in [3, (2.5) ~ (2.13)]}. Ak(x, £) and Pk(x, g) also
satisfy the same properties. Especially Ak(x, £)'s are
positively homogeneous of degree 1 with respect to &. The

slowness surface for AO is defined by
n 0
S ={te R; det (I - pA(E)) =0 }.

The condition 1) of the Assumption (F) is equivalent to the

fact that S 1is bounded. We put

0 o
S, = { Ee R AJ(E) =11}, j=1,2, «--, p,

o .
and then S = y Sk' Let Zs(l) be a set of all algebraic
- - k=1
. s 0 : (1) (2)
singularities of S. Ak(g) may not be smcoth on Zg - Zg

denotes a set defined in [3, page 579), which contains all
“points at which the Gaussian curvature vanishes. (For the

definition of the Gaussian curvature see [4]). And we put

In this paper we shall denote for M C rR"

_11 -




M={¢=rs; seM and re R }.

For example ZS ={ &t =1rs; se 2o and r €R }. (Note that ﬁs

is a closed null set). The similar concepts are defined for A,

for example Sx’ ZS and ZS .
X X
About the eigenvalues and projections we have the

foilowing proposition.

Proposition 2.1 Under the Assumptions (E) and (F) the
following facts hold:

i) There exists an R > 0 such that

p(x) when |x]| > R.

Po

ii) Let kK ¢ R" \ ZS be compact. Take R large enough. Then

A\ (x, &) and P, (x, £) are smooth for (x, §) € {Ix] > R} x K

and satisfies
19%B 0, (x, ©) - 2% < cex>~ 8181
£°x "k S =

for any a, B, |x] >R and £ € K.

iii) '|a§a§(p,'{(x, £) - po(g))] < cex> 87181

for any a, B, |x| >R and ¢ € K.

Here C is uniform for (x, £) € {I1x] > R} x K.

- 12 -




Proof Since Py = (m-d)/2, the algebraic equation with

respect to A

det (A1 - A%&)) = 0
does not have a double root other than X = 0 when £ $£§S(l).

Then the continuity of the roots gives i) and

IAk(x, £) - Ag(i)l + 0 as |x] » =

(1). The rest of

uniformly for £ in a compact set KC R" \ ZS
the assertions are easily proved by a straightforward

calculation. Q.E.D.

In the rest of this section we state a theorem of the
stationary phase method on a hypersurface. It will play an
important role in the argument of section 4.

Let. be a family of smooth hypersurfaces. For

,{st}t;T.

“each t -a compact suport smooth function ut(s) defined on

St is given. Suppose that they satisfy

“i). For sufficiently small domain .U of R" there exist

smooth functions {¢t} such that

_.13_



ii) There exists another smooth function ¢ such that

a a -8
|a Py - d ¢| £ Cat for |a| 2 0.

iii) The Gaussian curvature Kt(s) -of St satisfies

0 < c

L S Ires)] < e

2 for s € supp My
where S and c, are constants independent of t.
iv) The derivatives of ut(s) are uniformly bounded with

respect to t.

We consider here the integral

_ ixs n

St

)—(n—l)/2

(dSt = (27 dSt).

Let sl(&)'s be the points where the exterior unit normal of

S, is 9, and let p (9) be the number of {sl(&)}. Put
t. ' . + -
(2.3) b (s) = exp{#(ni/4)(p (s) - p(s)},

where pi(s) denotes the number of positive (negative)
prinéipal curvatures of St at s. Now the following fact

holds.

_14_




Theorem 2.2 If and are given as above,

{St}t;T {“t}t;T

then It(x) satisfies the following expansion formula:

Dt(S) .
I (x) = y elXS¢:(s)ut(s)IKt(s)l_l/zl v |x|—(n—l)/2
y=1 - - s=s (8)
P (=%)
4 3 elxswz(s)pt(s)th(s)|_1/2| le—(n—l)/Z
y=1 s=s)(-9)
' t
P (3) _
+ 1 e e, sk () [TH 2] |x|7"/2
v=1 s=s)(9)
t
p (=%) _
+ ) el®S ¢ (¢, s)th(s)|-1/2¢E(s)| le—n/2
vy=1 A s=sZ(—3)
+ CJ('C, X),
' -where ¢ = x/|x|,
late, x| ;-CIZI |9%u, (s(0)) | x|~ (n+2)/2
. ' ajsn+2

and

'Iazut(s(o))l |

~“_,_[ci(t, s)| £C I s(0)=s

lal=0,1

(0 is a local coordinate)

_15..




for some constant C independent of t.

The proof of Theorem 2.2 can be carried out in the same
line of the proofs written in many literatures (see, for

example, M. Matsumura {4, § 4 and §5]).




3 Definition and properties of X(t)

We denote the set {ue CC(R™); d e ch(Rn \ ES)} by XFS'

.40
The unitary group e ith is given for lJe)ZS by
_ien0 . Po ixg - iaad(g)
(3.1) e u = Py(D Ju + % J e P (E)u(&)dE.
X k=1 k
rD
~itAd
We must replace e in the definition of the wave operator

by ahother operator X(t). So we shall seek X(t) in the form
0 ixg - iW (£, &) 4
G2 xew = | e PO (£)G(E)4E,
' k
%
where W, (t, §) satisfies the Hamilton-Jacobi equation (1.4)

and @, satisfies U 9, = R™ \ 28‘ The solutions of the
' t
.wHamilton-Jacobi'equations are obtained in a standard way. (Here

we state only the case of t + +x).

‘Lemma 3.1 Under thelAssumptibns (E) and (F), let {tl}z=1

be a given sequence with -ty < ty, < o and lim t, = <. Then

'“thete,ekist a sequence of conic open sets {Ql}z¥0 with Q4 C

(1)

s » and C -functions W, (x, §)

9c v+ and U @, = RV \ Z

. [=<)
(lk] =1, *++, p.) defined on U [t,, ) x , having the
0 . ooy LR )

- 17 -



following properties:

i) Wk(x, £) satisfies

3w, w -
(3.3) e = AT 8 on U [y, =) x g
For any compact set K ¢ R \ Es(l)
ii) Iagwk(t, g)] < c,t for Jal 21 and Ee K
L -1
15) [ag(eT W e, ©) = agEn | + (3§ 0y vm, §) - Al
< cmt'6 for la] >0 and e K
iv) For r >0 Wk(t' rf) = er(t, Z)
v) W t, ~E) = -W_ (£, £).

The proof of this lemma is similar to that of Lemma 3.8 of
[2). Assertions iv) and v) follow from the fact that lk(x, £)'s
have the same properties.

From Lemma 3.1 ii) and iii) for J|a] =1 we have
(3.4) c't < lvw (e, £)] < ct.

Now we-define X(t) by (3.2) for u &’QS ‘with functions

Wk constructed in Lemma 3.1 and domains Qt given by

_18_




(3.5) Qt = Ql for t & [tl’ t2+1).
Let: Iw(t) be operators defined by
k.
ixg - iWk(t, £)
: Iw(t)u = I e u(g)dg for u G,QS,
k Qt

- 0 -
and we put X, (t) = Iwﬁt)Pk(Dx). Then X(t) = E X, (t). Y (t) and
Y(t) are other operators givgn by Yk(t) = Iwit)Pk(vwk(Dx)’ D)

and  Y(t) =} Yk(t). Here note that from Proposition 2.1 and
k

Lemma 3.1 the matrices Pk(Vwk, £)'s are smooth on supp a

when t 1is large.

- Let pl(r) e c®(R') be a function satisfying

v
[

1 if r
plr) =
0 if r £ 1/2,

and we put
(3.6) x(t, x) = p(2c,|x|/t),

where C,y is a constant which satisfies

oy -1 - 0 : - cee
(3.7) Cy o < ]vxk(g)l < Cy, for x| =1,2, P

The existence of such constant eaéily follows from 1) of

_19_




Assumption (F).

Now we have

Lemma 3.2 i) Let u e‘gs be fixed. Take sufficiently

large t. Then for any s > 0

- -S
(1 - x(t, x)_)IW]it)uHL2 < Cg gto

ii) u and t are the same as above. Then for any s > 0

=S -8
| ] <x> Iwét)ulle £Cg ot -

iii) Xk(t) - Yk(t) - 0 strongly as t = o,

Proof i) Lemma 3.1 iii) gives

1. , 0 -5
E v, (t, gl > vak(g)l -t

and this implies
19 xg - wte, €1)] 2 (g ot

when t 1is large and (t, x) is in the support of 1 - x(t, x).
Then the assertion easily follows from the equality
ixg-iw, (t,8) VE(XE - W) ixg - iw (¢, &)

e = -i V.e
g (xg - wo|?

_20_




and integration by parts.

1i) The assertion follows from the equality

—iWk(t, £)

_ —iW, (£, E)
e = -i|vw| k

VWk'Ve ’

2

the inequality (3.4) and integration by parts.
iii) The assertion follows from (3.4) and Proposition 2.1

Siii). Q.E.D.

It is easy to see that X(t) is a partial isometry as an

operator from $ (= L2(rR"; c™)) to 4€ with the domain gQS.
Since 725 is dense in ?C, X(t) can be extend to an operator

whose domain . is the whole spaceje. We denote this operator also

by X(t).

_.21._




4 The existence of the modified wave operators
The purpose of this section is to prove the main theorem:

Theorem 4.1 The modified wave operator

1th vy

+ O

(4.1) ' W. = s-lim e

trto

exists, and it is a partially isometric operator with the

intertwining property
e u, s € R and uEé‘eC(AO).
Proof If the limit

wWu = s-1im e ™%ty

t>too

-+

exists for a dense set of u €¢f, it exists for every ue .

Hence we may assume u eARS. If t 1is so larye that supp aC

.we may consider Q_ = R" in (3.2). Then we shall take such

@ t

tl
t for any fixed u.

Here we consider only the case of WE. (W? can be treated in
the same way). -

In the same way as in the proof of intertwining property

for the case of the Schrodinger operators (see [2]) we have

- 22 -




iap
lim X(t+s) x(t)e ish

t>

_ _ 50
u = (I PO(DX))U:

- and the intertwining property has been proved. (Note that
20y _ 0, _ _ 50
PC(A ) Pac(A ) I PO(DX)).
Now we prove the existence of the limit (4.1). From Lemma
3.2 iii) the existence of WEu is equivalent to the existence

of

(4.2) s-1im e*t

A
Y, (t)u (k] =1, 2, =+, p.).
t>4oo k ~ ' "0

When we have for some T

(e Yk(t)u)|| 9 dt < =,

,J“||d itA
T L

we know that the limit (4.2) exists. Here note the equality

dYk(t)

- .-1 _-itA 4 itA _ - K
1 Te a;(e Yk(t)u) = AYk(t)u izt u

[ ixE-iW (t,E) aW, A
[ U, E) - R, E)IP(VW,, E)G(E)
rRD ' '

+ R(t, x, £)a(g)lde,

where

1-¢8 -1-¢

IR(t, x, £)] < Cl<x>" +t ).

- 23 -




From Lemma 3.2 ii) we easily have

ixg - iwW _(t, §) -
IIJ e K R(e, x, £)8(E)dE]] , < ct™i70,
R" | , -

Let x(t, x) be of (3.6). From Lemma 3.2 i) we have

ixi - iwk(tl g)
IIJe (1 - x(t, %))
Rn

awk

“(Mx, £) - 3p(t, )P (VW , x)G(E)dE]] e

I~

Cct

Hence we have only to consider

iXE - iwk(tl £)
| e

(4.3) I(t, x) = x(t, x)

Rn

3w .
Fp(t, £))P, (VW £)G(£)4E.

'(A(Xl g) -
Our purpose is to prove that the Lz—norm of I(t, x) is
integrable with respect to t.
Here we introduce a new surface which is like the slowness

surface:

1

s (t) = {gee . t W (t, §) =1} (Q_ is of (3-50).

Put K=suppd and K= {§ =rf'; re R and £'€ K}. It

- 24 -




follows from.(3.4) that Sk(t)f\ K is a smooth hypersurface
when we take sufficiently large +t (depending on K). We put

Zt = Sk(t)(\ K.

In (4.3) we make the change of variables & =+ (r, s) (r >
0, s € Zt) by & = rs. From Lemma 3.1 iv) and v) this

transformation is surely one to one. We put

BWk

(4-4) Fk(tl Xr_ E) = X(tl X)(A(X, E) - aT(t, S))Pk(vwk, E)-

In the same way as [10, §4] we have

F (t, x, rs)t’.‘l(rs)th__(s)I—1

I(t, x) = j‘" ( J ei(rxs - Wk(t,rs))

Le

-ds(t)) x| Yar
_ J omirt rlrlnfl( J'eirxs F

e

+ds(t) )dr,

k(t,'x, s)ﬁ(rs)IT,c(s)l_1

where ds(t) is the surface element of . and

Lo -1 oy
(4.5) T . (s) =t YWk(t,xs) . for sve S, ().
Now we put
.vk(t, X, ¥y, ¥) = ~J‘eixst(t, y,'s)ﬁ(rs)|Tt(s)|-1dS(£).
2:t

_25_




Then

(4.6) S I(t, x) = J e—lrt Vk(t’ rx, X, r)rlrln—1 dr.
o :

We shall use the stationary phase method (Theorem 2.2) for the
integral on Zt. For any parametrization s = s(o) the
gradient of the phase =x°s(g) with respect to ¢ satisfies
Wo(x's) = §'§os. Here note that the column vector of 605(0)
construct the tangent plane of Sk(t) at s(o). Hence the
stationary points are the points s where x is normal to
Sk(t), that is, Nt(s) = +3 (& = x/lxl). We denote the Gaussian
g’ it easily
follows that Kt(s) does not vanish for sufficiently large t

curvature of S, (t) by K_(s). since K C R \ Z

in Zt. This fact implies that the Gauss map Nt(s) on Zt is

a Cm—injective map into Sn—l. We put w, = Nt(Zt). Then Ny

is bijective from I to w We denote the inverse map of

t t°
this map by . Sg-
It is easy to see that the integral of vk'satisfies all

assumptions of Theorem 2.2. Hence we have

(4.7) vi (t, x, y, 1)

= eiX'SFk(t, y, s)a(rs) |t (s)] 7k ()] 712

. |
iis) x
t ls=st(3)

S/ L i (e, y, k)

~1/2

- -(n-1)/2
EY | x|

-1
T, (s)| IR _(s)]
t t s=st(-9)

_26...



v e® 'S¢ (e, y, r, S)lK£(5)|—1/2¢:(s)| lxl—n/z
S=st(3)
+ e*'5cT (¢, v, r, S)IKt(s)|_1/2¢;(s)| -le—“/z
s=st(—&)
+ qlt, x, y, )
== VO,+ + VO," + V1,+ + vl'_ + q,
where
Iq(tl X, Y r)| ; C((y)-'(S + t-6)|X|—(n+2)/2
‘and
| ’ * | a ~
) - : I.a =0,1 £=S

'_with constants independent of t..It is easy to see that the

supports of ‘Ci and q with respect to r are compact in
1\ (a1 |
R™\ {o}.

From (4.6) and (4.7)

- where

it

_27_




and Q(t, x) is defined similarly. Q satisfies the estimate

$ -$

—(n+2)/2 578 4 79y,

(4.9) late, x)| < clx]
Now we put
(a.100  o%(t, s; x, ©) = F (¢, x, s)|r (s) MR ()] 7H/?

'I eirTr|r|(n_1)/,2 G(rs)wiign(ir)(s)dr
and

(4.11) ¢i(r, s: x, t) = IKt(s)l’l/2 J elfT

-0

'Ci(t, X, &, rss)lr:ln/z_1 wiign(tr)(s)dr.

(Recall that wi is defined in (2.3)). Then Ij are written

+
¢ =

as

IXI—(D—1+j)/2¢2(x.st(t3) - t, St(iS); X, t)

(t, x).

(+% & mt)

Je%

0 (otherwise).

It easily follows from Lemma 3.1 iv) and (4.5) that Tt(s) =

1

'(S'Nt(s))_ N (s). This equality implies
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' (=8) = € = =|x|(-3)-s (-8) - £ = ~[x||T (s (-8)) |7} - ¢,

Hence we have
(4.12) . Ix-st(—&) - t] > clx| + t.
On the other hand integration by parts gives

(4.13)  03(t, s; x, £) = {+-+}(-1/i1)2 [ e T (a/3r) %+ - Jdr.

Then from (4.12) and (4.13) Ij _{t, x) (j =0, 1) satisfy the

4

same estimate of (4.9). Now we write
(4.14) - ~I(t, x) = I0 + ¥ I1 + + Q,
Y Y . \ . .
where Q = IO _+ I1 _ *+ Q. Since Q - satisfies the same
’ s .

= estimate of (4.9) and x| > (1/4C )t -on the support of

x(t, x), we have

(4.15) - Ila(f, 3] 5 < ce 179,
: ' , . L
Next we éalculate the L°-norm of Ij +°
. 2 o [7 * n-1
‘||;3r+(tf )IIL2 = JO J Iy (t %) I (k%) ]x]
. Sn—l
'dSn—1d|xl

_29_



Ty - ] *
¢+(x st(S) t, st(S), x, t)

il
S,
o 8
g —

t

; -1
-oz(x-§t(3) - £, s (8); x, t)asg -dlx|.

Now we make a change of variables s = st(S) (% € wt). It is

Qell-known that

as?1 - IKt(s)|dS(t).

n

"It is easy to see that s-st(&) = th(St(S))|_l and x = |x]|$

IxINt(st(S)). Thus

anz. = [ 3=l 1, s
ey e 112, = [ ] eddxdlzge™ - e, o

W

Ixln sy, ©) el (xl T () ™h - &, 55 IxIN (s), ©)
-IKt(s)lds(;)dlxl..
Here we make anbfher change of variéble lxl + T by
x| |Ttgs>|‘1 -t =T,
Then dlx| = ITt(s)I—ldT, and we have

(4'i6f 1. (¢, 1%, = Jm J 031, s; (1 + )T, (s), £)
- . j,+ 4 Lz"’ t + 4 ’ t 4

e
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-wz(r, s; (T + t)T (s), t)ITt(s)IIKt(s)|dS(t)dr.

First we consider the case of j = 0. Recall the definition

0

(4.10) of o/

. We begin with Fk: From (3.3) and (4.4)

F (t, x, s) = x(t, x)(A(x, s) - A (VW , s))P (VW , s)

x(t, x)(A(x, s) - A(Vwk, S))Pk(VWk, s)

1 n
x(t, x)[ Z (x - Vwk)u(ax A)((x - vwk)& +

0 p=1 M
VWk, s)dS~Pk(VWk, s).
From (4.5) we have
Fk(t, (t + t)Tt(S), s) =x(t, (= + t)Tt(S))

1 n .
.Joiuzl ;(Tt(s))u(aqu)(TTt(s)& + ETt(s), s)d3°P(tTt(s), s).

This gives

(4.17). IFk(t; (t + t)Tt(si, s) |

) 1

! . _ L
< CJTIJ <lte + tIITt(s)|> 1-044 < c'ltl<t> S1 + 12/2).
. 0 B '!

Integration by parts gives for any non-negative integer &
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sign(z*r)

(4.18) t¥(1 + 12/2)J 1T T || (n-1)/2 G(rs)v?

—_—

(s)dr

(n-1)/2

= I e T-p ) (1 + DZ/2) (x]x] G(rs) St (s yar,

Clearly the right hand side of (4.18) is bounded. Then we

easily have for any s > 0

(4.19)  |t(1 + 12/2)J eirTrlrl(n-l)/z

G(rs) St yar| < e 1|70,

If we estimate the right hand side of (4.10) by using (4.17)

and (4.19) with s = (1 - 6)/2, we obtain

Ct—l~6|T|-(l—6)/2.

In

|¢2(T, s; (1 + t)T (s), t) |

Thus from (4.16) we have

' A . 2 vL—2(1+ 8/2)
(4.20) llIo,+‘t' )IIL2 <C't .

For the case of j = 1 note the inequality (4.8)_and the

equality

ag-Fk(t, X, &)
u

= x(t, x)[{(aguA)(X, £) - (aguA)(Vwk,.S)
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3, 3, W. -(3_ A)(VW,_, E)}P (VW _, &)
1 BBy K TX, k k' Tk

1
H ~3

\Y

+ (AM(x, &) - A(VW E))ag (Pk(vwkr E.:))]I

kl
p

and in the same way as in the proof of the case of j =0 we

have

-2(1+ &/2)

(4.21) [z

. 5 '
1,4+ (€ )IlL2 gce

Thus the proof is complete. Q.E.D.
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