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Abstract 

 

Supported metal catalysts comprising small metal particles dispersed on the 

high-surface-area support material (e.g. Al2O3, SiO2, MCM-41) have a wide range of 

industrial and environmental applications.  It is well known that activity, selectivity 

and stability of supported catalysts are influenced by the precursor used for the 

preparation of the catalysts.  For example, Rh/SiO2 catalysts prepared from different 

precursors of Rh(OOCCH3)3, RhCl3, and Rh(NO3)3 showed quite different activity and 

selectivity for CO2 hydrogenation reaction.  In spite of previous intensive studies, 

however, we do not get our hands on the microscopic mechanisms of the precursor 

dependent formation of the catalytically active sites.  In this thesis, I studied on the 

precursor dependent structure of Rh/Al2O3 catalysts by using two kinds of approach: one is the 

surface science approach using high-spatial resolution microscopy of scanning tunneling 

microscopy (STM) for flat catalyst model surfaces, and the other is conventional spectroscopic 

approach using X-ray absorption fine structure (XAFS) for local structural analyses of high 

surface-area catalysts.  I have proved that these analyses gave consistent and 

complementary results and would be a powerful methodology to study the precursor 

dependencies.  The contents of this thesis are as follows. 

 A brief review of the heterogeneous catalysts and previous surface science 

approaches to catalyses with some methodologies are described in Chapter 1.  

Experimental techniques and some theoretical background are described in Chapter 2. 

In Chapter 3, precursor dependent structure of Rh/Al2O3 catalysts were analyzed by  

high-resolution STM measurements.  I found that homogeneous Rh dimer species 

could be randomly dispersed on Al2O3 thin film/NiAl(110) by using [Rh
II
(OAc)2]2 

precursor.  Moreover, the Rh dimer species are quiet stable up to 800 K.  However, 



when common precursor RhCl3 is used for the precursor instead, larger Rh particles 

were formed.  This phenomenon is very important because the homogeneity and high 

stability of active species are of high demand issues for catalysts.   

 In Chapter 4, the precursor dependence of Rh/Al2O3 catalysts that I found by STM 

measurements (Chapter 3) were examined by XAFS spectroscopy.  I confirmed that 

the same phenomena occurred on the high surface area Al2O3 support when the 

appropriate pre-treatment of Al2O3 and similar preparation procedure were adopted.  

Metallic Rh cluster with size of 1-3 nm were generated from RhCl3, while 

rhodium-oxide-like compounds formed in the case of [Rh
II
(OAc)2]2 and Rh

III(
OAc)3 

precursors.  Furthermore, XAFS results suggested that Rh-O bond preferentially 

formed along with the decomposition of acetate ligand and it stabilized the Rh core on 

the Al2O3 surface.  By using FEFF calculation and real space model method, we have 

successfully determined the local structures of these rhodium-oxide-like compounds: 

one or two Rh atoms from the Rh precursors are selectively fixed on three or four-fold 

sites on the γ-Al2O3 surface. These results give a good agreement with previous STM 

study.   

  Conclusions of this thesis and outlook of future studies are described in Chapter 5. 
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Chapter 1 General Introduction  
 

Catalysts are indispensable materials in many areas of our modern life and catalytic 

reactions also happen incessantly in our bodies.  Catalyst refers to the material by which the 

rate of a chemical reaction can be accelerated and it is not substantially consumed in the 

process.
1
  The earliest catalysis was discovered by Döbereiner in the 18

th
 century.  He found 

that the spongy platinum could bring about the combination of hydrogen and oxygen at room 

temperature and then invented a lighter by taking advantage of this phenomenon.
2
  Nowadays, 

numerous kinds of catalysts have been created to satisfy different demands from not only 

industrial production but also environmental revolution, new energy generation and so on.  The 

catalysts can be roughly divided into three groups: heterogeneous catalysts, homogeneous 

catalysts and biological catalysts.
3
  

This research is mainly related to the heterogeneous catalysts.  Thus, the objective in this 

chapter is to introduce the heterogeneous catalysts briefly and then explain our motivation and 

strategies.  

 

1.1  Brief Introduction to Heterogeneous Catalysts 

    Heterogeneous catalysts are distinguished from homogeneous catalysts by the different 

phases present during reaction.  Homogeneous catalysts are present in the same phase, usually 

liquid, while heterogeneous catalysts are present in a different phase, usually solid.  For 

example, in the H2O photodecomposition, the catalyst TiO2 is solid, while reactant H2O is liquid 

and product H2 and O2 are gas.
4
  The main advantage of using a heterogeneous catalyst is that 

being a solid material, it is easy to be separated from the gas and/or liquid reactants and 
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products of the overall catalytic reaction.  Additionally, heterogeneous catalysts are typically 

more tolerant of extreme operating conditions than homogeneous ones.  

Heterogeneous catalysts are always playing an extremely important role in the progress of 

our life.  And now it has been estimated that 90% of all chemical process use heterogeneous 

catalysts.
5
  From the late 18

th
 century, the heterogeneous catalysts were mostly applied to the 

large-scale synthesis of simple but important chemicals. Winkler (1875) and Knietsch (1888) 

applied platinum and V2O5 into synthesis of sulfuric acid and successfully improved production 

from 50 tons/year to one million tons/year in the UK.
6
  Another important application was in 

the development of ammonia process.  Haber, Bosch and Mittash (1906) used Fe-based 

catalysts to synthesize the NH3 from N2 and H2 under elevated temperature and pressure 

condition.
6 

After these successes, many complex catalytic processes evolved in the chemical 

industry, such as: synthesis of methanol from CO and H2 (ZnO/Cr2O3, 1923), Fischer-Tropsch 

reaction: production of hydrocarbon (Fe, Co, Ni, 1925), dehydrogenation of alkene to diene 

(bismuth molybdates, phosphates, and tungstates, 1950) for production of synthetic rubber and 

the polymerization of alkene (Ti compounds, 1954) to produce plastics.
 6, 7

  In the middle of the 

19
th
 century, the large-scale industrial application of heterogeneous catalysts emerged into the 

petroleum. Two kinds of heterogeneous catalysts: zeolites as cracking catalysts and supported 

metal clusters (e.x. Cu-based catalysts) as reforming catalysts were widely used in the 

petroleum industry.  Until 1970, the heterogeneous catalyst mainly played an active part in the 

chemical industry.  History of the catalysis of industrial process is summarized in Table 1.1 

Over the last several decades, environmental pollution and energy consumption problems 

began to cause great attention.  The environmental revolution and new energy generation have 

been globally accepted as the most important issues from the end of 20
th
 century until now.  

The heterogeneous catalysts still play a critical role in attacking these problems.  Earlier in 
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1975, Pt/Al2O3 called three-way catalyst was introduced into the automobile to reduce CO, 

hydrocarbon and NOX emission as shown in the Figure.1.1.1.
8, 9

  And then NOX Storage 

Reduction (NSR) catalysts
10-12

 and Selective Catalytic Reduction (SCR) catalysts
13,14

 were 

developed to reduce NOX emissions in the lean-burn condition, in which higher fuel efficiency 

and thus lower CO2 emission could be achieved.  On the other hand, with respect to the new 

energy generation, a lot of new catalytic processes were developed.  A promising 

environmentally friendly technology is the production of electrical power with fuel cells.
15

 

However, fuel cells require hydrogen as a fuel, which is extremely difficult to store and 

transport.
16, 17

  Thus, the generation of hydrogen in situ by reforming of alcohols and 

hydrocarbons became a hopeful solution.
18,19

  Especially, methanol is currently the main fuel in 

industry because of its low carbon-content and low reforming temperature.  Copper-based 

catalysts (Cu/ZrO2, Cu/ZnO) are the most commonly used for methanol reforming process to 

achieve the high activity and selectivity.  The reforming reaction is described as follow: 

CH3OH + H2O ⇄ CO2 + 3H2        ΔH = 49.7 kJ mol
-1

                           (1.1) 

CH3OH ⇄ CO + 2H2               ΔH = 90.2 kJ mol
-1

                          (1.2) 

CO + H2O ⇄ CO2 + H2             ΔH = -41.2 kJ mol
-1

                          (1.3) 

Beside the main reaction, two side reactions commonly occur.  In Eq (1.2) methanol 

decomposition, side-product CO will poisons the electrode of fuel cell, thus selective oxidation 

technology is applied to remove CO from H2 gas.  Supported Au catalyst is a promising 

catalyst, by which CO can be selectively oxidized at low temperature.
20, 21

  And Eq (1.3) is 

water-gas-shift reaction which is a well-know step for upgrading CO to H2 in the production of 

synthesis gas.  In this system, ceria supported metal catalysts such as Au/CeO2, Pt/CeO2 can 

remove the side-product CO from Eq (1.2) to purify the hydrogen gas.
22-25
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Table 1.1  History of the catalysis of industrial processes
6
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Table 1.1  (continued) History of the catalysis of industrial processes
6 

 

 

 

 

 

 

Fig.1.1.1  Illustration of the placement of nanoparticles in automotive catalytic converter 
26
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    There are also a large amount of new heterogeneous catalysts applications in lots of areas, 

such as photocatalysts
27

, chiral synthesis
28

 and so on.  Just from the examples above it is 

undoubtable that heterogeneous catalyst technology is always a key factor in progress of our 

daily life.  

    To satisfy the demands from our modern life, not only new heterogeneous catalyst 

technologies are invented, but also intrinsic properties of heterogeneous catalyst need be well 

understood.  More specially, in the 21
st
 century, emphasis of catalyst development shifts to the 

selectivity and stability due to both of the environmental considerations and limitation of 

resource.  It is required to obtain more and more detailed physicochemical insights into 

catalyst system, such as: the determinant factor that control activity, selectivity and stability of 

catalysts, element steps of catalytic reaction.  It is well-known almost catalytic reaction occurs 

on the heterogeneous surface.  However, most heterogeneous catalysts consist of 

nanometer-sized particles called active sites dispersed on a high-surface-area amorphous 

support as shown Figure 1.1.1.  The properties of active sites are significantly affected by the 

size of particle,
29, 30

 distribution,
31, 32

 local structure
33

 and interaction with the support surface
34-36

 

(see some examples in Figure 1.1.2
37

 and 1.1.3
38 

).  Heterogeneousness of both the particles 

and support surface leads to the heterogeneous properties of each active site.  The average 

knowledge on the performance of active sites obtained in the traditional catalyst research is 

sometimes unable to provide correct information about catalysis.  That is also the reason why 

heterogeneous catalyst developments are always based on “trial and error” method.  Thus, it is 

required a local range or molecule level characterization technology to monitor the catalyst 

surface.  In this regard, the surface science studies carried out on the model surfaces (e.g. metal 

single crystals or thin oxide films, metal nanoclusters) under vacuum conditions or reaction gas 

atmosphere can meet this demand.
39-42
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Figure 1.1.3  (a) TEM image of Pt NPs supported on nanocrystalline ZrO2. (b) High angle annular 

dark field image obtained by scanning transmission electron microscopy (STEM) of Pt NPs 

deposited on CeO2. (c) Relative conversion during the direct MeOH decomposition over Pt NPs 

supported on Pt/ZrO2 (full circles), Pt/Al2O3 (full triangles),Pt/TiO2 (full squares), Pt/CeO2 (full 

diamonds), and Pt/SiO2 (crosses).
38

 

Figure 1.1.2  Illustration of 

relation between the Au particle size 

and turnover of frequency of CO 

oxidation on Au/TiO2 at 350 K. The 

highest activity appeared at the Au 

particle size of 2.0 nm ~ 4.0 nm.
37
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1.2  Surface Science Approach 

    Since the complexity of heterogeneous catalysts obstructs deep insights into the 

fundamental issues in heterogeneous catalysis, a new strategy that extracts the essential parts of 

catalysts and then simplifying to the model surface which can be studied by surface science 

techniques has been developed (as schematically shown in Figure 1.2.1).
42

  

Early in the middle of 20
th
 century, Otto Beeck first used evaporated metal films to study 

the chemisorptions and catalytic properties of metals.
43

  However, the genuine surface science  

studies began in the 1960s when the techniques for preparation of clean single crystal surface 

and ultrahigh vacuum (UHV) technologies became available to the research.
44, 45

  G. Somorjai 

and co-workers developed an instrument which permitted isolation of the single crystal from the 

UHV after the surface preparation and characterized by electron diffraction and electron 

spectroscopy techniques.  The isolated crystal could be exposed to reactant gases at high 

pressure.
46

  By using this technique, Somorjai measured the rates of synthesis of NH3 from H2 

and N2 on the Fe(111), Fe(100), Fe(110), Fe(211), Fe(210) and found the Fe(111) showed 

highest activity (Figure 1.2.2).
46,47 

  This result first provided direct evidence for the long-held 

view that (111) surface of α-Fe is the most active surface for NH3 synthesis.
48

  And since that, 

the concepts of structure -sensitive or -insensitive were introduced into the catalysis research.
49

 

Another remarkable achievement was the studies on the CO oxidation behavior on Pt.
50-52

  This 

reaction followed the Langmuir-Hinshelwood mechanism, however, it was self-poisoned in the 

case of high coverage of CO and turnover rate exhibited oscillation patterns. G. Ertl used PEEM 

(photoelectron emission microscopy) to image these oscillations in time and space of CO 

oxidation on Pt(110) (Figure 1.2.3).  He explained these rate oscillations originated from 

adsorbate induced reconstruction of the metal surface. That is to say, chemisorptions can lead to 

not only the restructuring of adsorbates but also reconstruction of single crystal surface. 



9 

 

 

 

 

 

Figur 1.2.2 a) Schematic representation of the idealized surface structures of the (111), (210), (100), 

(211) and (110) orientations of iron single crystals. The coordination of each surface is also indicated 

by CX. b) Rate of NH3 synthesis over five Fe large, single crystal surfaces with different orientations.
 

46
 

Figur 1.2.1 Illustration of the concept of model surface a) real catalyst: metal particles (red balls) 

dispersed on a high-surface-area oxide support; b) A metal single crystal model; c) Metal particles on 

thin oxide films or oxide single crystal. 
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    Until the early 1990s, large amounts of surface structures have been studies mainly by Low 

energy electron diffraction (LEED), Auger electron spectroscopy (AES) and X-ray 

photoelectron spectroscopy (XPS).  A revolutionary development of surface science studies 

occurred around 1990s when one technique, namely scanning tunneling microscopy (STM) was 

invented by G. Binning and co-workers.
53

  This powerful tool was capable of resolving the 

atomic-scale structure of planar surface to provide morphology information about surface atoms 

of single crystal and adsorbates under various conditions: vacuum, atmosphere or liquid phase. 

In this regard, by using STM, a true atomic and molecular level observation on the 

morphological change of the surface during the chemical reactions can be achieved.  Moreover, 

scanning tunneling spectroscopy (STS) and inelastic tunneling spectroscopy (IETS) can provide 

useful information about electronic state of local surface structure and vibration features of  

Figure 1.2.3 CO oxidation on Pt(110) surface. a) Steady-state rate of CO2 formation in the catalytic 

oxidation of CO as a function of PCO at fixed PO2 and T. b) Onset of kinetic oscillations in the rate of CO 

oxidation at a Pt(110) surface. c) A sequence of PEEM images from a Pt(110) surface during spiral wave 

formation in CO oxidation taken at intervals of 30 s. T = 448 K, PO2 = 4×10
-4

 mbar, PCO = 4.3×10
-5

 

mbar 
52
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adsorbates.  Thus, combination of the STM observation and STS, IETS measurements enable 

us to address the correlation between the structure/ position and properties of surface atoms (or 

adsorbates).  Additionally, nowadays, the improvement of the image acquisition rate renders 

STM to be able to provide not only high spatial but also high temporal resolution, by which 

dynamic surface process can be followed and analyzed in situ. in situ STM measurements can 

be used to determine the active sites for chemisorptions.  Zambelli et.al. found that NO 

molecules easily dissociated at the step edges of Ru(0001) at room temperature, and N atoms 

slowly diffuse away from step edges while O atoms migrate too fast to be observable by STM.
54

 

This result gave instinctive evidence that catalytic reaction usually occurred at some special 

sites of catalyst surface.  Mitsui et al. studied the process of hydrogen dissociation on Pd(111) 

surface and pointed out that three or more empty Pd sites were necessary for the dissociation of 

H2 molecules which broke the traditional view that two neighboring empty sites were necessary 

for the dissociation of a diatomic molecule.
55, 56

  in situ STM techniques are more widely 

applied to trace reaction intermediates (e.x. hydrogen oxidation
57

), measure the reaction kinetics 

(e.x. CO oxidation
58

), etc. to give us fundamental insight into mechanism of heterogeneous 

catalysis. 

Figure 1.2.4 STM images 

from NO interacting with 

a Ru(0001) surface 

exhibiting a monoatomic 

step. After association, N 

atoms slowly leave from 

the step. 
54
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Although the early studies on single crystal surfaces made lots of brilliant achievements on the 

fundamental understanding of the nature of heterogeneous catalysis, some problems remain, in 

connecting the information from metal single crystal surface under UHV to the real catalyst. 

These problems have been called as the material gap and pressure gap.  The material gap refers 

to the gap between the nature of metal single crystals and real catalysts.  Real catalysts usually 

comprise of small metal particles of several nm ~ several tens nm and dispersing on a 

high-surface-area oxide support.  Not only the size effect but also support effect can modify 

the structures and properties of supported metal particles.  For example, it was well-known that 

bulk gold was inactive, however, Haruta et al.
59

 found that Au particles with nanometer sizes 

exhibited even higher activity than Pt. Figure 1.1.2 shows the correlation between the size of Au 

particles on TiO2 and turnover frequency of CO oxidation estimated by Goodman et al. 

Evidently, Au particles ranging from 2 nm ~ 4 nm showed highest activity.
29

  n regard to 

support effect, early in the 1970s, Tauster et al. discovered that the Pt and Ir which were 

supported on the TiO2 and reduced at high temperatures showed a suppressed CO and H2 

chemisorption and enhancement of methanation reactivity.
60-62

  And they termed this effect as 

“Strong metal support interaction (SMSI)” which is now widely used to explained the unusual 

properties of supported metal particles.  The pressure gap refers to the difference of reaction 

condition whereas the surface science studies are performed under UHV (~10
-10

 Torr), the real 

catalysis reactions take place under atmosphere or higher pressure.  Thermodynamically, if the 

pressure of reactant gas is raised from UHV 10
-8

 Torr to atmosphere, the chemical potential of 

reactants is increased by an amount of ~ 30 kJ/mol at room temperature.  That is to say, 

difference of pressure may strongly change the chemisorptions and interactions of reactants on 

the catalyst surface. 
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In the past two decades, numerous efforts have been devoted to solve these problems. 

Somorjai & Salmeron group and Goodman group have mainly contributed to bridge the 

pressure gap by inventions of high pressure instruments and techniques.  These works can be 

divided into 3 parts as shown Figure 1.2.5:  

1) The first one is development of combining the differential pumping stages with conventional 

UHV surface science techniques based on electrons, ions, or molecular beams all of which do 

not possess long enough mean free path to reach the detector under high pressure, such as 

Low-energy ion scattering (LEIS), Transmission electron microscopy (TEM), X-ray 

photoelectron spectroscopy (XPS).
63-66

 

Figure 1.2.5 High-pressure techniques.
 63

 a) High-pressure XPS containing differential pumping 

stages.b) Sum-Frequency-Generation (SFG). c) Infrared reflection-absorption spectroscopy (IRAS)
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2) The second is the application of optical probes, such as Sum-Frequency-Generation (SFG), 

Polarization modulation-infrared reflection-absorption spectroscopy (PM-IRRAS).
 67-69

 

3) The third one is scanning probe microscopy techniques.  Somorjai and Tao design a 

UHV-compatible high pressure reaction cell, where the sample prepared under vacuum can be 

Figure 1.2.6 a) Scheme of High-pressure STM.
 63

 b) Photo of UHV-compatible high pressure reaction 

cell from ref. 74. c), d) Photos of High-pressure STM instrument made by Somorjai group. (taken by 

author during visit of Somorjai and Samleron’s lab. 



15 

 

examined by STM under high pressure.
70-73 

(Figure 1.2.6) 

    On the other hand, the progress in bridging the material gap brought another revolutionary 

development of surface science.  A new type of material called “supported model surface” 

comprising of nanometer particles deposited onto a planar oxide or a well-ordered oxide film 

was introduced into surface science studies (Figure 1.2.1c).  Two techniques played important 

roles in this development.  

1) Preparation of oxide thin films: Due to the insulation of most bulk oxide (expect of TiO2, 

ZnO, etc.) electron and ion spectroscopic measurements, such as LEED, STM cannot be carried 

out.  The ultra-thin films grown on metallic substrates are an excellent choice to circumvent 

the conducting problems.
75-80

  The thickness of a few angstroms ~ nm can exhibit similar 

physical properties characteristic to the bulk material, simultaneously enable the application of 

electron and ion-based techniques on the surface.
81

  There are three kinds of preparation of 

oxide thin films: the traditional one is direct oxidation of the native metal.
81

  However, this 

method always results in amorphous or polycrystalline films (e.g. Al2O3 on Al
82

,SiO2 on Si
83

) or 

appearance of high defect density,
84

 because of large lattice mismatch between metal and 

corresponding oxide in the most cases, except of Cr2O3 on Cr(110).
85, 86

  Second method 

proposed by Goodman et al is to evaporate the metal onto a host, mostly a appropriate metal 

single crystal in an appropriate oxygen atmosphere.
87, 88

  CeO2(111)/Ru(0001) is a good 

example: stoichiometric film can be prepared and the thickness is controllable.
89

  The third one 

is the oxidation of a suitable alloy sample containing the metal which should be oxidized.  A 

well-known example is Al2O3 on NiAl single crystals.  The crystal phase of Al2O3 can be 

varied by using different NiAl surface.
90-93

 Al2O3/NiAl(110) will be discussed in detailed in 

Chapeter 3.  Some common combinations of oxide and metal substrate and preparation 

methods have been listed in Table 1.2.  The important points
80

 for preparation of well-ordered 
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films are: 

a) The atomic arrangement in the metal surface should match the symmetry of oxide unit cell 

along the desired growth direction. 

b) Difference between metal and oxide lattice constants should not exceed 5% to enable 

pseudomorphic growth. 

c) Support must have a good thermal and mechanical stability to enable high-temperature 

treatment of the as-grown film.
94  

 

    The other important technology is to deposit the metal of interest onto the oxide surface:  

1) Physical vapor deposition (PVD) of metal atoms in UHV, 2) Deposition of mass-selected 

metal clusters in UHV, 3) Nanolithography, 4) Deposition of metal precursors solution onto 

support surface (direct drop method or spin-coating method) in atmosphere, 5) Chemical 

deposition of metal precursors (CVD). 

 

1) Physical vapor deposition (PVD): PVD is the most convenient and used frequently in the 

preparation of supported model catalyst.
79 

  The process can be divided into several steps:  (1) 

solid metal material (a wire or a block) is converted into vapor by physical methods such as heat 

treatment;  (2) the vapor atoms are transported across a region of low pressure (~ 10
-4

 Torr) 

from its source to the substrate;   (3) the atoms move across the surface depending on its 

kinetic energy and surface diffusion barrier.  The surface defects such as steps, kinks, 

vacancies or other ad-atoms will trap these energetic atoms to form nuclei for subsequent 

growth processes.  In the most case, due to the diffusion is random, the nucleation and growth 

process should be heterogeneous except the substrate surface has been well designed.  The 

disadvantage of this method: a) particle size is heterogeneous. b) precursor effect which is 
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extremely important in catalyst cannot be studied. 

 

 

Table 1.2  Ordered thin oxide films grown on metal substrates
 90

 

 



18 

 

2) Mass-selected deposition: Mass-selected deposition instruments were mainly developed by 

Binns, it is very similar to PVD, but mass selection part has been added.  As shown in Figure 

1.2.7, mass selection is performed with a Wien velocity filter, where crossed electric E and 

magnetic B fields dispersions with respect to their different velocities.  The Wien filter allows 

velocities of v = E/B to pass through undeflected.  Thus mass selection can be performed with 

an ion beam of a well defined kinetic energy.  Deposition of size selected clusters can produce 

supported model surface with uniform size in order to study the size effect. But, the shape of 

cluster seems hard to be controlled.
94

 

3) Nanolithography: In regard to controlling both size and shape of metal clusters, 

nanolithography should be the best choice.  The principle of this method is illustrated in Figure. 

1.2.8.
95

  The fatal disadvantage of this method is bigness of clusters ranging from 10-100 nm.
63

 

4) Drop method and Spin-coating method: Just deposit the solution onto the surface and then 

remove solvent by physical means.  The difference of the spin-coating method is that 

deposition is performed on a rotating sample.  Both of them are most similar to the preparation 

of real catalysts- wet impregnation.  However, neither of them can be carried out in UHV 

condition, where the most model oxide surface can keep their well-ordered structures. 

5) Chemical vapor deposition (CVD): The oxide surface is exposed to the volatile precursor and 

then decomposition of precursor is carried out mainly by heat treatment.  Since this method 

can be performed in UHV condition, it is widely used to study the properties of precursors by 

surface science approaches.  However, chemical vapor deposition method is just applicable to 

the precursor which can be converted to vapor state before decomposition.  It is not suitable for 

low vapor-pressure precursors (ex. inorganic precursors as chlorides, nitrides etc.), or some 

precursors with low decomposition temperatures. 
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Figure 1.2.7 a) Illustration of PVD instrument: Bell-jar. b) Illustration of mass-selected PVD 

instrument. c) Visualization of the elementary steps taking place during the deposition of metal atoms d) 

An example of PVD: Deposition of Pd onto MgO: the diameter vs deposition time. f) STM images of 

individual mass-selected Ru nanoparticles. (right) DMF = 3:6 nm, (left) DMF = 5 nm. 
94
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The advantages and disadvantages of each method have been summarized in Table 1.3. 

Evidently, none of them can be applicable to all precursors.  However in the last row of Table 

1.3, the method termed “Pulse valve deposition” which is first introduced into the surface 

Figure 1.2.9 a) Scheme of the Spin-coating method, and a instance b) AFM image of RhCl3 on SiO2 

prepared by this method.  

Figure 1.2.8 a) Scheme of the Nanolithography process, and a instance of preparation of Pt 

nanoparticles b) AFM image of Pt nanoparticle array showing Pt particle height of 15 nm c) SEM image 

of Pt nanoparticle array showing particle diameters of 28 nm and particle spacing of 100 nm
 95
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science studies in this work can be applicable to every precursor in principle.  By using this 

method, we have successfully prepared the RhCl3 and [Rh
II
(OAc)2]2 on Al2O3/NiAl(110) in 

UHV condition.  It will be discussed in detailed in Chapter 2 and Chapter 3.  The purpose of 

presenting this table is not to emphasize which method is the best, but to make clear that the 

difference of every method.  It is wise to choose the appropriate preparation method according 

to the purpose of research. 

 

 

Method Advantage Disadvantage 

Mass selected physical 

vapor deposition  

Convenient 

Applicable to various metal 

Size-controlled 

Lack of precursor information  

Unable to control the shape 

Nanolithography Shape and Size can be 

controlled. 

Large size: 10 nm ~ 100 nm 

Drop method & 

Spin-coating method 

Similar to 

wet-impregnation 

Not applicable in UHV condition 

Unable to control the shape and size 

Chemical vapor 

deposition 

Precursor effect can be 

studied. 

Not applicable to low vapor-pressure 

precursors 

Unable to control the shape and size 

Pulse Valve method Applicable to various 

precursor 

Unable to control the shape and size 

 

 

Table 1.3 Summary of the advantages and disadvantages of each preparation method. The last 

row in the green column is the preparation method used in this work and will be discussed in 

detailed in Chapter 2 and Chapter 3. 



22 

 

1.3  New Research Strategy of Surface Science Studies 

    The surface science originated from simple concept as how to reduce the complexity of 

heterogeneous catalysts, can single crystals surface be used as models for industrial catalyst, 

because almost catalysis reaction occurs on the surface of catalysts.  After a series 

developments and revolutions of methodologies and techniques, surface science becomes more 

and more important in the progress of heterogeneous catalysts.  The fundamental insights into 

the catalyst surface can not only help to elucidate the catalytic phenomena, but also accelerate 

the invention of high-performance catalysts.  In other words, nowadays, surface science study 

is not just a tool to shed light on some element surface processes, the new concepts generated in 

the process of surface science studies sometimes can bring about evolution of catalysis.  In this 

regard, a research strategy proposed here is to first extract the unanswered questions in real 

catalysts, select an appropriate model with few gaps as possible to tackle the problems, 

scrutinize the factors that may influence these systems, and at last, the most important step is to 

check and apply the results or new concepts from surface science studies on an appropriate real 

catalyst.  

 

 

1.4  Outline of this work 

As mentioned above, the catalyst research in 21
st
 century is focusing on the “selectivity” and 

“stability”.  Both of them are determined by the properties of active metal species such as size, 

distribution, local structure, interaction with the support surface in the field of heterogeneous 

catalyst.  Generally, these parameters are significantly dependent upon the preparation methods, 

the nature of supports and the variety of metal precursors.  Thus, fundamental understanding 
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on the relationship between these preparation conditions and formation process of the active 

metal species provide the probability to optimize the performance of supported catalysts with 

respect to target reaction.  

    Numerous efforts
9, 21-26 

have been made to obtain the detailed insight into this fundamental 

relationship.  Gates and co-workers have shown the size-dependent catalytic activity of 

supported metal clusters prepared from organometallic precursors.
34

  Qiang and Wagner have 

reviewed experimental and theoretical results of the interactions between metals and oxide 

(TiO2, SrTiO3, Al2O3, MgO, SiO2, etc.) and demonstrated the possible routes to desirably 

control the formation of metal/oxide interface so as to tune the catalytic performance.
95

  Szanyi 

and co-workers have used magic-angle spinning (MAS) nuclear magnetic resonance (NMR) 

spectroscopy and high-angle annular dark-field scanning transmission electron microscopy 

(HA-ADF STEM) to study the formation of catalytically active phase of Pt/γ-Al2O3 and find out 

that Pt atoms can be anchored on unsaturated pentacoordinate Al
3+

 centers atomically at low 

loading (≦1 wt%).
97

  Nilius have reported the properties and adsorption behavior of various 

oxide thin films studied by scanning tunneling microscopy and conductance spectroscopy.
80 

    In spite of so many wonderful studies, understanding on the relationship between the 

preparation conditions and formation process of the active metal species is still in progress.  To 

answer the questions including “Where and how do the precursors convert to final products?”, 

“What are the final products, how about the distribution?”, “How about the influence of ligands 

in precursors?” etc., it is required to get a molecule-level insight into the adsorption behavior of 

active composition before and after decomposition on the support surface, decomposition 

mechanism.  Certainly, surface science approach, especially scanning tunneling microscopy 

with atomic-resolution can meet these demands.  However, one difficulty remained is how to 
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deposit the precursor onto the well-ordered surface in vacuum, especially for some inorganic 

precursors with low vapor-pressure.  

    Recently, a new deposition technique: pulse deposition method (PDM) has been developed 

by Kawai et al.
98

  They injected a small amount of solution containing DNA molecules onto 

Cu(111) surface in vacuum through a pulse valve and successfully image DNA by STM.  The 

concept of this method is very simple, solvents (such as H2O, C2H5OH, CH2Cl2, C6H5CH3…) 

just act as carriers to take the target compounds onto the substrate surface, the solvent molecules 

will vanish by vacuum expansion or after heat treatment. Because of the injection of solution, 

this method can be applicable to various compounds. 

    In this study, we take advantage of this deposition method to study the 

precursor-dependence on a well-order oxide surface: Al2O3/NiAl(110) in order to get some 

fundamental information about this unsolved problem.  We focus on Rh/Al2O3 catalyst which 

is widely used in petroleum industry and as a part of three-way catalyst. And we chose 

[Rh
II
(OAc)2]2 and RhCl3 as precursors since significant precursor dependence of reactivity and 

selectivity on CO hydrogenation reaction has been reported.  

We estimated the properties and adsorption behavior of these two precursors on 

Al2O3/NiAl(110) before and after decomposition by using STM measurements and found 

remarkable difference in local structure between these two precursor.  It seems that the acetate 

ligands perhaps increased the interaction between the Rh and support surface.  Then, we 

applied this concept to preparation of real catalyst.  By using XAFS measurements, we 

confirmed that same phenomenon also happened on the powder Rh/Al2O3 prepared from by 

[Rh
II
(OAc)2]2  wet-impregnation.  Furthermore, XAFS results suggested that Rh-O bond 

preferentially formed along with the decomposition of acetate ligand and it stabilized the Rh 

core on the Al2O3 surface. 
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Chapter 2 

Experimental setup and Techniques 

 

2.1  Ultra High Vacuum (UHV) Instrument
1, 2

 

    All of the scanning tunneling microscopy (STM) measurements were performed in an ultra 

high vacuum (UHV) instrument (Oxford Instru.), which consisted of a main chamber (base 

pressure < 2×10
-8

 Pa) and a fast entry load-lock chamber (base pressure < 2×10
-6

 Pa) as shown 

in Figure 2.1.1.  The main chamber is evacuated by an ion pump (IP) and a titanium 

sublimation pump (TSP) mounted at the bottom as vibration-free pumps while operating the 

STM.  The fast entry chamber is evacuated by a combination of a turbo molecular pump 

(TMP) and a rotary pump (RP).  The gate valve A isolates the main chamber from the fast 

entry chamber.  

    The main chamber is equipped with a low-energy electron diffraction (LEED) optics used 

for LEED and Auger electron spectroscopy (AES) measurements, an ion sputtering gun, a 

quadrupole mass spectrometer, and variable-temperature (VT) STM head. The VT-STM head is 

designed to operate over a range of temperature from room temperature to 1000 K.  It features 

very high levels of thermal and mechanical stability and incorporates an eddy-current damped 

spring suspension mechanism.
3
  The heater and controlling thermocouple contained within the 

sample hold will be described in detail below.  Thermal drift is reduced by its symmetrical 

design and by referencing both the sample surface and tip holder to the same “reference” plane.  

As shown in Figure 2.1.2, STM head is mounted on a copper stage. Generally, copper stage is 

fixed onto bottom magnet parts by suspension clamps. During the STM measurements, the  
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suspension clamps are released by using the rotary drive to separate the stage from the bottom 

parts in order to isolate head from environmental noise.  Also the entire instrument is mounted 

onto four air damped springs for further reduction of environmental noise. 

    A sample is mounted in a molybdenum holder and can be heated up to 1500 K by radiation 

from a home-made tungsten filament placed at the back side of the sample and the temperature 

is measured with a K-type thermocouple mounted on the side face of sample.  Figure 2.1.3 

shows the holder in detail.  Two of four corner screws are shorter and are used to hold the 

heater assembly.  This part comprises of a base plate, a home-made tungsten filament (length: 

3 mm; diameter: 0.1 mm with 13 rolls) spot welded on two heater side plates, which are isolated 

from the base plate and a sample clamp by four ceramic insulators.  The sample clamp is used 

to adjust the separation between the filament and the sample or the sample shield.  In order to 

get a good thermal radiation efficiency, the separation should be less than 1 mm, but no direct 

conduction between the filament and sample. 

 

Figure 2.1.1 a) Photo of the Oxford UHV-VT-STM instrument. b) Schematic of instrument. 
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Figure 2.1.2 Photos of the STM head stage: a) side view b) top view 

Figure 2.1.3 a) Schematic and b) photo of the sample holder 
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2.2  Scanning Tunneling Microscopy (STM) 

    Scanning Tunneling Microscopy (STM) was invented in 1982 by Binnig and Rohrer at 

IBM Zurich 
4-6

.  As mentioned in Chapter 1, the invention of this technique brought a great 

evolution to surface science.
7
  Nowadays, STM has developed into one of the most important 

tools to expand our knowledge about the nano-size world, meanwhile the range of phenomena 

studied by this technology is remarkably broad.
8
  These include surface topography, electronic 

and vibrational properties (by STS and IETS), contact charging, molecular manipulation and so 

on. Because of this revolutionary invention, they were awarded the Nobel Prize in physics.
 9
  In 

this section, the principle of STM will be introduced briefly. The basic operation of the STM is 

illustrated in Figure 2.2.1 

 

2.2.1  Tunneling Current 

    Here, we consider a situation where an STM tip and a metal surface are brought close to 

each other but are not directly connected.  As shown in Figure 2.2.2 (a), the Fermi energies of 

tip and the sample are Et and Es, respectively.  The wavefunction and energy of electron in this 

range can be described by a one-dimensional Schrödinger equation 

                                  
                         (2.2.1) 

where, me,    , E, VB are the electron mass, Planck constant, electron energy and potential 

energy, then      is just the work function.  Generally, VB is dependent on the distance 

between the tip and surface. But, we regard VB as vacuum level.  Then the transmission 

probability, or the tunneling current I decays exponentially with barrier width d as 

                                                                 (2.2.2) 
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If we apply a positive bias voltage to the sample as shown in Figure 2.2.2(c), a tunneling 

current will flows from the tip to the sample.  Since the work function of metal surface is about 

2 ~6 eV,   is about 0.1 nm
-1

.  Thus, the tunneling current I will be proportional to exp(-2 d). 

That is to say, if the distance decreases just 0.1 nm, the tunneling current will decrease about 

one magnitude.  This is the reason why tunneling current is good probe to detect the surface 

morphology. 

 

 

 

 

 

Figure 2.2.1  Illustration of the Scanning Tunneling Microscope. When a bias voltage Vs is applied to 

the sample, a tunneling current It will flow strongly depending on the distance between the tip and the 

sample. In order to keep the tunneling current constant, a feedback circuit continually adjusts the height 

of the tip as it is scanned over the surface. In this way a topographic map of the surface is obtained.
 7
 



36 

 

 

Figure 2.2.2  Illustrations of the Fermi and the vacuum level positions for two metals separated 

by a distance d. a) Isolated metals. b) After electrical contact, in the absence of an applied bias. c) 

Applying bias voltage shifts the relative position of the Fermi levels and makes electrons tunnel 

into unoccupied states of the sample in an energy window eV. 
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2.2.2  Scanning Tunneling Microscopy 
6
 

    A special case of tunneling has been discussed in previous section, then a real situation in 

which STM tip is scanning a two-dimensional surface will be discussed in this section.  The 

tunneling probability from state μ to state ν between the tip and sample surface (tip → sample 

surface) can be described by Fermi`s Golden Rule: 

    )(
2 2

 


 EEM
h

                                      (2.2.3) 

where, Mμν is tunneling matrix element between state μ and state ν of the respective electrodes. 

According to Bardeen perturbation theory, Mμν is 
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On the other hand, the tunneling current can be described by Fermi distribution function     :  
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where k is Boltzmann's constant, T is the absolute temperature.  The Fermi distribution      

gives the distribution of electron around the Fermi energy in the tip, while the 1-      

corresponds to the hole distribution on the sample surface. Similar to section 2.2.1, if we apply a 

positive bias between the tip and sample, the tunneling current can be described as: 
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    Tersoff and Hamann
 10

 simplified Eq. (2.2.7) as below by some assumption such as only 

considering the s-function, low temperature and very small bias. 
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At last we suppose that the wavefunction is localized around the tip, thus the transition matrix 

element Mμν is just dependent on the magnitude of surface state density |
2

v |.  That is to say:  

)(||),( 2

0 FvFs EEVErVI                            (2.2.9) 

tunneling current is strongly dependent on the distance between the tip and sample surface. 

Actually, STM image is arising from the convolution of tip and sample electronic structure. 

Unfortunately the bumps in an image are not labeled with atomic symbols. For instance, an 

oxygen atom does not always look the same.  It may appear as a protrusion at one voltage and 

as a depression at another.  On one substrate it may be imaged at one voltage whereas a 

different voltage is required on a different substrate.  The lack of chemical specificity in STM 

images represents one difficulty with the technique.  
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2.3  X-ray spectroscopies 

X-rays refer to electromagnetic waves with wavelength ranging from 0.01 nm ~ 10 nm. 

X-ray radiation can be generated by various processes, mainly resulting from the interaction of 

high energy particles or photons with matter: 1) Synchrotron radiation results from the 

acceleration of charged particles in circular orbits by strong electric and magnetic fields.  2) 

Bremsstrahlung refers to radiation emitted as a result of the retardation of high-energy particles 

by matter. Bremsstrahlung and synchrotron radiation are used in X-ray spectroscopy as sources 

of continuous X-ray radiation.  3) Characteristic X-rays are emitted during electronic 

transitions to the inner shell states in atoms of modest atomic number.  These X-rays have 

characteristic energies related to the atomic number, and each element therefore has a 

characteristic X-ray spectrum. 

Since, X-rays possess the same energy range to binding energy of core electrons, incident 

X-ray may excite the core electrons to high energy level simultaneously leaving holes in the 

inner shell.  As the properties of excited electrons or holes are dependent on the element, 

analyses on the excited electrons or holes can provide some information about the target 

element. 

Several X-ray spectroscopic methods are listed in Figure 2.3.1
 11, 12

 

1) X-ray photoelectron spectroscopy (XPS): XPS based on the photoelectric effect, in which an 

atom absorbs a photon with energy of hν and then a core electron (binding energy Eb) ejected 

with kinetic energy Ek:  

Ek = hν － Eb － φ  (φ is the work function)                      (2.3.1) 

XPS is used to measure the elemental composition, empirical formula and electronic state of the 

elements that exist within a material.  XPS spectra are obtained by irradiating a material with 
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X-rays while simultaneously measuring the kinetic energy and number of electrons that escape 

from the top 1 to 10 nm of the material being analyzed.  XPS is a surface chemical analysis 

technique that can be used to analyze the surface chemistry of a material not only on planar 

surfaces but also powder samples.  An example of Rh/Al2O3 prepared by impregnating with a 

solution of RhC13 in water is shown in Figure 2.3.2
 13

 

2) X-ray absorption spectroscopy (XAS): In XAS, a core electron is excited into unoccupied 

atomic/molecular orbitals above the Fermi level. XAS is divided into two regimes: X-ray 

absorption near-edge structure (XANES) or near edge X-ray absorption fine structure 

(NEXAFS) for bound states and low energy resonances in the continuum, and extended X-ray 

absorption fine structure (EXAFS) when the outgoing electron is well above the ionization 

continuum.  XANES provides information about chemical state of analyzed atoms, while 

EXAFS offers the structure information.  A detailed introduction about X-ray absorption fine 

structure (XAFS) will be given in the next section. 

3) X-ray emission spectroscopy (XES): It provides a means of probing the partial occupied 

density of electronic states of a material. XES is element-specific and site-specific, making it a 

powerful tool for determining detailed electronic properties of materials. 

4) Resonant inelastic X-ray scattering (RIXS): Inelastic X-ray Scattering is a fast developing 

experimental technique in which one scatters high energy X-ray photons inelastically off matter.  

It is a photon-in/photon-out spectroscopy where one measures both the energy and momentum 

change of the scattered photon.  The energy and momentum lost by the photon are transferred 

to intrinsic excitations of the material under study and thus RIXS 
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Figure 2.3.2  XPS spectrum of a Rh/Al2O3 model catalyst prepared by impregnating a thin film of 

A12O3 on aluminum with a solution of RhC13 in water (courtesy of L.C.A. van den Oetelaar, 

Eindhoven
 13

). 

Figure 2.3.1  Schematic illustration of 

X-ray spectroscopic process: X-ray 

photoelectron spectroscopy (XPS), X-ray 

absorption spectroscopy (XAS), X-ray 

emission spectroscopy (XES), resonant 

inelastic X-ray scattering (RIXS) 
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provides information about those excitations. The RIXS process can also be described as a 

resonant X-ray Raman or resonant X-ray emission (RXE) process. 

 

2.3.1  X-ray Absorption Fine Structure (XAFS) 

    As shown in Figure 2.3.3, if someone throws a stone into a pool, a series water waves in 

the shape of concentric circles will be produced (a).  However, if there are some floaters such 

as woods on the pool, the water waves will show a complex interference pattern (b).  This 

complex pattern is dependent on the position and number of floaters and properties of stones.  

Reversely, by analyzing the complex pattern, one can get the information about the properties of 

stones and around condition.  XAFS is quite similar to this phenomenon.  

    X-ray absorption refers to a core electron excitation into unoccupied atomic/molecular 

orbitals above the Fermi level. Although this phenomenon has been known since about 70 years 

ago 
14-19

, until last two decades, no valuable application had been found.  The major reasons 

were the lack of efficient X-ray sources and a suitable theoretical description.  With the 

invention of synchrotron and improvement of the XAFS theory 
20]-28

, the situation has 

completely changed.  

    In the absorption experiment, the absorption of monochromatic synchrotron radiation is 

measured as a function of energy.  This process is described by the absorption law: 

                                                                  (2.3.2) 

where    is the X-ray radiation intensity of incident beam and    is a radiation intensity of 

transmitted beam,      is an absorption coefficient.  The energy dependence of the 

absorption      is illustrated in Figure 2.3.4.  In the energy dependence of      three main 

features can be observed.  First, the      decreases with the energy increases.  This is 

mainly due to static repulsion from the photoelectric defect.  Second, in the     , the 
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absorption edge (K edge, LI, LII, LIII edge…) appear at predetermined energies dependent on the 

element.  The last, the oscillations of      shown in Figure 2.3.5(b) can be observed at the 

energy range higher than absorption edge, with the amplitude of few percent of edge step.  It 

must be mentioned that if the absorbing atom is isolated in space like in Figure 2.3.5(c), the 

photoelectron propagates as an unperturbed wave without oscillation (Figure 2.3.5(d)), however 

in most cases there are other atoms around the absorber in real material.  This interference 

phenomenon, for a given energy of the photoelectron, depends on the distance between emitting 

and scattering atoms, and their atomic numbers. 

    Near the edge, there may appear absorption peaks due to excitation of core electrons to 

some bound states.  Therefore, this pre-edge region contains information about the energetic of 

virtual orbitals, configuration and symmetry.  As shown in Figure 2.3.6, the region at ~ 40 eV 

after edge is the X-ray absorption near edge structure (XANES).  Its shape is dependent on 

many-body interactions, multiple scatterings, distortion of the excited state wave function by the 

coulomb field, band structure, etc.  The edge position contains information about the oxidation 

Figure 2.3.3  Illustration of water wave a) concentric circle. b) Complex interference pattern 
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state of 

 

 

 

Figure 2.3.5  The absorption coefficient      as a function of photon energy E (a) for a single atom 

and (b) for an atom surrounded by backscattering atoms. (c) and (d) indicate the processes of X-ray 

absorption spectroscopy 

Figure 2.3.4  Energy dependence of the absorption coefficient. The absorption edges are marked 
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state of the absorbing atom. Extend X-ray absorption fine structure (EXAFS) spectroscopy 

refers to the oscillatory structure from 40 eV to several hundred eV after the edge.  The 

EXAFS region provides information on the local environment of the X-ray absorbing atom such 

as coordination number, the interatomic distance between the absorbing atom and the 

backscattering atoms and Debye-Waller factor which accounts for the disorder due to the static 

displacements and thermal distortion.  Thus, the measurement of the energy dependence of the 

X-ray absorption coefficient can be used to determine the local environment around the 

absorbing atoms. Since the position of the K and L edges are dependent on the element under 

investigation, the suitable choice of incident X-ray energies makes it possible to excite a 

particular element and hence to probe its environment.  The elements suitable for EXAFS 

study are determined by the spectral region of the X-ray source.  

 

 

 

 

Figure 2.3.6  Example of a near edge 

(XANEs) region and far edge (EXAFS) 

region for an absorbing atom. In general, 

XANES ranging from 30 eV before edge to 

about 40 eV after the edge and EXAFS 

starts from 40 eV after the edge. 
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2.3.2  Theory of EXAFS 
25, 26, 29-31

 

    The ejected electron has kinetic energy   : 

                                                                 (2.3.3) 

where E is the energy of the X-ray photon and    is the threshold energy.  In order to 

determine the relationship between the quantities characterizing the neighborhood environment 

around the absorbing atom, it needs to extract the oscillation curve from the X-ray spectroscopy.  

The X-ray absorption coefficient      is necessary to be corrected and normalized by the 

background absorption      .  The oscillation curve      is described as: 

         
          

     
                                                 (2.3.4) 

    The next step is to convert the      to     , where k is the magnitude of the electron 

wave number which is estimated according to Eq.(2.3.3) from the energy E of incident X-ray 

and the position of the absorption edge    

                                                             (2.3.5) 

Here,    is the mass of the electron and h is the Planck’s constant. In order to extract 

structural information from experimental spectra, a simple analytical expression that relates the 

EXAFS signal to the structural parameters is required.  To obtain a simplified EXAFS formula, 

some approximations have to be assumed.  First of all, the dipole approximation, which 

describes the interactions among core electrons and X-ray photons.  This approximation allows 

to express the absorption cross-section as: 

                 
     

  
  

      
 
                                    (2.3.6) 

where,       are an electric field vector and an atom position vector, respectively.  The 

subscript i and f are initial and finial states of the electron, respectively.        is the state 

density available to the electron, ω is the incident photon frequency and       is a dipole 
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matrix element related to the transition of electron from the initial state to the finial state.  The 

most difficult issue during the analysis is to obtain a good expression of the final state wave 

function.  This can be done by choosing a proper approximation for the potential function that 

describes the system.  In most case, this problem can be overcome by using the “muffin-tin” 

approximation.  Under these conditions, final wave function Ψf depends on the absorbed 

photon energy and can be written as a linear combination of two terms: the wave function for 

the outgoing photoelectron from the excited atom Ψout , and a perturbing term ΨSC represents the 

backscattered wave.  

          
                        

              
      

                                  (2.3.7) 

Here, considering a simple model: the photoelectron from an isolated atom is represented as a 

spherical outgoing wave of wave number    .  The amplitude of outgoing wave is proportional 

to  

            
                     

    
                                       (2.3.8) 

where,         is the phase shift of central atom (absorbing atom).  Suppose the 

nearest-neighbor atoms are at position    .  Thus the outgoing wave at     can be described as 

                 
                      

     
       

     

      
                         (2.3.9) 

       is the electronic mean-free path in sample.  Hence, the backscattering wave function is  

          
                      

     
     

     

      
                               (2.3.10) 

       is complex backscattering probability.  Finally, the superposition of outgoing wave 

function and backscattered wave function can be described as  

       
  

   
                      

     
     

     

      
        

                                    

          
 

                                                                       (2.3.11) 
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Figure 2.3.7  An illustration of the photoelectron scattering model. a) Single scattering in detail; 

the black broken circles are outgoing wave and the red ones are back scattering wave. b) Path of a 

photoelectron during propagation in the crystal. It can be reflected once, twice or more times 

before it returns to the central atom. This process is called multiple scattering.
29, 31
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where          is backscattering atom phase shift..  This formula is just for one-atom single 

scattering.  Reflected photoelectron can propagate back to the central atom and of course it can 

also propagate to other atoms which are close. After several times scattering, it returns back to 

the central atom.  This situation is called multiple scattering. All possible traces of the 

photoelectron are call paths.  An illustration of the photoelectron scattering model is shown in 

Figure 2.3.7.  

With respect to the compounds with multiple atoms Ni in a shell i, starting from this 

formula and with several mathematical transformation, we can obtain the      as  

      

   
           

              
  

      
            

                            

   

 

 

(              )                                                   (2.3.12) 

σ is the Debye-Waller factor.  It is clear that each EXAFS (i) wave is determined by the 

amplitude Ni× ),( kf  ×
2

0S , and modified by the reduction factors               , 

( ))()(22sin( kkkr ac   ) and 
)(/2 kre 
, 1/r

2 
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2.4  XAFS Experimental Setup
32

 

    All of the XAFS measurements were performed at NW-10A station of Photon Factory 

advanced ring (KEK-PF-AR) for pulse X-rays in the Institute of Material Structure Science High 

Energy Accelerator Research Organization.
 33, 34

  The schematic layout of a beamline is shown 

in Figure 2.4.1.  The X-ray source is a bending magnet NW11 in the 6.5 GeV Advanced Ring.  

The beam port is attached to the neighboring bending magnet NW10, thus named as NW10.  

The critical energy of the bending magnet is 26.3 keV, which is suited for the hard x-ray 

experiments.  The main components of NW-10 station are: the monochromator used to select 

the X-ray energy, a Pt-coated bent cylindrical focusing mirror used to get high flux (e.g. 1×10
10

 

photons/s at 20 keV and 7×10
9
 photons/s at 30 keV though a 1 mm square slit), and an 

experimental hutch.  Each of these components will be introduced briefly in the following 

sections. 

 

2.4.1  Monochromator 
35, 36

 

    The double crystal monochromator adopted in NW-10A is comprised of two parallel 

silicon crystals as shown in Figure 2.4.2.  The first crystal is set at an angle θ with respect to 

the X-ray beam to select the desired energy, and the second one is set to the parallel to the first 

one so as to reflect the beam to the experimental hutch.  

    The X-ray energy selected by the monochromater is determined by the Bragg condition. 

The Bragg condition is expressed as 

                                                               (2.4.1) 

thus, the energy corresponding to the wave length   is determined by θ and an integer, m. 

When, m = 1, the           is desired energy. However, according to the Bragg condition, 
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Figure 2.4.2  a) The Bragg condition.           where m is an integer. This means that the 

energy is determined by m and λ. X-ray with higher energy will be selected together with the 

desired one. b) Arrangement of two parallel silicon crystals. First one is used to select the energy 

and the second is rotated and translated to keep a fixed exit beam position and directions. c) A 

mechanism to keep the exit beam height constant and correlation between the angle θ and height H. 

36
 

Figure 2.4.1  Schematic layout of the NW10A beamline. White X-rays are monochromatized 

with a Si(311) double crystal monochromator. The monochromatic beam is focused at 32.8 m by a 

bent cylindrical mirror placed at 20.5 m. 
33
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X-ray with higher energy (   called m-th harmonic) must be removed along with the desired 

energy.  Available energy range by several silicon monochromator crystals are listed in Table 

2.4.1.  The energy range is dependent on the plane type and size of the crystal which 

determines the θ range.  In NW10A station, Si(311) crystal is used to selected energy.  So the 

available energy is from 7 keV to 43 keV.  The Second harmonics is not allowed in this 

condition due to the systematic absences.  And the higher harmonics (>3th) are negligible, thus, 

only the 3
rd

 harmonics would distort the XAFS signal. The elimination of the harmonics will be 

discussed in the mirror section. 

 

Table 2.4.1  Available energy range with several silicon monochromator crystals (Angle: 5 to 

35°) 

h k l 2d (Å) Energy range (keV) Second harmonics 

1 1 1 6.2708 4 to 23 Not allowed 

2 2 0 3.8400 6 to 37 Allowed 

3 1 1 3.2744 7 to 43 Not allowed 

4 0 0 2.7154 8 to 52 Allowed 

 

    The exit beam energy is determined by rotation angle θ of Si(311) crystal, however, the 

change of angle will alter the position of exit-beam.  In order to keep exit-beam height constant 

in a wide energy range.  A fixed-exit double-crystal monochromator is adopted in NW10A 

station. As shown in Figure 2.4.2(c), the first crystal mounted on X- and Y- translation stages 

which cross each other orthogonally.  The translational motions of the X- and Y- stages are 

controlled by mechanical cams when both of two crystals are rotated about a single rotation axis.  

The motion of the Y- stage is perpendicular to the diffracting plane to keep the exit beam height 

always constant.  And the motion of X- translation stage is parallel to the diffracting plane of 
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the crystal; the first crystal is moved to a position at which it can be hit by the incident beam.  

The correlation between the rotation angle θ and X-direction displacement can be described as: 

                                                               (2.4.2) 

 

2.4.2  Mirror
37

 

    A focusing mirror is placed at 20.5 m from the source and focuses the beam at 32.8 m.  

Platinum is chosen as the coating material in order to realize higher irradiation angle and higher 

reflectivity at 40 keV.  Comparing to the sagittal focusing of the monochromator, the advantage 

and disadvantage are listed as follows: 

Advantage:  

1) Easy to reduce the beam size,  

2) The beam size and shape are regardless of the energy,  

3) Elimination of the higher harmonics. 

Disadvantage:  

1) Hard to increase the intensity, since the acceptance in horizontal direction depends on the 

shape of mirror;  

2) Expensive,  

3) The mirror has to be placed far from source, 

4) Difficult to use for high energy beam.  

    In NW10A station, the beam irradiation angle was chosen as 1.85 mrad to increase the flux 

above 40 keV as shown in Figure 2.4.3(a) (The calculation value is 1.9 mrad for 44 keV, 

however, flux above 40 keV decreased at this condition).  In order to realize the focusing 

condition, the sagittal radius is chosen as 29.2 nm and the tangential one as 8092 m.  The 

material (silicon) and the thickness (70 mm) are chosen to minimize the deformation of the 
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mirror by the gravity.  The focus size is evaluated to 0.5 mm (H) × 1.1 mm (V). Photon flux is 

evaluated by using an ionization chamber and is compared with the non-focused beam.  The 

gain of flux is significant above 20 keV: 20 times at 20 keV, 70 times at 25.5 keV and 200 times 

at 30 keV. 

    The elimination of X-rays with high harmonic energy is achieved by different reflectivity 

between normal beam (  ) and 3
rd

 harmonics (  ) on the coating Pt surface or silicon.  Figure 

2.4.3(b) shows intensity ratio between 3
rd

 harmonic and normal beam.  The ratio is low enough 

after install a parallel, double mirror system.  

 

 

 

 

Figure 2.4.3  a) The flux obtained at NW10A. Closed and open circles indicate the flux with and 

without focusing, respectively. b) The ration of 3
rd

 harmonics and normal beam at various energies. 

Closed symbols (●, ■, ▲) indicate the ration taken with fully tuned double crystal monochromator 

(DXM) whereas open ones (○, △ ) indicate that with detuned DXM so as to provide 60% of its 

maximum. ■ and ▲ are the cases which contain an elimination mirrors. Triangles indicate the 

estimated highest ratio. Obviously, the present of mirror helps to reduce the influence of 3
rd

 

harmonics at low energy region. 
33
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2.4.3  Experimental Hutch
38

 

    The size of the experimental hutch is 4.0 m (optical axis) ×3.2 m (width)× 2.8 m (height) 

as shown in Figure 2.4.4.  The main standing facilities in hutch contain 

1) Setup for XAFS experiment: This setup is assembled on an optical bench, which is mounted 

on a motor driven table (2000 mm (L)×1200 mm (W)).  The beam height is ca. 348 mm from 

the top of the table and 188 mm from the top of the optical bench.  

2) Ionization chamber and gas supply systems for XAFS measurements in transmission mode: 4 

chambers (gas length: 5 cm×1, 17 cm×1, 31 cm×2) can be used. 6 kinds of gases (N2 (100%), 

N2 + Ar (15%), N2 +Ar (25%), N2 +Ar (50%), Ar (100%)) and Kr are prepared as default. 

3) 19-element Ge solid state detector (ORTEC Co.) for fluorescent XAFS measurements 

4) Cryocooler for sample cooling and the temperature controller (SI MODEL 9700) which can 

control the temperature of sample between room temperature and 10 K. 

 

 

 

 
Figure 2.4.4  The photos of a) NW10A station and b) experimental hutch 
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    Before detailed discussion on these facilities, a brief introduction of XAFS data collection 

will be given at first.  There are generally three data collection methods available, i.e., 

transmission, fluorescence and total-electron-yield (TEY).  The basic principles and 

mechanisms of these methods are illustrated in Figure 2.4.5.
 39

  The transmission method is to 

directly measure the incident beam (I0) and transmitted beam (I), and calculate the μ(E) by 

Lambert-Beer’s law, this method typically provides the best signal to noise.  Fluorescence and 

total-electron yield are alternative collections which measure μ(E) indirectly.  Both of them are 

basing on the relaxation process of core hole resulted from photoelectron emission.  The 

measurements of fluorescence or Auger electrons can provide information about μ(E). 
40

 

 

Figure 2.4.5  Principle and mechanism of three EXAFS detection techniques in transmission mode, 

fluorescence mode and total-electron yield.(from left to right) 
39
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< Transmission Method > 

    The most widely used method is transmission detection.  By measuring the incident beam 

(I0) and transmitted beam (I).  The absorption μ(E) can be given by Lambert-Beer’s law as 

follows: 

    
 

  
                            

  

 
                             (2.4.3) 

    Gas ionization chambers are usually used to measure beam flux o the incident synchrotron 

beam and the transmitted beam.  The ionization chamber comprises of two parallel electrodes 

and a region filled with a gas in between.  Inside the chamber, an electric field about 100 V/cm 

Figure 2.4.6  a) Photo of XAFS measurement in transmission mode. Two rectangle boxes marked 

by yellow arrows are ionization chambers.  b) Structural illustration of ionization chamber.  c) The 

arrangement of gas lines. 



58 

 

is applied between two electrodes and the electrons are collected at the anode.  Once the beam 

travels through the chamber, a fraction of gas will be ionized.  The electrons and ions are then 

pulled to anode by the electric field.  When these charged particles hit the anode, they will 

produce a current, which is very weak.  The current is sent directly to a preamplifier to be 

changed to a voltage that we measure.  The voltage is directly proportional to the amount of 

ionization. The relationship between the output voltage and beam intensity can be described as: 

                        
              

                           
                 

                                                                       (2.4.4) 

where effective ionization energy is dependent on the active length of the ionization chamber, 

the properties of the chamber gas, and the X-ray absorption cross section at the appropriate 

photon energy.  Generally, the effective ionization energy is about 130 ~ 150 eV (including the 

absorption coefficient). Then, as an example, in the case of a beam with energy of 8 keV and 

intensity of 10
10

 photons/s, the signal current is calculated to the 8.5×10
-8 

A.  Thus, the 

amplifier gain must be set at the range for 10
7
 ~ 10

9
 V/A to give a detectable voltage signal. 

 

    In order to get good signal, it is necessary to pay attention on the preparation of sample.  

Here, considering a solid sample with thickness of X.  Incident beam intensity is      , and the 

transmitted beam intensity    detected by the second ionization chamber is given by 

                                                                (2.4.5) 

where    is absorption of target element and    is the absorption of surrounding. The 

incident beam intensity       is estimated by ionization chamber with length of Xi and gas 

absorption of   . If the intensity of initial beam from source is     , thus signal    from 

ionization chamber is 

                                                               (2.4.6) 
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Then, the signal of XAFS S depended on 
  

   
 can be described as 

      
  

  
   

 

   
         

  

   
     

            

                        
     (2.4.7) 

where    is the intensity of XAFS oscillation.  The noise can be calculated simply as  

     
  

   
    

   

   
    

   

  
    

 

    
  

   
   

 

   
 

 

  
  

 

                     (2.4.8) 

The S/N ratio is equal to  

               
 

   
 

 

  
   

 

           
 

  
  
  

 
 

                   (2.4.9) 

the    is dependent on the ionization chamber.  Therefore, the appropriate thickness X is an 

important key to get the best S/N ratio. 

 

Preparation of XAFS sample for transmission measurement:  

For simplicity, only powder sample will be discussed here.  In order to get good S/N, it is 

necessary to reduce the background absorption and enhance the target absorption.  The best 

thickness can be calculated strictly by Eq. (2.4.9).  Empirically, good S/N ratio can also be 

achieved, while the thickness meets following two conditions: 

a)  total elements absorption: 

                                                       (2.4.10) 

b)  target absorber absorption:  

                                                             (2.4.11) 

And, in other words, the transmission detection loses its advantage on the dilute sample (e.g. 

           ), a detailed discussion will be given at following section. 
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< Fluorescence mode > 

    Transmission detection is not preferable to the dilute sample, since it is difficult to isolate 

the XAFS signal from the background. 
41, 42

  In these cases, X-ray fluorescence and emission of 

Auger electrons
 43

 which directly measure the absorption probability will provide better S/N 

than the transmission mode.  These two phenomena are competing processes for relaxation of 

an inner shell hole. In light elements Auger emission is more probable, while for heavy elements 

fluorescence becomes more commonly.  For the same element, fluorescence is more likely for 

K-shell than L-shell.  In this study, all of measurements on dilute samples were performed in 

fluorescence mode.  

     For simplicity, considering the geometrical arrangement where the incident beam and 

fluorescence make equal angels with the sample normal.
 42

  The incident beam has energy E, 

the fluorescence has energy Ef, and the detector subtends a solid angle Ω.  Then, the 

fluorescence counting rate is given by 

 

            

  
 

  
      

            
                                  (2.4.12) 

                                                          (2.4.13) 

 

where,   is the fluorescence yield.  Two important cases are discussed here. One is a thin but 

concentrate sample for which (                , and the other is a dilute but thick 

sample for which                  .  In these two case, (2.4.10) can be transformed to  

 

              
 

  
                     (thin, concentrated)        (2.4.1) 

            

  
 

  
      

            
                 (thick, dilute)            (2.4.15) 
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Similar to the < Transmission Method > section, the signal to noise ratio can be given by 

        
  

  

  
 

   
     

  

   
  

 

   
 

 

  
  

 

                               (2.4.16) 

Therefore,  

     

 
 
 

 
      

 

  
             

     
 

 

  
  
   

                                      

   
  

 

  
      

            
       

     
 

 

  
  
   

                                                  

    

Comparing the S/N ratio of different detection methods: transmission (2.4.9) and fluorescence 

(2.4.17), (2.4.18), if 
  

   
  , the difference of S/N ratio between two detection methods are 

roughly determined by two terms:   
 

  
  and 

     

     
.  Generally speaking, if the total 

efficiency of the fluorescence   
 

  
  is greater than 

     

     
, the transmission technique is not 

preferred.  More specifically, for a given efficiency one can determine the absorber 

concentration at which the fluorescence become more favorable.  For atom number Z = 20 to Z 

= 100,   are in the range from 0.1 to 1.  For a modest value of  
 

  
  is ~ 10

-2
, the 

fluorescence S/N ratio is greater than that of transmission when 
     

     
      . 

40
 

    For dilute sample, fluorescence detection can give better S/N than transmission as shown 

above, however, it does not mean fluorescence detection is a superset with respect to 

transmission.  Conversely, fluorescence detection is just substitute method, when good S/N 

ratio cannot be obtained in transmission mode.  Some problems of fluorescence detection are 

listed below:  

1) Only available to thin & concentrated sample or thick & dilute sample. 

2) Hindrance of X-ray scattering and X-ray fluorescence of surrounding atoms. 
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3) Difficulty of background removal. 

 

< Solid State Detector (SSD) >
 44

 

    A 19-element high purity germanium semiconductor diode detector with good energy 

resolution and large solid angle is used for fluorescence mode XAFS in this study (Figure 2.4.7).  

Semiconductor detectors are always fabricated in the structure of p-n diode.  It is well known 

that p-n junction can exhibit high conductivity when a voltage is applied in the forward 

direction, but it is insulated when voltage in the reverse direction. 

    In practical operation, the SSD is usually completely depleted under reverse voltage in 

order to extend the depletion region through the semiconductor wafer.  This is for the purpose 

to get an electric field everywhere in the absorber so that all of the radiation-generating 

electron-hole pairs can be separated and collected at the two poles of the diode.  Moreover, it is 

recommended that sufficient over-voltage (higher than complete-depletion) would be applied so 

that the electric field is high enough to impart saturated drift velocities to the charge carries, 

minimizing the collection time and the detrimental effects due to carrier recombination and 

trapping. 

    However, under reverse voltage, a small leakage current resulting from thermal generation 

of electron-hole pairs within the depletion region is observed.  The probability is given by: 

                
  

   
                                            (2.4.19) 

where    is the bandgap of the semiconductor. Since the bandgap of Ge is very small (about 

0.7 eV), large thermally-induced leakage current will occur during the operation of Ge-SSD at 

room-temperature.  Thus, generally, Ge-SSD is cooled to low temperature (77K, liquid 

nitrogen) to reduce the leakage current. 

    The main advantage of SSD is the smallness of the ionization energy, the values of which 
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at low temperature (e.g. 77 K) are 3.76 eV for silicon and 2.96 eV for germanium 
45 

, compared 

with about 130 ~ 150 eV required to generate an ion pair in ionization chamber as mentioned 

above.  Therefore, for a given energy of the photon deposited in the detector, the number of 

charge carriers is several tens larger than the ionization chamber.  

    Generally speaking, for SSD, a high energy resolution and a high counting-rate capability 

cannot be realized at the same time.
 46, 47

  The performance of SSD is usually dependent on the 

preamplifier (Figure 2.4.7(b)).  As shown in Figure 2.4.8, over the last two decades, reset-type 

preamplifiers have been developed to meet the high counting rate requirement without seriously 

sacrificing the energy resolution.  However, the counting-loss cannot be ignored.  In the 

signal counting-processing circuit, there is delay-period during the signal-processing of 

spectroscopy amplifier.  This delay-period is called dead time. The dead time can result in 

serious non-linear distortions for XAFS data collection.  Nomura reported dead time correction 

of multi-element SSD and provided a file to correct the dead-time loss of fluorescent XAFS 

measured in PF or PF-AR station.  In this study, all of fluorescent XAFS signals were collected 

by SSD systems with shaping time of 0.5 microsecond. 

 

< Cryocooler > 

    Cryocooler shown in Figure 2.4.9 is refrigerating machine, which is able to achieve and to 

maintain cryogenic temperatures.  In NW10A station, cryocooler is usually combined with 

temperature controller to cool the sample to the low temperature ranging from 10 K to room 

temperature. A home-made sample holder set is shown in Figure 2.4.10. 
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Figure 2.4.8  Relative throughput curves as functions of the shaping time and counting rate. The 

vertical axis is the signal rate passing through an SCA. a) Ge-SSD in 1980s, the preamplifier was 

transistor reset. CRM is Count Rate Monitor. When the shaping time is set to 6  s, the energy 

resolution is about 242 eV, however the counting is only several thousand cps. b) Recent Ge-SSD: the 

pentafet preamplifier is used. The system can count up to 370 k cps for each channel when the shaping 

time is adjusted to 0.25  s. 
44

 

Figure 2.4.7  a) Photo of 19-element SSD. b) Counting systems of fluorescent XAFS. 
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Figure 2.4.9  Photos of cryocooler a) Front view. The pumping system comprises of rotary pump 

and turbo-molecular pump. b) Sample holder with two glass cells was mounted on the cryocooler. The 

glass cells were sealed after being pumped as shown in c)-d). c) Vacuum line for pumping sample 

cells. d) Seal operation of sample cell. (Operator: Mr. Sakaguchi, a staff in Renovation Center of 

Instruments for Science Education and Technology, Osaka University) 

 



66 

 

 

 

 

 

Figure 2.4.10  Photos of sample holder for low temperature measurements. a) Parts of sample 

holder. b) Assembly view. c) Blueprints of individual parts. 
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    Why we need low temperature? Beside scientific demands, low temperature can reduce the 

vibration between two adjacent atoms or lattice vibration so that the Debye-Waller factor 

decreases.  Debye-Waller factor is used to describe the lattice disorder, which is arising from 

thermal motion of the atoms in the lattice or inherent lattice distortion.  In the EXAFS 

oscillation equation (2.3.12), Debye-Waller factor    influences the intensity of EXAFS 

oscillation by term “           ”, which means that intensity is strongly affected by 

Debye-Waller factor particularly in the large k range.  Therefore, reducing the Debye-Waller 

factor can improve the quality of XAFS signal and is helpful to extract accurate structural 

information from EXAFS oscillation, especially for heavy scattering atoms.  

    A good example is shown in Figure 2.4.11, the XAFS measurements have been performed 

on Rh/γ-Al2O3 prepared from Rh2(OAc)4 precursors at room temperature (R.T.) and 25 K, 

respectively.  Comparing the k
3
-weighted χ(k) curves, the R.T. data is damped from the k ~ 9 

(0.1 nm
-1

) and becomes noisy, while the 25 K data keeps its density in this range.   

 

 

Figure 2.4.11  Comparison of 

k
3
-weight EXAFS oscillation obtained 

at room temperature (black curve) and 

25 K (red curve). The R.T. data is 

damped from the k ~ 9 Å
-1

 (marked 

by blue rectangle) and becomes noisy, 

while the 25 K data keeps its density 

in this range due to the decrease of 

Debye-Waller factor at low 

temperature. 
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2.5  EXAFS data analyses 

    The information about the local structure of absorbing atom such as element, number of 

surrounding atoms, their distances, and their MSRD (mean-square relative displacement from 

the absorbing atom) is included in the post edge oscillation region.  Nowadays, it is routine to 

extract EXAFS oscillation curve from X-ray absorption spectra by using some softwares such as 

IFEFFIT, WinXAS, REX2000, etc.  However, to obtain the reliable and accurate structural 

information from the oscillation is still difficult.  Two important parameters: the backscattering 

amplitude ),( kf 
 

and phase shift functions ( )()(2 kk ac   ) are needed (see Eq. (2.3.8)).  

Although these parameters can be experimentally obtained from EXAFS spectra of standard 

sample, with respect to unknown materials, it may be still awkward. 

    Early in 1970s, the pioneering work was performed by Sayers, Stern and Lytle (1971).
20

  

They reported a simply point-scattering theory of XAFS, which gave excellent agreement with 

experimental structure, and successfully extracted structure information from experimental 

EXAFS data by using Fourier transform (FT).  It is the beginning of the XAFS theory. 

    In the late 1970s, Teo and Lee (1979) published a tabulation of theoretically determined 

amplitude and phase shift functions by using a plane wave approximation for the scattering of 

the outgoing photoelectrons by the neighboring atom.
 48

  However, this approximation is 

unsatisfactory at low photoelectron momentum especially for heavy elements. 

    As an improvement, McKale (1988) performed the curved wave formalism to calculate 

these parameters and created a table containing nearly all the elements in the periodic table.
24

  

Even now, these McKale parameters are used for rough curve-fitting. 

    Nowadays, the most widely used calculation method is FEFF which is developed by Rehr 

in University of Washington.
49,50,51

  FEFF uses an ab intio self-consistent real space multiple 
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scattering (RSMS) approach for clusters of atoms (Z < 99).  Calculations are based on an 

all-electron, real space relativistic Green’s function.  The method combines both full multiple 

scattering and a high-order path expansion.
 52

  

    In this study, all of the EXAFS analyses were carried out by REX2000 (Rigaku CO.)
53

 
 

containing a FEFF 8.40 code.  The EXAFS analysis steps and some examples of Rh foil 

reference sample will be introduced at following section. 

 

 

2.5.1  Extraction of the EXAFS oscillation 

 

Step1 Pre-edge subtraction 

    As shown in Figure 4.3.1, the pre-edge part is fitted with a linear function. Four functions 

can be chosen: 

Victoreen 1: (Cλ
3
-Dλ

4
+ Const.) 

Victoreen 2: (Cλ
3
-Dλ

4
) 

Constant: Using value of Pre-Edge start 

Least-Square: Using up to 6
th
 degree polynomial equation. 

Generally, Victoreen 1 can provide a good fitting curve. 

The parameters P_S (Pre-edge start) and P_E (Pre-edge end) can be adjusted by a user.  

 

Step 2 Edge step E0 

    In REX2000 program, the edge energy E0 is defined as a maximum of derivative (dμ/dE). 

E0 will be used to determined wave number k for Fourier transform. 

                                                             (2.5.1) 
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Step 3 Removal of free atom background (μ0) 

In order to extract the EXAFS oscillation curve, the spectra μ0 of isolated atom must be 

removed from X-ray adsorption spectra.  The REX2000 program contains several procedures 

to find optimal free atom absorption μ0(E).  In this study, we used spline smoothing method, 

which minimizes of FT(χ(k)) in the range from 0 to rbkg (an input parameter for this spline 

procedure). Others parameters such as: Fourier transform window, k range, k-weight, etc. are 

also adjustable, but do not affect the μ0 a lot. 

A good background removing is shown in Figure 2.5.1, the shape of which does not follow 

the EXAFS oscillation curve.  In the REX2000, the EXAFS oscillation χ(k) is calculated 

Figure 2.5.1  Extraction of EXAFS oscillation of a Rh foil reference. Three steps are shown 

here. ① Pre-edge subtraction, ② Edge (E0) determination, ③ Removal of free atom background 

 0 

subtraction 
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according to the Eq. (2.5.2) 

          
          

     
  

        

    
                                    (2.5.2) 

The EXAFS oscillation χ(k) of Rh foil reference is shown in Figure 2.5.2(a).  According to the 

Eq. (2.3.12) in Chapter 2, the χ(k) is in inverse proportion to k in the EXAFS equation and 

       is roughly dependent on the 1/k
2
, thus, the amplitude of χ(k) decays remarkably at high k 

region.  Usually the function is weighted by a factor of k
n
 (n =1, 2, 3) to compensates for the 

1/k
3 
dependence and to obtain more suitable function for the Fourier transformation.  Note that 

the higher n is, the more emphasis on the contributions from heavier scatters since the scattering 

amplitude is in proportion to the atomic number Z. I n general, the factor k
3
 is used for heavier 

elements. Figure 2.5.2(b) shows a k
3
χ(k) of Rh foil reference for comparison. 

  

2.5.2  Fourier transform 

    As mentioned above, the introduction of Fourier transform by Sayer and coworkers raised 

the curtain on the theory of XAFS.  It is well known in mathematics that Fourier transform of a 

periodic oscillation function, either sine or cosine gives the delta function of the oscillation, and 

FT of a composite function of sine and cosine generates the delta functions of the corresponding 

frequencies.  

    In the EXAFS oscillation χ(k) equation, frequency k and distance r together determine the 

phase 2kr, thus the Fourier transform of the oscillation function of either k or r will generate the 

other one as frequency.  Furthermore, if the oscillation contains multiple frequencies, they can 

be separated into multiple peaks of delta functions.  FT of EXAFS oscillation χ(k) is performed 

as  

                                           
    

    
       (2.5.3) 
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Figre 2.5.3  a) |FT of k
3
χ(k)|:Fourier transform of k

3
-weighted EXAFS oscillation of the Rh foil 

reference without correction of phase shift (blue dotted line) and fitting curves for the first and 

second shell based on the phase shift and backscatter amplitude for experimental data.  b) The 

unit cell of Rh single crystal. The cell parameter a is 3.80 Å, thus the nearest neighbor distance is 

2.69 Å.
53

 Fourier fitting range marked by green line is 1.16 ~ 3.95 Å. 
54

  

Figre 2.5.2  EXAFS oscillation of a Rh foil reference. a) χ(k) and b) k
3
-weighted χ(k) 
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Due to the finiteness of k range in the XAFS measurements, the window function W(k) is used 

to zero-value outside of the chosen k range.  The window function adopted in REX2000 is 

HANNING function: 

 

     

 
 
 

 
 

 

 

 
         

      

 
                             

   
                                                                 

 

 
         

      

 
                              

   (2.5.4) 

 

Figure 2.5.3(a) shows the |     | of Rh foil reference in the k range from 3 ~ 17 Å
-1

. 

Generally, the range below 3 Å
-1

 is mainly attributed to the XANES region and the upper limit 

should be chosen as large as possible, which is dependent on quality of EXAFS oscillation.  

The larger k range is, the better separation of individual peak.  

    The position of peak corresponds to the average shell distance ant the peak height is related 

to the atoms and their coordination number in the shell, the disorder parameter Debye-Waller 

factor σ
2
 and the window range chosen.  Something must be noted here, firstly, there is 

difference between peak position in |    | and the actual shell distance, the difference is usually 

about 0.2 ~ 0.5 Å. For an example, the first 3 peaks (at 2.38 Å, 3.50 Å, 4.35 Å) in      arise 

from the nearest-neighbor shell (CN = 12, 2.69 Å), second shell (CN = 6, 3.80 Å) and third shell 

(CN = 12, 4.65 Å) in the rhodium FCC crystal structure shown in the Figure 2.5.3(b).
 54

  These 

deviations are due to the phase shift of photoelectrons as      ,        shown in the Eq. 

(2.3.12).  Thus |    | is not a true radial distribution function, it is usually called as 

phase-uncorrected radial distribution function by XAFS experts.  Secondly, in     , the peaks 

at very short distance such as below 1 Å are usually neglected because they are originated from 

insufficient background subtraction.  On the other hand, the peaks appeared at long distance 
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like beyond 6 or 8 Å generally come from much higher frequency oscillation than real EXAFS 

features such as data noise and glitches in the original data.  Thus, the most reliable and 

available part in the      is in the r range from 2 to 6 Å.  Finally, the |     | can give an 

intuitive view about the local structure of absorbing atoms, however, actually,      is a 

complex function, the real and imaginary parts of it are also useful, in some case they are more 

reliable than the modulus.  The adjacent peaks can interfere with each other.  The modulus of 

     sometimes brings the false peaks and sometimes cause the overlap of two adjacent peaks.  

Some representative instances are shown in Figure 2.5.4 and Figure 2.5.5. 
55

 

First one is the simulation results of GeSe2 |     | at difference Ge-Se distance.  All of the 

|     | are phase-uncorrected, and the periodic oscillation curves are imaginary parts Im(    ). 

Figure 2.5.4(a) is a simulation result from GeSe2 with 2 equivalent Ge-Se bonds (distance = 

2.59 Å), both |     | and Im(    ) reveal that only one peak exists at 2.32 Å.  Thus the phase 

shift is about 0.27 Å.  Then, one of Ge-Se is fixed to 2.59 Å, while the other is changed to 

various values.  Figure 2.5.4(b) shows the situation of r Ge-Se = 2.69 Å, only one peak can be 

observed, however, the position shift to 2.36 Å (corrected value: 2.63 Å), which is the average 

value of two distances.  However, when the r Ge-Se is changed to 2.74 Å.  Two peaks appear at 

2.19 Å (2.46 Å) and 2.65 Å (2.93 Å) in the     , while in the Im(    ), a main peak appears 

at 2.32 Å (2.59 Å) with a shoulder at 2.47 Å (2.74 Å) which are corresponding to the model.  

Thus, the two peaks appeared in the      are false peaks.  Moreover, when the r Ge-Se is 

changed to 2.89 Å, only a broad single peak with average distance of 2.42 Å (2.69 Å) is 

observed in the     , while two separated peaks at 2.32 Å(2.59 Å) and 2.62 Å (2.89 Å) have 

been already distinguished in the Im(    ) (Figure 2.5.4(e)).  Unit one Ge-Se bond is 

extended to 3.09 Å (about 0.5 Å larger than original one), two distinguished peaks appeared at 

2.32 Å(2.59 Å) and 2.82 Å(3.09 Å) in the      become to be in agreement with the model. 
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Figure 2.5.4  The simulation of |     | of GeSe2 with various Ge-Se bond length. One Ge-Se 

bond is fixed at 2.59 Å, and the other one is changed to following values a) 2.59 Å (two equivalent 

bonds), b) 2.69 Å, c) 2.74 Å, d) 2.79 Å, e) 2.89 Å, f) 2.99 Å, g) 3.09 Å. All of the      are 

phase-uncorrected. The periodic oscillation curves are imaginary parts Im(    ). The corresponding 

Ge-Se distances (real distance – phase shift) are marked by arrows. 
55
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Figure 2.5.5 shows experimental results of Cu2(OAc)4.2 H2O.  Two kinds of Cu-O bonds 

exist in this molecule. Cu-O of acetate ligand is about 1.97 Å and the ones of H2O ligand is 

about 2.20 Å, the Cu-Cu bond is around 2.64 Å.  As shown in the     , only two peaks can 

be observed, the first one with distance of 1.63 Å belongs to Cu-O bond.  However, in the 

    , besides the large peaks attributed to Cu-Oac of acetate ligand, a small one at 1.91 Å can 

also be distinguished, which is attributed to Cu-OOH of water ligand.  

    All of these instances mean the Im(    ) always can give the correct information of 

coordination condition of absorbing atoms, while the      sometimes brings the false 

information, in spite of its intuitive view about the local structure.  It should be paid more 

attention during the analyses on     . 

Figure 2.5.5  The phase-uncorrected |     | and imaginary parts Im(    ) of Cu2(OAc)4・2H2O. 

The peaks at 1.63 Å, 1.91 Å, 2.27 Å marked by arrows in the Im(    ) correspond to the Cu-Oac 

(1.97 Å), Cu-OOH (2.20 Å) Cu-Cu (2.64 Å), respectively. Molecular model is shown in the inset. 
55, 56
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2.5.3  Curve fitting 

    The key step in curve fitting is how to determine the phase shift and backscattering 

amplitude. McKale table is very useful for rough fitting, but is not suitable for accurate analysis.  

There is two methods to determine the phase shift and backscattering: 1) Extract these 

parameters from an appropriate reference sample; 2) Calculate by FEFF code basing on 

structure model. The former method will be introduced in this section.  

This method is to extract phase shift and backscattering from EXAFS data of some 

standard samples. REX2000 offers a program called “Reference Sample” to achieve this process.  

Figure 2.5.6(a)-(c) show phase shift and backscattering amplitude of Rh foil firs three shell.  

Once these parameters for the appropriate shells are determined, EXAFS oscillation will be 

calculated by following formula: 
53

 

          

 
                      

 
    

       
   

  
                 

 
    

  

   
 

 

 

                                                                       (2.5.5) 

where the definition of most symbols are same as before, the       is phase shift consisted of  

absorber and scatter parts.     are the cumulant coefficients of    which are usually used to 

correct the EXAFS oscillations of disorder systems (with non Gaussian distributions) such as 

liquid metals, but in ordered systems, the    (n≧3) are generally zero. Thus,    cannot be 

considered in this study.  To find best fitting curve        , a program evaluates values of 

various parameters:   ,   ,   ,       in Eq. (4.3.5), to find minimum misfit between 

experimental data          and calculation results        .  The misfit factor called      

factor can be calculated as follows: 
24
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Figure 2.5.7  The curve fitting result of Rh foil      |. A Red line is a fitting curve calculated by 

Eq. (2.5.5) and a blue line is an experimental results. The difference between them is shown by a 

green line. The R factor is about 0.6 %. 

Figure 2.5.6  The phase shifts a), c), 

e) and backscattering amplitudes b), d), 

f) for 1st, 2nd, 3rd shell of Rhodium fcc 

crystal structure, respectively. The red 

lines are Mckale calculation data, and 

the blue lines are experimental data from 

the reference sample Rh foil. 



79 

 

        
                       

 
                       

  
 

                
 
               

 
 

       (2.5.6) 

where N is the number of points in the fitting range of the data. In general, the value of R factor 

should be less than 1 for a reliable fitting.  

Figure 2.5.7 shows the fitting result of first two shells in Rh foil, the R factor is about 

0.83%, and the CN and distance values are listed in Table 2.5.1. 

 

Table 2.5.1  Curve-fitting results of first two shells in Rh foil  

Rh foil Bond CN Distance (Å)      % 

1st shell Rh-Rh 11.3 ± 1.8 (12)* 2.68 ± 0.01 (2.69) 0.83 

2nd shell Rh-Rh 4.1 ± 2.0 (6) 3.81 ± 0.01 (3.80) 

* The values in parentheses are the reference values based on the Rh fcc crystal model. 

 

The distance of individual shell is very close to the Rh fcc crystal model, however the 

coordination numbers have wide errors.  Especially, for the second shell, the calculation value 

is quite smaller than the reference value.  In REX 2000 program, four parameters N, R, ΔE, σ
2
 

are used to find best fitting curve.  However, these parameters correlate with each others, such 

as coordination number and Debye-Waller factor which affect the amplitude. These correlations 

sometimes cause large uncertainties of fitting results  Thus, in order to determine the local 

structure of absorber correctly, some additional constraints need be imposed, such as fixing 

some parameters (Detailed discussion will be given in the following section).. 
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4.3.4  FEFF calculation 

    FEFF code calculates the theoretical EXAFS oscillation χ(k) for a given structure. The first 

step is to construct an appropriate model structure basing on rough curve fitting for unknown 

sample, or to search structural information from crystal database (e.g. ICSD, CCDC).  Next the 

“muffin-tin” potential for each atom type is calculated as a scattering potential by program.  

Then, the scattering amplitude of the photoelectron can be determined.  Similar to discussion 

in Section 2.3, not only single scattering but also multiple scatterings are calculated.  And the 

energy loss due to the phonon vibrations and other interaction are also considered in FEFF code.  

The results of the FEFF calculation are containing terms of the effective scattering amplitude, 

phase shift and mean free path of the photoelectron as a function of wave number for every 

possible scattering path of the photoelectrons. 

                                                               (2.5.7a) 

      
    

      

   
 

        
    

   

 
 

 

 
                     

 

 
      

                                                                      (2.5.7b) 

                                                                 (2.5.7c) 

      
     

  

                                                  (2.5.7d) 

where   is the scattering paths.       and       are backscattering amplitude and total 

phase shift calculated by a given structure.  The symbols in bold type   ,   
 ,   

 ,   ,   , 

   , and     are seven fitting parameters, which are usually called path parameters. The 

structural information is contained in these parameters.  
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< Path parameters > 

    Eqs. (2.5.7a~d) are very similar to the XAFS oscillation equation, but a few difference 

from it.  Number of atoms in each path   , amplitude of oscillation   
 , Debye-Waller factor 

  
 , and cumulant coefficients   ,    have been already discussed previously.  Only new 

parameters    , and     are interpreted here. In (2.5.7c),    is the half path length 

calculated from structural information given as input to FEFF.  The     represents a change 

in the half path length, meaning change of the radial distance (scatter and absorber) in   path. 

And     refers to an energy shift. In (2.5.7d),    corresponds to the E0 chosen to be the 

energy of edge step.  Thus,     is a difference between experimentally determined 

photoelectron kinetic energy zero and that used for the theoretical calculation for phase shift and 

backscattering amplitude functions of the   scattering path. 

     Generally, these seven parameters are used to fitting the experimental results.  As 

mentioned above, in this study, cumulant coefficients   ,    for disorder systems are not 

needed.  Thus,   ,   
 ,   

 ,    , and     will be discussed in the following section. It is 

worthy to note that    and   
  are proportionalities for the amplitude of       in whole k 

range, while   
  is coefficient for exponential function.  It means   

  mainly effect amplitude 

at high k region.  

 

 

< Parameter correlations > 

    Some path parameters have similar effects to other ones. As mentioned above, both 

coordination number and amplitude can alter the EXAFS oscillation magnitude uniformly as a 

function of k.  Changing the   
  also affects the amplitude, but it has a greater effect at high k 

than low k.  The similar effect of these parameters implies that they are correlated. A similar 
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correlation is also observed between     and    .  Both of them affect the slope of the 

phase, but in different ways.  The shorter the range of data in k space, the more significantly 

they will be correlated. 

These correlations cause large uncertainties in the parameter errors.  You do not know 

how to select accurate balance of these correlated parameters which are corresponding to the 

real structures.  As shown above, general fitting method is to adjust all of these parameters to 

find best fitting curve         which has minimal mismatch with the experimental data.  

However, due to the correlations, a good fitting is not equivalent to a correct result, sometimes 

the fitting is ill-determined.  

    In order to obtain accurate information by curve-fitting, some parameters should be 

pre-determined at first, and fixed as constant during the FEFF calculation.  

 

 

< Real space model method > 

    The real space model method was developed by Chun and coworkers,
 57

 and has been 

successfully applied in a lot of XAFS data analysis.  The process can be described as: 

1) Model building: first step is to speculate some probable model structures according to the 

roughly fitting results, XANES, and other information (e.g. XPS, STM, IR etc.). 

2) Calibration: this step is to determine   
 ,   

  by FEFF fitting of some reference materials 

which are similar to expected models structures.  Because the structures of reference materials 

are known, the coordination number and bond length are fixed as constants. An example of Rh 

foil calibration will be shown below. 

3) Comparison: Calculate theoretical EXAFS oscillation         of every model structure 

when   
 ,   

  are fixed as constant and compare them with experimental data.  Adjust the 
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interatomic distances in a reasonable range to find best-fitting structure.  The evaluation factor 

of mismatch between theoretical and experimental curve is calculated according to next 

equation: 

        
                   

 

            
                                (2.5.8) 

where N is data number. The distribution of measurement errors is a normal distribution with 

variance errors, the error function consists of a sum of N random normal deviates of zero mean 

and unit variance, which follows a χ-square distribution. 

4) Optimization: final step is the fine adjustments of   
 ,   

  in permitted ranges in order to 

obtain the best fitting result. 

 

< Example: Rh foil calibration > 

    The bulk Rhodium has fcc crystal structure with the nearest shell at 2.69 Å with 12 Rh 

atoms, second shell (6 atoms, 3.80 Å), third shell (12 atoms, 4.65 Å)…… All of Rh atoms 

positions can be estimated by Atom program.  Then, the FEFF input file (feff.inp) can be 

created.  The calculation result and experimental data are shown in Figure 2.5.8(a), where the 

default value of each parameter is used:   
      ,                . And other parameter 

RPATH is set to 6 Å and EXCHANGE (Vr) has been optimized to -4.  The shape of calculation 

result is very similar to the experimental data, especially in the low k range, the amplitude is 

almost same.  However in the high k range, the amplitude of calculation damps quickly. It 

suggests that          is too large.  Thus, we just need to reduce the          and adjust 

  
  slightly so as to keep the amplitude in the low k range unchanged.  The best fitting result is 

shown in Figure 2.5.8(b), the   
      ,                . 
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Figure 2.5.8  FEFF calculation results of bulk Rh (red) and experimental data of Rh foil (black). a) 

before and b) after optimization of the path parameter. The best fitting result is obtained, when 

  
      ,                .  
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2.6  Pulse Valve method 

    In order to deposit precursor molecules onto well-ordered oxide thin film surface under 

UHV condition, pulse valve method was adopted in this study.  As mentioned briefly in 

Chapter 1, this method was developed by Kawai and coworkers.
 58

  They injected a small 

amount of solution containing DNA molecules onto Cu(111) surface in vacuum through a pulse 

valve and successfully image DNA by STM (Figure 2.6.1).  

    The concept of this method is very simple, volatile solvent such as H2O, C2H5OH, CH2Cl2, 

C6H5CH3……) just act as carriers to take the target compounds onto the substrate surface, then 

solvent will be evacuated.  Due to the injection of solution, this method can be applicable to 

different kinds of precursors.  This method has been successfully applied to deposition of 

various compounds and such as DNA/RNA,
 59

 conducting polymers,
 60

 CdSe nanodevices,
 61

 Ag 

nanotube 
62

 and so on. 

    As shown in Figure 2.6.2, a pulse valve has a valve body with a valve nozzle and a coil 

assembly.  Inside the coil assembly, a movable valve operating part called “armature” with a 

poppet is disposed in axial alignment with the valve body for opening and closing the valve.  

The position of armature is controlled by two springs (main spring and buffer spring) and 

electromagnetic force     arising from applied pulse voltage.  Thus, the state of valve can be 

described by 

            
                                         

                                                     
               (2.6.1) 

where        ,         are elastic forces of main spring and buffer spring, respectively. 

Therefore, valve opening period depends upon the duration time of pulse voltage. 

    In this study, the orifice diameter of pulse valve (Parker Hannifin) is about 1.6 mm and the 

minimum duration time is 160  s.  The experimental setup is shown in Figure 2.6.3.  
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Figure 2.6.2  Illustration of pulse valve inside structure. 

Figure 2.6.1  a) Pulse valve setup in Prof. Kawai’s experiments. b) High resolution STM images of 

DNA molecule deposited on Cu(111) surface by pulse valve method and its structural model.
 59
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Dilute precursor solution was prepared under N2 atmosphere in a globe box and then sealed into 

Pyrex-glass ampoule with a bellows sealed valve.  Then, the Pyrex-glass ampoule was 

connected to pulse valve set as shown in Figure 2.6.3.  The solution was degassed by 

freeze-pump-thaw cycles.  After degassing, a fraction of precursor solution was transferred to 

the pulse valve through the flexible tube.  Then, the pulse valve was opened several times to 

deposit the precursor onto substrate.  

    The deposition amount is dependent on the opening duration time, pulse number, orifice 

diameter, solution concentration, solvent viscosity, distance between the substrate and pressure 

difference between the chamber and atmosphere and other inherent factors from the pulse valve.  

For simplicity, we only consider main factors such as pulse number N, duration time  , nozzle 

size        , solution concentration    , pressure difference (     and         ), and assume 

that all of injected precursor molecules are deposited onto the substrate surface.  Then, the  

Figure 2.6.3  Pulse valve setup in this study. a) Photo and b) schematic of the pulse-deposition 

method. After degassing a solution containing a precursor, it is introduced to the pulse valve through a 

flexible tube.  The pulse valve opens for a short time by applying voltage pulse of controlled duration 

and repetition and the solution is sprayed through the vacuum to the substrate surface. 



88 

 

 

deposition amount can be described as 

             
 

  
                                             (2.6.2) 

    Fujita 
63

 has checked the correlation between the deposition Rh2(OAc)4 particle density and 

pulse number by a series of experiments and found the particle density is nearly in proportion to 

the pulse number under condition of duration time = 170  s and concentration = 2×10
5

 mol/l. 

 

 

 

 

 

 

 

Figure 2.6.4  Plot of deposition Rh2(OAc)4 

particle density versus pulse number. The 

Rh2(OAc)4 aqueous solution (2×10
5

 mol/l) 

was injected on to Al2O3/NiAl(110) surface 

by pulse valve with 2, 4, 12, 24 pulses 

(duration time = 170  s). The particle 

number was counted from STM images 
63
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Chapter 3  STM Studies on the 

Formation of Precursor Dependent Rh 

Clusters on Al2O3/NiAl(110) Surface  

 

3.1  Introduction 

    Supported metal catalysts comprising small metal particles dispersed on the 

high-surface-area support material (ex. Al2O3, SiO2, MCM-41) have a wide range of oil field, 

industrial and environmental application. 
1-3

 The activity, selectivity and stability of supported 

catalysts are determined by the properties of active metal species such as size, 
4, 5

 distribution,
 6, 7

 

local structure,
8
 interaction with the support surface 

9-11
 and so on.  Generally, these parameters 

are significantly dependent upon the preparation methods,
12-14

 the nature of supports
9, 10, 15, 16

 and 

the variety of metal precursors. 
17-20

 Thus, the fundamental understanding of the correlation 

between these preparation conditions and properties of the active metal species is crucial issue 

in the field of catalyst, which can provide the probability to optimize the performance of 

supported catalysts with respect to target reaction.   

    During the last two decades, combination of scanning probe microscopy (SPM) and oxide 

thin films or oxide single crystals has been proved to be a promising methodology to provide 

molecule-level insight into the fundamental issues of catalytic processes such as adsorption, 

diffusion, surface reaction and catalytic process (some examples are shown in Chapter 1).  For 

examples, Freund and co-workers studied formation process, adsorption behaviors of different 

metal clusters (e.g. Pt, Pd, Rh, Co, Au, etc.) deposited on various oxide thin film 

(MgO/Mo(001), FeO/Pt(111), Al2O3/NiAl(110), etc.) by STM and conductance spectroscopy. 
21, 
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22
Goodman and co-workers monitored the growth kinetics and deactivation process (sintering) 

of Au clusters on TiO2 by in-situ STM measurements.
 23

  Libuda et al. has investigated the 

growth of Pd and BaO on Al2O3/NiAl(110) prepared by sequential co-deposition of Pd, Ba and 

subsequent oxidation, which is promising catalyst for elimination NOX from exhaust gas of 

lean-burn engine vehicles. 
14

 They found the structure and growth of active species can be 

strongly influenced via the deposition sequence.   

Such studies provided important view on the properties of metal particles on the support 

surface, however, the preparation conditions have not been considered there since the metal 

clusters were directly deposited onto oxide surface by physical vapor deposition in all of these 

cases.  The vastly different treatments and precursor types in the preparation of catalyst will 

probably lead to significant structural difference, thus limiting the comparability of these results.  

Some basic problems about formation process and adsorption sites of active metal species 

included  

a) How about the initial placement of the precursors on the support surface? 

b) Where and how the precursors convert to final products?  

c) How the surface defect sites and ligands in precursors affect the formation process? 

d) How about the final structures of active species? 

need be clarified in molecule-level at first.   

To answer these questions, it is required to conduct model surface by using analogous 

method to wet chemical techniques which are used to prepare practical catalysts, such as 

starting from metal precursors instead of physical vapor deposition of metal cluster.  In this 

way, one can study adsorption behavior of precursors, their decomposition mechanism and 

formation process of active species.  

    Early researches in this direction can be traced back to AFM observations on the 
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RhCl3/SiO2/Si(100) surface by group of Niemantsverdriet.
24, 25

  They have deposited the RhCl3 

onto SiO2/Si(100) surface (2×10
12 

particles/cm
2
) by spin-coating and observed the decrease of 

particle height after reduction.  Goodman and co-workers have succeeded to investigated the 

atomic structure of Ru3Sn3/SiO2/Mo(112) prepared via wet impregnation.
26

  By taking 

advantage of good stability of SiO2/Mo(112), they dropped the diluted Ru3(CO)9(SnPh2)3 

toluene solution onto the fresh SiO2/Mo(112) surface, then transferred the sample to UHV 

chamber.  The STM measurements were carried out after annealing up to 450 K to remove the 

organic ligands.  The benefit of this work is to provide structural information directly related to 

real catalysts.  However, they did not report the surface morphology of 

Ru3(CO)9(SnPh2)3/SiO2/Mo(112).  In order to estimate both initial state of precursor and final 

products after decomposition, chemical vapor deposition method is a good choice for 

preparation model surface.  There are quite a few reports on the behavior of organometallic 

complexes on different support surface.
27-29  

Recently, Lei have established morphological 

changing of the Rh(acac)(CO)2/Al2O3/Ni3Al(111) surface after annealing up to different 

temperature.
 30

  Alexander have also studies the formation of Ru-Sn nanoparticles from 

precursor Ru3(CO)9( -SnPh2)3 on a partially oxidized Ni3Al(111) and found the different 

formation mechanism on the alloy and oxidized surface patches.
 31

  However, vapor deposition 

methods are just applicable to the precursor which can be converted to vapor state before 

decomposition.  It is not suitable for low vapor-pressure precursors (ex. inorganic precursors as 

RhCl3, Rh(NO3)3 etc. ), or some precursors with low decomposition temperatures.   

    Recently, a new deposition technique: pulse deposition method (PDM) has been developed 

by Kawai et al. 
32

 and applied to deposition of various compounds for biology, electronic device 

and material researches (See Chapter 2).  The concept of this method is very simple, solvents 

(such as H2O, C2H5OH, CH2Cl2, C6H5CH3…) just act as carriers to take the target compounds 
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onto the substrate surface, the solvent molecules will vanish by vacuum expansion or after heat 

treatment.  Because of the injection of solution, this method can be applicable to various 

compounds.   

    In our studies, we have firstly applied pulse deposition method to catalyst studies, in order 

to understand how precursors disperse, decompose and form to active species on oxide surface.  

Moreover, we hope to obtain molecule-level understanding on the precursor effect by using this 

new methodology.  The precursor effect has been discussed several ten years, only a little 

knowledge based on experience has been recognized, however, these mechanisms are still not 

clear.  

We have prepared [Rh
II
(OAc)2]2/Al2O3/NiAl(110) surface and RhCl3/Al2O3/NiAl(110) 

surface by pulse deposition method, where remarkable difference in catalytic activity has been 

reported in practical catalyst researches.
32,33

  We estimated the properties and precursor 

adsorption behavior of these two surfaces before and after decomposition by using STM 

measurements.  By comparison, we would demonstrate the formation process of Rh particles 

and discuss the influence of ligands of precursors.  
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3.2  Experimental 

The experiments were performed in an ultrahigh vacuum (UHV) variable temperature (VT) 

STM (Oxford Instru. ), a detailed description can be found in Chapter 2.  Briefly, this 

instrument consisted of a main chamber (base pressure < 2×10
-8

 Pa) and a fast entry load-lock 

chamber (base pressure < 2×10
-6

 Pa).  The main chamber was equipped with a low-energy 

electron diffraction (LEED) optics, an ion sputtering gun, a quadrupole mass spectrometer, and 

VT-STM head.   A NiAl(110) single crystal disc (4 mm in diameter and 0.5 mm thick) 

(Surface Preparation Laboratory) was mounted in a Mo holder and could be heated up to 1500 

K by radiation from a heating W filament from the back side and the temperature was measured 

with K-type thermocouple mounted on the side face of the NiAl(110) disc.  STM images were 

recorded in constant current mode (topography image) using electrochemically etched W tips at 

room temperature unless otherwise noted.  

The NiAl(110) surface was cleaned by repeated cycles of Ar
+
 ions sputtering and 

subsequent annealing at 1350 K for 3 min.  Chemical composition, flatness, and periodicity of 

the cleaned surface was checked by Auger electron spectroscopy (AES), STM, and LEED, 

respectively.   The ultra-thin Al2O3 films were prepared by exposing the clean NiAl(110) 

surface to oxygen gas (2×10
-4

 Pa for 1600 s) while keeping the sample temperature at 600 K 

followed by annealing the sample at 1100 K for 10 minutes as described in previous litrure. 
21

 

The quality of the films was confirmed by AES , LEED, and STM.   

Dilute [Rh
II
(OAC)2]2 (Alfa. 99.99%) aqueous (Milli-Q water) solution (or RhCl3 anhydrous 

(Alfa.  99.9%) ethanol (0Aldric, 99.9%) solution) (10
-4

-10
-5

 mol l
-1

) was prepared under N2 

atmosphere in a globe box and then sealed into a Pyrex-glass ampoule with a bellows sealed 

valve.   The solutions were degassed by freeze-pump-thaw cycles.    

The pulse-deposition method was adopted to deposit Rh precursors from their solutions on 
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a clean Al2O3/NiAl(110) surface under vacuum in the fast entry chamber.   The pulse valve 

opens for a short time by applying voltage pulse with a controlled duration and repetition and 

the solution is sprayed through the vacuum to the substrate surface where most of solvent 

molecules are evacuated and non-volatile precursor can be deposited on the substrate surface.  

Schematic of the system is shown in Figure 3.2.1.  A pulse valve with the orifice size of 1.6 

mm (Parker Hannifin) was used.  The distance between the sample and the valve was about 12 

cm.   Firstly, small amount of solution of a precursor is transferred to the pulse valve through 

the flexible tube just before deposition.  Then, the pulse valve opens several times while 

monitoring the pressure of the fast entry chamber.  Finally the pressure rise becomes constant 

by each pulse and the system gets ready for the solution injection.  Pulse duration was set close 

to the minimum value (170  s) that achieved constant pressure rise for each pulse.  

 

 

 

 

 

Figure 3.2.1 Schematic of the pulse-deposition method. After degassing a solution containing a 

precursor, it is introduced to the pulse valve through a flexible tube.  The pulse valve opens for a 

short time by applying voltage pulse of controlled duration and repetition and the solution is sprayed 

through the vacuum to the substrate surface where most of solvent molecules are evacuated and 

non-volatile precursor can be deposited on the substrate surface. 
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3.3  Results and Discussion  

 

3.3.1  NiAl(110) surface 

    NiAl is a binary intermetallic alloy that has been subject to numerous studies due to its 

superior oxidation resistance and mechanical properties (ex. ductility).
34, 35

  NiAl is also an 

important compound in the fields of surface science.  The NiAl(110) was the first metal alloy 

where a rippled relaxation in the topmost surface layer was observed by LEED.
36

  Furthermore, 

the NiAl single crystal surface serves as a good substrate for preparation of well ordered 

ultra-thin Al2O3 film, and the various Al2O3 phase can be obtained by changing the surface 

composition of NiAl substrate such as NiAl(110),
21

 NiAl(001),
37

 Ni3Al(111)
38

 and so on.  

 Figure 3.3.1(a) shows the unit cell of NiAl single crystal consists of 50% Ni and 50% Al, 

where the blue balls are Al atoms and red balls Ni atoms.  The unit cell has the cesium chloride 

(CsCl) structure, two simple cubic lattices of Ni and Al atoms interpenetrate with each other to 

form a body-centered cubic lattice with a lattice parameter of 2. 88 Å.
39

  The melting point of 

NiAl is quiet high, about 1638℃, which is higher than the melting point of Ni (1455℃) and Al 

(660℃), therefore annealing can be carried out at a high enough temperature to prepare the 

well-ordered Al2O3 thin film.   

    The ideal NiAl(110) surface consists of Ni and Al arrays on the same plane, the unit cell 

parameters are 2. 88 Å and 4. 02 Å ( ≒√2×2. 88 Å ) as shown the top view of NiAl (110) in 

Figure 3.3.1(b).  However, the relaxation of the topmost atomic layer causes that the Al atoms 

are displaced toward the vacuum and the Ni atoms are displaced inward the bulk producing a 

ripple of 0. 22 Å
36

 (see the side view of NiAl(110) surface in Figure 3.3.1(c). ) 
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The clean NiAl(110) was prepared by the cycles of sputtering and annealing (see Chapter 

3.2).  Auger and LEED measurements were carried out to confirm the contamination had been 

completely removed, which was key factor for preparation of a good Al2O3 thin film at next step.  

The Figure 3.3.2 shows the Auger spectra before and after the cleaning process.  Before 

cleaning, the main peaks in the Auger spectra around 270 eV and 503 eV belong to carbon and 

oxygen, respectively, while three Ni peaks at 700-850 eV were very weak.  The surface carbon 

could be removed easily by sputtering, but bulk ones would diffuse onto the surface after heat 

treatment since increase of carbon peak was observed after annealing.  The oxygen from 

surface oxides was only reduced after annealing.  The sputtering-annealing processes were 

repeated until the peaks of impurities had disappeared completely and Ni peaks increased to the 

maximum.  In the LEED pattern (Figure 3.3.3) of clean NiAl(110), a rectangle structure (1: √2) 

corresponding to NiAl(110) unite cell can be clearly observed, means that well-ordered surface 

is completed.  

 

 

Figure 3.3.1 Structure of NiAl crystal.  a) 3D unit cell of NiAl and atomistic model of NiAl(110) 

surface b) Top view and c) Side view showing the relaxiation.  
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    The STM images of clean of NiAl(110) surface (Figure 3.3.4) were obtained at the 

condition: positive sample bias (VS) = 1.5 V, tunneling current (It) = 0.7 nA.  The distinct 

terrace and step structures could be observed, where large terrace width was about 80 nm ~ 100 

nm and mean step height was measured at ~ 2 Å corresponding to monoatomic layer height 

( 2.88/√2 Å ) of NiAl(110) surface structure (Figure 3.3.1(c)).  At some locations, we also 

found some vicinal surfaces with a lot of oriented step edges and narrow terraces of ~ 10 nm 

width, probably resulting from too much sputtering.  The steps edges appeared with ragged 

shape, which were clearly distinguishable in the close up of the vicinal surface (insert Figure 

3.3.5(a)).  It has been reported that the growth of Al2O3 films on a vicinal NiAl surface is  

Figure 3.3.2 (upper) A series of Auger spectra measured 

before and after different cleaning steps.  After 10 cycles 

sputtering and annealing, peaks of impurities disappear and 

ones belong to Ni increase to max.  

 

Figure 3.3.3 (left) LEED pattern of clean NiAl(110) 

surface, the rectangle structure (1:√2) corresponding to NiAl 

(110) surface unite cell 
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Figure 3.3.5  STM results of c vicinal NiAl surface a) Topographic image (300 nm × 300 nm, 

VS = 1. 5 V, It = 0. 7 nA) of vicinal surface with oriented steps and narrow terrace, insert figure 

shows a close up of step structures.  b) A cross section along the white line in a) 

Figure 3.3.4  STM results of clean NiAl(110) surface a) Topographic image (500 nm × 500 nm, 

VS = 1. 5 V, It = 0. 7 nA) of large terraces and monoatomic steps and b) A cross section along the 

white line in a).  c) Topographic image (300 nm × 300 nm, VS = 1. 5 V, It = 0. 7 nA) of vicinal 

surface with oriented steps and narrow terrace, insert figure shows a close up of step structures.  d) 

A cross section along the white line in c) 
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  quietly different from the case of flat NiAl (110) surface, since the narrow terrace width of ~ 

10 nm is similar to the characteristic domain size of the alumina film on flat NiAl(110), the 

periodic steps can release of interfacial strain instead of domain boundaries which are main line 

defects on Al2O3/NiAl(110) surface.
40

  However, the vicinal surface was negligible in this study, 

due to their low existence probability.   

 

3. 3. 2  Al2O3/NiAl(110) surface 

    The Al2O3 films, generated on the NiAl(110) surface after oxidation and annealing, have 

two-layer AlS-OS-Ali-Oi structure with thickness of 0.5 nm.  The nature of Al2O3 film will be 

mentioned here briefly.  The oxide film has a parallelogram unit cell with b1 = 10.55 Å, b2 = 

17.88 Å, β= 88. 6°, and grows two orientationally related domains rotated ±24.1° relative to 

the [1-10] direction of the underling NiAl(110) surface.  The dominating defect structures are 

two types of line defects, i. e. antiphase domain boundaries (APDB) between domains of equal 

orientation and rotational domain boundaries (RDB) between different domains.  The oxide 

film is commensurate with substrate along the [1-10] direction and incommensurate along [001].
 

21, 41-46 

    Figure 3.3.6 shows the LEED pattern after oxidation (2400L O2 at 610 K) and subsequent 

annealing at 1380 K.  Due to the thickness of oxide, diffraction spots of both oxide and 

substrate were observed together.  The oxide pattern was much more complicated than that of 

NiAl(110), because the oxide unite cell is about 16 times larger than that of NiAl(110) and two 

domains grow along the different directions.  In the LEED pattern, several tens oxide 

diffraction spots emerged in each NiAl reciprocal lattice.  Figure 3.3.6(b) shows the real-space 

and reciprocal-space schematics of the oxide diffraction spots based on calculation, red spots 

correspond to the NiAl reciprocal lattice.  In Figure 3.36(a), NiAl reciprocal unit cell is marked 
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by red rectangle, while oxide spots are identified by white mesh.  By using these schematics, 

all of the spots in LEED pattern can be explained, which indicates well-ordered Al2O3 thin films 

have been prepared.  From our experience, the LEED pattern like Figure 3.3.6(a) means that 

quality of Al2O3 thin films was pretty good.  Nevertheless, 1) brighter the NiAl spots compared 

with oxide spots, or 2) partial emergence of oxide spots, or 3) quasi hexagonal pattern would be 

observed in the case of imperfect oxide thin films.  

 

 

 

    Al2O3 film has a band gap of ~ 6. 7 eV, but because of the limited thickness of the film, it is 

possible to obtain stable tunneling current at the bias voltage range from a few mV up to around 

10 eV at both positive and negative bias voltage.
43

  Moreover, the presence of unoccupied gap 

states induced by the domain boundaries lead the domain boundaries appear much more brightly 

than the others location at high positive bias.  So the most predominate feature of the Al2O3 

film on NiAl(110) when imaged with the STM is the appearance of domain boundaries.  

Figure 3.3.7 shows the topographic image of perfect well-ordered Al2O3/NiAl(110) at VS = 2. 8 

Figure 3.3.6  a) LEED pattern of well-ordered Al2O3/ NiAl(110) surface, reciprocal unit cell of 

NiAl and Al2O3 are marked by red rectangle and white parallelogram , respectively.  b) Real-space 

and reciprocal-space schematics of the oxide unit mesh based on calculation, the diffraction spots of 

NiAl are marked by red circles.
 21
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eV .  Besides large terrace with width of 100 nm, steps and all of the domain boundaries were 

clearly distinguished.  The domain boundaries were observed as white lines with various shape 

spread over the whole surface.  The separation of adjacent domain boundaries was measured 

about 8 nm ~ 10 nm (Figure 3.3.8), which is consistent with previous studies.
44

  The structure 

information of the surface is also shown in the Figure 3.3.7.  The orientation of substrate was 

determined by the direction of the oxide domain boundaries.  

 

 

Figure 3.3.7  STM image of well-ordered Al2O3/NiAl(110) (210 nm × 210 nm, VS = 2. 8 V, It = 0. 8 nA).  

All of the domain boundaries APDB (Type IA, IIA, IB, IIB) and RDB are marked by blue lines.  The Al2O3 

unit cells are also shown by white parallelogram mesh.   



106 

 

 

The antiphase domains boundaries (APDB), which separate two domains of the same type were 

identified as IA and IB for straight shape, and IIA ,IIB for zigzag shape.  The boundaries 

separate two different domain (A and B) were marked. RDB (Reflection Domains Boundaries).  

The APDB have been well studied by Prof. Freund group, 
43-45

 a remarkable bias dependence of 

domain boundaries has been confirmed by tuning the bias voltage over the range from a few mV 

to 4.0 V or higher.  As shown in Figure 3.3.9, there was no domain boundary structure on the 

surface below the 1.0 V.  When the bias voltage was increased over 1.0 V, domain boundary 

structures emerged but blurrily.  The strong contrast of the domain boundaries appeared in the 

range of 2.5 eV ~ 3.0 eV, the maximum was observed at 3.0 eV.  Above the 3.0 eV, the 

brightness of boundaries decreased again.  This observed bias-dependent corrugation of 

domain boundaries was consistent with the previous studies, and could be explained by 

defect-induced states in the oxide band gap.  

    Figure 3.3.10 shows close up of APDBs (type I) taken under constant height mode.  The 

images had a little noise, but exhibited more detailed information about the surface structure.  

First, a lot of stripe structures were visible inside of domain.  The distance between two 

neighboring stripes was measured to about 8.9 Å, which was extremely similar to half of b2 (17. 

88 Å) lattice vector of the oxide.  Previous STM and AFM studies revealed some surface 

oxygen atoms (OS) give strong contrast due to higher tunneling probability or short-range  

Figure 3.3.8  Measurements 

of distance between two 

APDBs a) STM image （114 

nm×114 nm、VS = 2. 8 V, It = 

0. 8 nA）  and b) A cross 

section along the white line in 

a) The distance is around 9 nm 

~ 10 nm 
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Figure 3.3.9  (upper) STM 

topographic images ( 210 nm × 210 nm, It 

= 0. 7 nA) of Al2O3/NiAl(110) taken at the 

different sample bias voltage from 3. 0 V 

to 0. 6 V, then back to 3.0 V, 3.2 V  

(left) Series of line profiles of APDB 

(type IA) shown in first STM image (3.0 

V) taken at different bias voltage.  At 

this bias range, the height of APDB 

increases along with bias below 3.0 V.  

Above 3.0 V, the height decreases again.  
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chemical interaction with tip.  Usually these brighter OS atoms formed rows along the b1 lattice 

direction, furthermore they changed orientation on adjacent rows as shown in Figure 3.3.10(c).  

Therefore, we suppose that these stripes are composed with b1 lattice direction -orientated OS 

rows.  In fact, these stripes can be well fitted by unit cell of the oxide as shown in Figure 

3.3.10(b).   

On the domain boundaries, the situation was more interesting.  The orientation change of 

OS rows was clearly distinguished.  The domain boundaries were also fitting perfectly by a set 

of extended oxide unit cell with extension of 3.0 Å along the b2 lattice direction.  This is in 

agreement with previous AFM/STM and SPA-LEED results.  Besides, a lateral displacement 

of straight APDB was also observed in this STM image.  The domain boundaries shifted to 

next to OS rows at the displacement.   

    Besides the domain boundaries which were main line defects on the Al2O3/NiAl(110), 

others unordered structures such as bare NiAl areas, vacancy islands, amorphous areas, dot 

structures will be discussed below : 

    1) Bare NiAl areas: Bertrams et. al
47

 pointed out that bare NiAl surface would be exposed 

at some place when the dosing amount of oxygen was not sufficient.  A systematic study of 

NiAl “holes” has been performed by K. H. Hanson,
48

 the apparent height (or deepness) of edge 

between NiAl substrate and Al2O3 strongly depends upon the bias voltage.   

    2) Vacancy islands: vacancy islands appear on both perfect and incomplete Al2O3 film as 

hole-like structures shown in Figure 3.3.11(a).  Usually domain boundaries are visible inside 

the holes at high positive bias voltage, suggesting that vacancy islands are composed with Al2O3 

films.  Since the presence of hole-like structures are not observed on clean NiAl(110) surface, 

the vacancy islands seem to be induced in the oxidation process.  The detail is unknown.  

Vacancy islands can be distinguished from bare NiAl surface by existence of domain boundaries, 
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or on the basis of bias dependent imaging.  The height profile of this structure is not affected 

by bias voltage due to the same composition with surrounding surface (Figure 3.3.11(c)).  

3) Amorphous areas: Generally, the amorphous areas appear as rough, random structures on 

the incomplete film or complete film after reduction.  The amorphous areas have the same bias 

dependence as well-ordered Al2O3 surface shown in Figure 3.3.11(b).  

  The random structures were visible at high bias voltage, but disappeared below 1.0 V.  It 

indicates amorphous areas possess properties of Al2O3 thin films.  The appearance of this 

unordered areas are explained as insufficient oxidation of NiAl.  Lozovoi et. al
49

 reported that 

a precursor–like Al2O3 interface layer consisting of pure Al formed at first, thus Ni was 

excluded from topmost layer, while bulk Al diffused onto the surface.  The unordered areas 

could be due to a lack of oxygen in the interface area.   

    4) dot array on APDBs: Occasionally, arrays of close packed dots were observed on some 

APDBs of clean Al2O3/NiAl(110) surface as shown in the Figure 3.3.12.  However, not all of 

APDBs exhibited these structures even at the same image.  These structures were hardly 

explained by adsorption of impurities or residual metal atoms deposited at former experiments, 

since the dots structures appear even on a new sample surface.  The mean diameter of dots was 

about 1.7 nm, which was different from the lattice parameter of extended oxide unit cell on 

APDBs.  Similar dot-array structure was found in STM images in literature.
43,50

  These 

structures cannot be explained now, but it seems not to influence the properties of oxide surface.  
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Figure 3.3.11  a) STM images (at VS = 0. 5 V, 3. 0 V, 4. 0 V) of incomplete Al2O3/NiAl(110) 

(210 nm × 210 nm) where vacancy islands and amorphous areas are visible.  b) Line profiles A at 

different bias voltages across the domain boundaries and amorphous areas.  c) Line profiles B at 

different bias voltages across the vacancy islands.  All of images are acquired with It = 0.7 n A.  

Figure 3.3.10  a) STM constant height images of straight APDB (type I) of Al2O3/NiAl(110) 

(15.5 nm × 15.5 nm, VS = 3.0 V).  The image is reproduced in (b) covered with oxide unit cell (10. 

6 Å×17.9 Å) inside domain and extended unit cell (10.6 Å×20.9 Å) on the domain boundaries.  

The lateral displacement of straight APDB is denoted by yellow arrows.  c) Atomic resolution 

STM and FM-DFM images of Al2O3/NiAl(110) reported by Freund’s group.  
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Figure 3.3.12  STM images of clean Al2O3/NiAl(110) surface (140 nm×140 nm, 70 nm×70 

nm, 35.5 nm×32.5 nm, VS = 3.0 V, It = 0.6 nA).  Arrays of dot structures are visible on some 

APDBs, whereas others APDBs are just white lines.  
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3.3.3  Adsorption and Thermal Decomposition of the [Rh
II
(OAc)2]2 

/Al2O3/NiAl(110) 

   The [Rh
II
(OAC)2]2 precursor consists of four acetate ligands bridging a Rh dimer with a 

short Rh-Rh distance.  The size of the precursor molecule can be estimated as shown in Figure 

3.3.13(a) by assuming van der Waals radius for each atom for the structure determined by X-ray 

diffraction analyses of the single crystal of [Rh
II
(OAC)2H2O]2.

51
  It is known that some adducts 

can be coordinated to the both sides of the wheel-like molecule: H2O, CH3CN, tetrahydrofuran, 

etc. by coordinate bonding to Rh atoms.
 51,52

  Thus, [Rh
II
(OAC)2H2O]2 may be a stable form in 

aqueous solution, but it was reported that the coordinated water molecule was readily replaced 

by some adducts noted above.
 52

 

    Figure 3.3.13(b) shows a representative STM image after injection of 2 × 10
-5

 mol l
-1

 

aqueous solution of the [Rh(OAC)2]2 precursor through the pulse valve by 20 pulses.  A wider 

range image (200 × 200 nm
2
) including this region is also shown in Figure 3.3.13(c).  

Compared with the clean surface, particles with bright contrast were observed inside domains 

and on domain boundaries.  A typical particle marked by a white circle is enlarged in the inset 

of Figure 3.3.13(b).  Dot arrays with vague contrast on domain boundary lines, which were 

also observed on the clean surface as in the Figure 3.3.12, were distinguishable from the newly 

added particles from the different contrast.  These newly added particles were not observed 

after injection of pure water, so they originated from the [Rh(OAc)2]2 molecules.  The apparent 

diameter and height of each particle was measured by line-profile analyses of STM images at 

different areas of the surface and the data for about 600 particles were summarized as 

histograms in Figure 3.3.13(f) and (h).  The average diameter and height for the particle was 

2.1 ± 0.2 nm and 0.28 ± 0.10 nm, respectively.  The apparent diameter and height of the  
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Figure 3.3.13  Adsorption and 

thermal decomposition of the 

[Rh(OAc)2]2 precursor on 

Al2O3/NiAl(110) at lower coverage.  

(a) Structure of the [Rh
II
(OAc)2]2 

precursor.  Four acetate ligands are 

bridge-bounded to two Rh atoms.  

Diameter and height are estimated by 

bond lengths and van der Waals spheres 

for each atom.  STM images (70 × 70 

nm
2
, VS = 3.0 V, It = 0.06 nA) obtained 

(b) after deposition of the precursor at 

RT and (c) subsequent heating at 650 K.  

An inset for each figure is a close-up 

image of a particle (5 × 5 nm
2
) indicated 

by a white circle.  Wide range STM 

images (200 × 200 nm2, VS = 3.0 V, It = 

0.06 nA) obtained (d) after deposition of 

the [Rh(OAc)2]2 precursor on 

Al2O3/NiAl (110) at lower coverage and 

(e) subsequent heating at 650 K. Yellow 

squares in (d) and (e) correspond to the 

region of (b) and (c), respectively  

Apparent diameter and height of about 

600 particles obtained from line-profile 

analyses of several STM images at 

different areas are summarized in 

histograms: (f) and (h) for as-prepared 

surface, (g) and (i) for the surface after 

heat treatment at 650 K, respectively.    
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particles as well as the image of the substrate structure had some dependency on the bias voltage, 

of course, but it was confirmed that the difference was not serious to compare the results in the 

range of bias voltages we adopted in this work (detailed discussion will be shown in Appendix 

I).  Generally, STM does not directly trace the real structure from its principle: different 

density of states extends or shrinks the height, and finite size of the tip enlarges the diameter of 

a protruding object.
14, 53, 54

  A simple model for the latter case is discussed in detail in the 

Appendix II.  Thus the diameter of a protrusion in the STM image is always overestimated.  

By estimation of the effective radius of the tip apex for imaging by a procedure described in the 

Appendix II, the diameter of the particle can be estimated as small as 1.3 ± 0.2 nm.  We have 

to note that the value depends on the model, so it is just for reference, however, the size roughly 

corresponds to that of the [Rh(OAc)2]2 molecule in Figure 3.3.13(a).  Therefore, we consider 

that each bright particle in Figure 3.3.13(b) probably corresponds to a single [Rh(OAc)2]2 

molecule with their four acetate ligands parallel to the surface as will be discussed below.  

Average density of the [Rh(OAc)2]2 molecules was 1.4 × 10
12

 molecules cm
-2

.   

The [Rh(OAc)2]2 molecule preferred to be adsorbed on line defects such as domain 

boundaries and steps.  Such preference is apparent in distribution value defined in the footnote 

of Table 3.1.  Even after such normalization, the [Rh(OAc)2]2 prefered the line defect sites by 

22 times of the domain sites.  Previous STM results clearly indicated that metal nano-particles 

were preferentially formed at the line defects when metal atoms were evaporated on the surface. 

14, 55
  As noted above, oxygen-deficient composition of the line defects, not the surface oxygen 

vacancies, was suggested to be an origin for the preferential adsorption of the species with high 

electron affinity. 
35, 36

   Electron donation at the line defect sites to coordinate with a Rh atom 

of the flat-lying [Rh(OAc)2]2 molecule seems to be favorable for adsorption.  It is difficult to 

judge whether H2O molecules were still attached on adsorbed [Rh(OAc)2]2 by STM results.  
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Coordinated H2O molecule perhaps reduces the density of states of the lowest unoccupied 

orbital of the molecule, which results in reduction of tunneling current in spite of increase in 

molecular height.  Preferential adsorption at the line defect sites indicates that at least one H2O 

molecule is replaced by an oxygen atom of the Al2O3 substrate at the line defect sites.   

 

Table 3.1: Summary of diameter, height, density, and distribution of Rh-containing particles for 

[Rh(OAc)2]2 or RhCl3 precursors on Al2O3/NiAl(110) before and after decomposition 

Sample Diameter (nm) Height  (nm) Density ** Distribution* 

[Rh(OAc)2]2 ( Lower coverage) 

As-prepared 

After 650 K 

2.1 ± 0.2 

1.5 ±0.2 

0.28 ± 0.10 

0.24 ± 0.07 

1.4
 

1.5
 

1 : 22 

3 : 5 

[Rh(OAc)2]2 (Higher coverage) 

As-prepared 

 

After 650 K 

2.6 ± 0.5 

 

1.4 ± 0.2 

0.28 ± 0.07 

0.46 ± 0.09 

0.20 ± 0.08 

2.1
 

 

5.9
 

1 : 12 

 

3 : 2 

RhCl3  

As-prepared 

After 650 K 

After 850 K 

2.2 ± 0.4 

2.1 ± 0.3 

2.7 ± 0.5 

0.24 ± 0.08 

0.20 ± 0.06 

0.29 ± 0.11 

1.0 

0.7 

0.3
 

1 : 11 

1 : 6 

1 : 9 

* Distribution:                
         

                 
  

          

           
 , 

where N(domain), N(defects) are the numbers of particles inside domains and on the line defects, 

i.e. steps and domain boundaries in the image area Sarea, respectively.  L and d are the length 

and width of the line defects, respectively. 

** Unit: 10
12

 particles cm
-2
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It was reported that [Rh
II
(OAc)2]2 in solid phase decomposed at 523 K to form neutral Rh 

atoms, CH3COOH(g), and CO(g). 
56

  The as-prepared [Rh(OAc)2]2/Al2O3 surface was slowly 

heated up to 650 K to completely decompose the [Rh(OAc)2]2 precursor (Figure 3.3.13(c)).  A 

wider range image (200 × 200 nm
2
) including this region is shown in Figure 3.3.13(e).  

Compared with the as-prepared surface in Figure 3.3.13(b), the diameter of each bright spot 

decreased as was evident from the histograms in Figure 3.3.13(g) and (i) as well as the 

magnified images in the insets.  The average apparent diameter was reduced to 1.5 ± 0.2 nm.  

By estimation of the effective radius of the tip apex for imaging in the same procedure noted 

above, the diameter of the particle was as small as 0.7 ± 0.2 nm.  In situ STM measurements 

during heating the sample showed that the apparent diameter decreased at temperature as low as 

450 K and maintained the value during further heating (Figure 3.3.14).  The result suggests 

that the decomposition of the [Rh(OAc)2]2 precursor on Al2O3 occurred below 500 K.  IR 

measurements of [Rh(OAc)2]2 on a high surface-area Al2O3 support (100 m
2
 g

-1
) partially 

support the conclusion: the IR bands from the precursor partially changed after reduction in H2 

at 423 K, and completely disappeared after 673 K reduction. 
4
    

Note that the decomposed products had homogeneous size as was evident from the narrow 

size distribution in the histograms.  Besides, the particle density was 1.5 × 10
12 

particles cm
-2

, 

which is almost the same as that before heating (Table 3.1).  These results strongly indicate 

that the [Rh(OAc)2]2 precursor decomposes while keeping the Rh contents in an product 

particle; i.e. two Rh atoms for each particle.  A preliminary x-ray photoelectron spectroscopy 

(XPS) measurement of the [Rh(OAc)2]2 precursor on α-Al2O3(0001) after decomposition by 

heating at 650 K under N2 flow indicated that Rh was oxidized (Rh 3d5/2 at 309 eV) as shown in 

Figure 3.3.15(b) and Table 3.2.  The binding energy of 309.8 eV is slightly higher than that for 
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Rh2O3 reported in the literature (308.1 – 308.9 eV) and rather close to the value for RhO2 (309.3 

– 309.4 eV).
57, 58

 

 

 

 

Figure 3.3.14  STM snapshots (70 × 70 nm2, VS = 3.0 V, It = 0.06 nA) from in situ measurements 

during heating the Al2O3/NiAl(110) surface after deposition of the [Rh(OAc)2]2 precursor at lower 

coverage at RT at following temperatures: (a) 300 K (before heating), (b) 365 K, (c) 395 K, (d) 415 

K, (e) 475 K. (f) The apparent diameter of the Rh-containing particle during heat treatment. 
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Figure 3.3.15  XPS spectra for the Rh precursors on α-Al2O3(0001) by using a 

monochromatized Al Kα source (Shimadzu KRATOS AXIS Ultra HSA). Solution of a Rh precursor 

was deposited on Al2O3(0001) under N2 atmosphere and heated under N2 gas flow. Samples were 

introduced to the XPS apparatus through air ambient. (a) As prepared [Rh(OAc)2]2/Al2O3(0001) 

whose coverage roughly corresponded to the higher coverage sample in STM measurements. (b) 

After heating (a) at 650 K. (c) After heating [Rh(OAc)2]2/Al2O3(0001) with much higher coverage 

(approximately 5 times larger than (a)) at 650 K. (d) After heating RhCl3/Al2O3(0001) with similar 

coverage to (a) at 850 K. 
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Table 3.2:  Summary of peak position of Rh 3d5/2 for Figure 3.3.15 by curve fitting 

Sample Rh 3d5/2 peak (eV) 

[Rh(OAc)2]2 precursor  

                 As-prepared   (a)                308.8 

                 After 650 K    (b)                309.8 

[Rh(OAc)2]2 precursor (higher coverage)  

                 After 650 K    (c)                309.4* 

                307.8* 

RhCl3 precursor                307.8 

                 After 850 K    (d)                307.5 

* Deconvoluted to two sets of peaks (dotted line and fragmented line) 

 

Another feature of the decomposed Rh-containing clusters was that their spatial distribution 

analyzed by STM images was random on the surface as indicated in Table 3.1.  It is in contrast 

to the case of the precursor before decomposition, where preferential adsorption on the line 

defects such as domain boundaries or steps were observed.  Change in the distribution 

indicates that the [Rh(OAc)2]2 precursor was not strongly bound even on the line defects and 

migrated during heating.  Besides, the fact that decomposed Rh-containing clusters were 

observed during heating the surface at 475 K indicated that they were not mobile anymore at 

this temperature (Figure 3.3.14).  If the cluster was mobile in the time scale for scanning 

several lines, the cluster would show a highly distorted or a fragmented shape.  Rh-containing 

particles with intermediate size were also observed during heating between 365 K and 415 K 

(Figure 3.3.14).  So it is also supposed that the partially decomposed Rh-containing species 

were much less mobile than the precursor molecule.  It was difficult to estimate the mobility of 
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the precursor by in-situ measurements during heating at temperature lower than 365 K because 

the observation became difficult during heating at low temperatures.  Migrating precursor 

molecules might disturb the observations.  

  The Rh-containing clusters were not aggregated even after further heating at 850 K as is 

evident from STM images and histograms in Figure 3.3.16.  The apparent diameter of each 

particle (1.6 ± 0.3 nm) was almost the same as that after heating at 650 K (Figure 3.3.13(g)).  

Notable difference after this high temperature treatment was the decrease of the cluster density 

to 0.8 × 10
12 

clusters cm
-2

.  It corresponds to 43 % reduction.   

It is probably due to migration of Rh into the Al2O3 film.  Freund and co-workers
 
have 

examined thermal stability of metal particles of Co, Rh, and Pd on Al2O3/NiAl(110) prepared by 

evaporation of metal atoms and the STM images after heating at about 900 K showed 

considerable decrease in the number of metal particles.
 14, 59 

 Some metal particles disappeared 

from the surface at much below their desorbing temperature.  Therefore they concluded that it 

was due to migration of metal atoms into the Al2O3 film.
 
 Agglomeration of metal atoms were 

also observed as the size of the metal particles left on the surface became larger.   

It was confirmed that neither noticeable decrease in density nor the increase in size were 

observed after heating at 730 K for our Rh-containing clusters.  Thus, the Rh-containing 

clusters obtained in this work showed high thermal stability against aggregation.  The clusters 

began to migrate into the Al2O3 film between 730 K and 850 K without coalescence with the 

other clusters.  The decrease in the height of the cluster (Figure 3.3.16(d)) may suggest the 

change of the cluster structure, however, other supporting data are necessary to conclude that.   
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Figure 3.3.16  STM images (VS = 3.0 V, It = 0.06 nA) after the [Rh(OAc)2]2/ Al2O3/NiAl(110) 

surface at lower coverage (1.4 × 10
12

 molecules cm
-2

) in Figure 3.3.13 was further heated at 850 K: 

(a) 140 × 140 nm
2
, (b) 100 × 100 nm

2
. The area in (b) corresponds to a white square in (a). 

Noticeable decrease in the particle density to 0.8 × 10
12

 clusters cm
-2

 was observed. Inset is a 

close-up image of a Rh containing particle (5 × 5 nm
2
) indicated by a white circle in (b). The 

apparent diameter and height of about 100 particles obtained from line-profile analyses of several 

STM images at different areas are summarized in histograms of (c) and (d). The histograms 

indicate the size of each particle did not increase from the values in Figure 3.3.13, thus the decrease 

in the particle density was not due to the agglomeration of the Rh-containing particles. 
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3.3.4  Coverage dependency for the distribution of Rh clusters from 

the [Rh(OAc)2]2 precursor 

    Homogeneity is generally hard to be achieved at higher coverage.  Five times 

concentrated [Rh(OAc)2]2 aqueous solution (1 × 10
-4

 mol l
-1

) was injected on a clean Al2O3 

/NiAl(110) surface with the same condition as the previous deposition other than the 

concentration.  Thus about five times of molecules (7 × 10
12 

molecules cm
-2

) were deposited on 

the surface.  An STM image of the surface after the deposition (Figure 3.3.17(a)) shows 

variation in height and diameter for the deposited particles.  Particularly the height shows at 

least two maxima in a histogram in Figure 3.3.17(g), suggesting that agglomeration of deposited 

precursor molecules in contrast to the lower coverage case in Figure 3.3.13(b).  The average 

density of the deposited particles was 2.1 × 10
12 

particles cm
-2

, thus each aggregation consists of 

about three molecules in average.  In the single crystal of [Rh
II
(OAc)2H2O]2, the wheel-like 

[Rh
II
(OAc)2]2 parts are stacked with displacement along the diagonal axis forming hydrogen 

bonding through the H2O adducts.
 
 Two maxima in the height may reflect this type of stacking.   

    When the surface was heated at 650 K to decompose the deposited precursor, however, the 

situation changed.  The produced particles had homogeneous size (Figure 3.3.17(b)), whose 

average diameter and height (Figures 3.3.17(f) and (h)) were almost the same as those obtained 

at lower coverage surface (Figures 3.3.13(g) and (i)).  Besides, the particle density increased to 

5.9 × 10
12 

particles cm
-2

 and the spatial distribution is close to  random one (Table 3.1).  

Homogeneity and random distribution of the Rh-containing clusters can be confirmed by a 

wider range STM image (200 × 200 nm
2
) in Figure 3.3.17(d).  Thus, the agglomerates of the 

[Rh(OAc)2]2 precursor molecules were re-dispersed on the surface before the decomposition 

process and formed the same Rh-containing clusters in homogeneous size as those observed in 

the lower coverage case.    
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Figure 3.3.17  Adsorption and thermal 

decomposition of the [Rh(OAc)2]2 

precursor on Al2O3/NiAl(110) at higher 

coverage (five times of Figure 3.3.13).  

STM images (70 × 70 nm
2
, VS = 3.0 V, It 

= 0.06 nA) obtained (a) after deposition 

of the precursor at RT and (b) subsequent 

heating at 650 K.  An inset for each 

figure is a close-up image of a particle (5 

× 5 nm
2
) indicated by a white circle. Wide 

range STM images (200 × 200 nm
2
, VS = 

3.0 V, It = 0.06 nA) obtained (c) after 

deposition of the [Rh(OAc)2]2 precursor 

on Al2O3/NiAl(110) at higher coverage 

and (d) subsequent heating at 650 K. 

Yellow squares in (c) and (d) correspond 

to the region of (a) and (b), respectively 

 Apparent diameter and height of about 

600 particles obtained from line-profile 

analyses of several STM images at 

different areas are summarized in 

histograms: (c) and (d) for as-prepared 

surface, (e) and (f) for the surface after 

heat treatment at 650 K, respectively.   
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   The agglomerates of the [Rh(OAc)2]2 precursor molecules are not necessarily favored on the 

surface, because only isolated precursor molecules were observed at lower coverage (Figure 

3.3.13(b)).  Thus they can probably become isolated by thermal energy or by losing a 

coordinated H2O molecule that may act as a binder of the molecules as noted above.  Once the 

molecules are isolated, the decomposition process should be the same as that for the lower 

coverage case.   

 

 

 

 

 

3. 3. 5 Adsorption and thermal decomposition of the RhCl3 precursor 

on Al2O3/NiAl(110) to examine the precursor dependency  

    Precursor dependence was examined using a typical inorganic Rh precursor of rhodium 

chloride (Rh
III

Cl3).  RhCl3 was deposited on a clean Al2O3/NiAl(110) surface by injection of 4 

× 10
-5

 mol l
-1

 ethanol solution of the
 
RhCl3 precursor with the same pulse condition as previous 

experiments.  The expected density was 2.8 × 10
12 

molecules cm
-2

.  A typical STM image 

after the deposition is shown in Figure 3.3.18(a).  The particle size has wider distribution as is 

obvious from the histograms (Figures 3.3.18(c) and (d)) as well as the STM image.  The 

average particle density was 1.8 × 10
12 

particles cm
-2

.  Although some large aggregates were 

found in wider range STM images (see Figure 3.3.19(a)), but their portion was not high.   
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Figure 3.3.19  Wide range STM 

images (200 × 200 nm
2
) obtained (a) 

after deposition of the RhCl3 precursor 

on Al2O3/NiAl(110) and subsequent 

heating (VS = 2.5 V, It = 0.07 nA), (b) 

at 650 K (VS = 2.5 V, It = 0.07 nA), and 

(c) at 850 K (VS = 3.0 V, It = 0.08 nA), 

respectively. Yellow squares in (a) and 

(c) correspond to the region of Figures 

3.3.18(a) and (b), respectively. 

Figure 3.3.18  Adsorption and 

thermal decomposition of the RhCl3 

precursor on Al2O3/NiAl(110). (a), (b) 

STM images (100 × 100 nm
2
) obtained 

(a) after deposition of the precursor at 

RT (VS = 2.5 V, It = 0.07 nA) and (b) 

subsequent heating at 850 K (VS = 3.0 

V, It = 0.08 nA).  Apparent diameter 

and height of about 600 particles 

obtained from line-profile analyses of 

several STM images at different areas 

are summarized in histograms: (c) and 

(d) for the as-prepared surface, (e) and 

(f) for the surface after heat treatment 

at 850 K, respectively.   
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Thermal decomposition of the RhCl3 precursor was examined.  One obvious change after 

heating the RhCl3/Al2O3/NiAl(110) surface at 650 K was the decrease in particle density (Table 

3.1).  But the size of the particles were similar (Table 3.1) as can be confirmed in an STM 

image in Figure 3.3.19(b).  Previous studies indicated that annealing at 773 K was not 

sufficient to completely decompose RhCl3 precursor on oxide substrates in absence of H2 as a 

reductant. 
60

  Thus, the decrease in particle density probably indicates the beginning of 

aggregation of partially decomposed species from RhCl3.  The size decrease by elimination of 

Cl atoms may counterbalance the size increase by aggregation.  Further decomposition of the 

precursor can be expected by heating at 850 K.  Increase in the particle size was observed as 

shown in Figure 3.3.18(b) (and wider area image in Figure 3.3.19(c)).  Histograms in Figures 

3.3.18(e) and (f) reveal that portion of large particles (> 3.5 nm) distinctly increased, which was 

probably due to sintering of the Rh particles in contrast to the case of the Rh-containing cluster 

from the [Rh(OAc)2]2 precursor, where the cluster size was constant even some of them began 

to migrate into the Al2O3 film.  Decrease in the particle density to 0.3 ×10
12 

particles cm
-2
  for 

RhCl3 after heating at 850 K (Table 3.1) can be attributed to the sintering as well as the 

migration of Rh atoms into the Al2O3 film that generally occurs for metals on Al2O3/NiAl(110). 

14, 54
  

 Our preliminary XPS results for RhCl3 precursor on α-Al2O3(0001) showed no Cl 2p peak 

after heating at 850 K under N2 flow.  It indicates that the RhCl3 completely decompose by 

heating at 850 K and gave a Rh 3d5/2 peak at 307.5 eV (Figure 3.3.15(d) and Table 3.2).  This 

binding energy is slightly higher than that for Rh metal (307.0 eV),
61

 and the peak width is 

broader than the signal from a single component.  The XPS measurements were performed 

after exposing to air for transfer into the XPS chamber, so the surface of metallic Rh may be 

partially oxidized. 
62

  Distinct difference in the binding energy of Rh 3d was found between the 
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Rh/Al2O3from different precursors.  Thus, the different chemical natures of the precursors 

provided the differences in the size and state of the Rh particles formed by thermal 

decomposition. 

   Spatial distribution of the Rh-containing particles did not obviously change by heat 

treatment in contrast to the case of the [Rh(OAc)2]2 precursor (Table 3.1).  The Rh containing 

particles from the RhCl3 precursor always favored the line defect sites.  Aggregation of 

partially decomposed species seemed to occur by heating at 650 K as noted above, and finally 

the Rh particles grew at 850 K probably by Ostwald ripening.  Metal nano-particles prepared 

by physical vapor deposition on Al2O3/NiAl(110) also favored the line defect sites. 
14, 52

  So it 

seems to be a thermodynamically favored structure for metallic Rh particles regardless of the 

preparation methods. 

 

3. 3. 6  Possible origins for the precursor dependence of the local 

structure of Rh/Al2O3  

The results of the size and the spatial distribution of the two precursors of [Rh(OAc)2]2 and 

RhCl3 before and after decomposition on Al2O3/NiAl(110), which have been discussed, are 

summarized in Figure 3.3.20.  The [Rh(OAc)2]2 precursor formed homogeneous Rh clusters 

which contained two Rh atoms each independent of the initial coverage in the range of less than 

10
13

 molecules cm
-2

, while the RhCl3 formed larger particles containing about a little less than 

ten Rh atoms.  Preliminary XPS results showed that the former one has oxidized Rh, while the 

latter has metallic Rh after decomposition.  Therefore, the final size and states of Rh are quite 

different depending on the precursor for the same elemental combination of Rh and Al2O3.  Lei 

et al. examined a formation of Rh/Al2O3/NiAl(111) from a Rh(CO)2(acac) vapor precursor. 
33

  

On this different Al2O3 structure, they observed preferential adsorption of the Rh(CO)2(acac) 
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precursor at specific sites but aggregation of Rh metal was found by heating at 673 K.  

Therefore, the situation is similar to the RhCl3 precursor in our study.   

 

 

 

 

Figure 3.3.20  Schematic summary of the states of precursors before and after thermal 

decomposition on Al2O3/NiAl(110): (a),(b) for the [Rh(OAc)2]2 precursor at lower and higher 

coverages, respectively, (c) for the RhCl3 precursor. 
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Formation of homogeneous metal clusters on oxide surfaces was reported in literature.  

Small clusters of Cu 
63

 and Ni 
64

 on TiO2(110) prepared by evaporation of metal atoms showed 

narrow size distributions, whose major contribution was considered to be the strain originating 

from the lattice mismatch between the metal particle and the substrate.  This mechanism is not 

applicable to our results on [Rh(OAc)2]2/Al2O3/NiAl(110) because each particle contains only 

two Rh atoms, therefore, too small to assume the lattice mismatch.  Takakusagi et al reported 

the self-limiting growth of Pt nanoparticles from a metal-organic precursor on TiO2(110). 
65

  

Their model assumed the incorporation of the substrate material (TiOx) into the Pt particle 

particular at its edge to block further decomposition of the precursor at the particle, thus it was 

the kinetics limited growth.  For the decomposition of the [Rh(OAc)2]2 precursor in the present 

study, the decomposed Rh-containing cluster did not serve the active site for decomposition of 

another precursor molecule as is evident from the higher coverage case in Figure 3.3.17, 

because the particle size was the same as the lower coverage case in Figure 3.3.13.  Interaction 

between the precursor and the Al2O3 is perhaps a key issue, but mixing of the substrate material 

does not seem to be a case because the spatial distribution of the Rh containing clusters was at 

random: at inside of domains and line defects (Table 3.1).  The line defects have different 

electronic states as noted above,
 44, 45, 47

  but the cluster formation was not affected by that.  

High thermal stability of the cluster suggests that formation of chemical bond between the 

cluster and substrate oxygen.  The result of Rh 3d XPS partially supports this assignment.  

Therefore, the strong affinity of Rh of partially decomposed precursor against surface oxygen 

seems to be the origin of the nonspecific formation of the cluster.   

   Degree of agglomeration of the precursor may relate with the particle size after the 

decomposition of the precursor.  RhCl3 tends to be agglomerated because each RhCl3 

component in the RhCl3 crystal connects to surroundings by Rh-Cl bonds with the same strength 
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as intramolecular bonds. 
65

  Actually the particle size of the as-prepared 

RhCl3/Al2O3/NiAl(110) was not homogeneous (Figures 3.3.18(a) and Figure 3.3.19(a)).  

Anyway, the size of particles after heating at 850 K became larger (Figures 3.3.18(b) and Figure 

3.3.19(c)), so further aggregation during heating was evident.  In contrast, the [Rh(OAc)2]2 

precursor at higher coverage redispersed as particles containing two Rh atoms each during 

thermal decomposition (Figures 3.3.17(b) and (d)).  It is noted, however, that at much higher 

coverage of the [Rh(OAc)2]2 precursor on α-Al2O3(0001), XPS showed a dominant peak of 

metallic Rh (Rh 3d5/2 peak at 307 eV) after thermal decomposition of the precursor in contrast to 

oxidized Rh for the coverage used for the present study.  Therefore, the agglomeration of Rh 

atoms, which is thermodynamically favorable, cannot be avoided completely, but the preference 

was greatly reduced by using the [Rh(OAc)2]2 precursor.   

 

 

 

3.4.  Conclusions 

    By adopting the pulse-deposition method to deposit Rh precursors of [Rh
II
(OAc)2]2 and 

RhCl3 on a clean Al2O3/NiAl(110) surface, precursor dependence of the final forms of Rh/Al2O3 

was examined with high spatial resolution by using STM.  By analyses of STM images on the 

size and spatial distribution of Rh-containing species, it was found that homogeneous and 

thermally stable Rh species containing two Rh atoms each were formed by decomposition of the 

[Rh(OAc)2]2 precursor in the range less than 10
13

 molecules cm
-2

, while large metallic Rh 

particles were formed from the RhCl3 precursor.  The decomposition process of the acetate 

ligands was suggested to be a key for the different states of the decomposed Rh containing 

products. 
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3.5  Appendix  

Procedure for estimation of the tip-size effect 

A simple model for the latter case is summarized in the Figure 3.5.1.  It is based on an 

assumption that the minimum distance between the tip and the nanoparticle (major tunneling 

path length) is constant, similar to the method firstly proposed by Keller.
66

  The problem is 

reduced to a simple geometry.  As shown in Figure 3.5.1(a), the shapes of the tip apex and 

nanoparticle are assumed to be a hemisphere and a disc, respectively.  The true diameter of the 

naoparticle is d + 2r.  The apparent diameter of the nanoparticle D is described by a following 

equation.   

                                                          (3. 1) 

Therefore, if one knows the effective diameter of the tip apex R, the true diameter of the 

nanoparticle can be calculated from the apparent diameter and height from the STM image.  A 

typical radius of an electrochemically etched tungsten tip apex is about 10 nm, but effective 

radius R must be smaller than this value, from several Å to a few nm.  The effective radius of 

the tip apex R was estimated by using the width of anti-phase domain boundaries (APDB) (ca. 

2.09 nm) of the Al2O3/NiAl(110) substrate as a standard by adapting eq. (3.1).  Typical line 

profiles of APDB from an STM image are shown in Figure 3.5.1(b).  Based on the histograms 

of the apparent height and apparent width of APDB measured from such line profiles, the 

average height and width were 0.21 nm and 2.9 nm respectively.  The effective tip radius was 

calculated to be about 0.63 nm for this image.  With the estimated effective tip radius R, the 

intrinsic diameter of the particle can be estimated from model in Figure 3.5.1(a) and eq. (3.1). 

    Based on this model, the relation between the size of a protruding object and the range of 

an effective tip radius can be simulated.  Figure 3.5.1(c) shows such an example.  The 

observed particle diameter and height for the [Rh(OAc)2]2 precursor adsorbed on 



132 

 

Al2O3/NiAl(110) in Figure 3.3.13 was 2.1 ± 0.2 nm and 0.28 ± 0.10 nm, respectively.  When 

the model in Figure 3.5.1(a) and eq. (3.1) were adopted for a [Rh(OAc)2]2 monomer, a dimer, 

and a trimer, the effective tip radii that can reproduce the experimental result are gray, red, and 

blue region, respectively.  The effective tip radius of less than 0.3 nm is not realistic, thus a 

monomer is the most probable for the observed particle (Note: the estimation depends on the 

model, e.g. shapes of the tip and the particle. Besides, one may have to consider variation of 

local density of states on the particle.  Therefore, the estimation does not intend to reproduce 

the real structure or real diameter, but makes the particle sizes in different STM images with 

different effective tip radii more comparable with each other.). 
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Figure 3.5.1  Schematic of estimation of the tip-effect in the STM image. (a) Illustration of how 

the STM measurement with a finite size tip overestimates the size of a protruding object on a flat 

surface.  The shapes of the tip apex and the nanoparticle are assumed to be a hemisphere and a disc, 

respectively and it is assumed that the minimum distance between the tip and the nanoparticle (major 

tunneling path length) is constant.  The tip traces the dotted line.  (b) The apparent width and 

height of anti-phase domain boundaries of the Al2O3/NiAl(110) substrate for estimation of the 

effective tip radius R.  (c) Relationship between the effective tip radius R and the apparent particle 

diameter.  Three kinds of particles are calculated here: black, red, blue lines correspond to a 

[Rh(OAc)2]2 monomer, a dimer, and a trimer, respectively.  The three colored blocks show the 

corresponding effective tip radius range that can reproduce the observed apparent diameter (2.1 ± 0.2 

nm, yellow block) for the [Rh(OAc)2]2 precursor adsorbed on Al2O3/NiAl(110) (Figure 3.3.13(b)) 
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Chapter 4  XAFS Analyses on 

Precursor-Dependent Local Structures of 

Supported Rh Cluster Catalysts 

 

4.1  Introduction 

    X-ray absorption fine structure (XAFS) spectroscopy provides a means of deriving the 

chemical state (by XANES), interatomic distance and coordination number (by EXAFS) about a 

chosen atom in either ordered surface (e.g. single crystal oxide thin film) or totally amorphous 

media (e.g. supported catalyst powder).  In this respect, it has very considerable applicability 

to the fields of catalysts, nanoscience, semiconductor industry, etc.  Many industrial catalysts 

are heterogeneous solids, thus their structural information is difficult to be obtained.  Without 

any clear structural models for the active sites, the correlation of the local structures and the 

catalytic activity or the reaction mechanism cannot be elucidated.  A promising solution called 

model surface study (detailed discussion in Chapter 1) is to use some well-ordered model 

surface to reduce the structural complexity of the material and allow the use of diffraction 

techniques (e.g. X-ray or neutron for bulk solids, low energy electron for solid surfaces).  

However, lots of problems still remain. Especially, a “material gap” problem refers to the 

structural difference between a real catalyst and a model system.  Therefore, the XAFS 

techniques which are applicable to all of these types of materials can act as a bridge-building 

technique correlating information between the model and the real catalyst. 

Successful applications of the XAFS technique on active metal sites of supported catalysts 

were found in a pioneering work of Lytle and coworkers.
1, 2 

  Koningsberger has analyzed 
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metal-interface structures of supported metal catalysts, by using a different file method to 

distinguish weak contribution of metal-interface interaction from much stronger metal-metal 

interaction. 
3 

  On the other hand, the bond orientation and the location of active metal sites on 

a support surface are also critical issues in understanding the supported catalysts.
 4 

  However, 

in regard to real catalysts (powder), the structural information of active sites is derived as one 

dimensional value averaged over all directions.  Recently, Asakura and coworkers developed a 

technique called polarization-dependent total-reflection fluorescence XAFS (PTRF-XAFS) to 

obtain detailed structural information selectively along the direction of an X-ray electric vector.
5
 

When one measures EXAFS of metal species on a flat substrate (e.g. α-Al2O3, TiO2(110)) with 

different polarizations, the pseudo-three dimensional structural information can be obtained.  

During the past ten years, they used this technique and a real space model/FEFF calculation to 

clarify various structures of metals highly dispersed on single crystal oxide surfaces such as 

Co3O4/Al2O3(0001),
 6
 Pt/Al2O3(0001),

 7
 Ni/Al2O3(0001),

 8
 Mo/TiO2(110), 

9
 Cu/TiO2(110) 

10
 and 

so on.  Thus, XAFS techniques have been proved to be a powerful tool to study 

nano-structures of active sites of catalysts. 

    In previous STM study, in order to clarify the precursor-dependent structures of Rh/Al2O3 

catalysts, we have adopted the pulse-deposition method to deposit two Rh precursors of 

rhodium acetate dimer ([Rh
II
(OAc)2]2) and rhodium trichloride anhydrous (RhCl3) from their 

solution to a clean Al2O3/NiAl(110) surface under vacuum.  By STM observation before and 

after thermal decomposition of the precursor, it was found that the [Rh
II
(OAc)2]2 precursor 

formed homogeneous and oxidized Rh clusters containing two Rh atoms each (Rh dimer 

species), in contrast to agglomeration to metallic Rh particles from the RhCl3 precursor.  

Furthermore, the distribution of Rh dimer species was random, regardless of different local 

structures of Al2O3.  It indicates that this process can be adapted not only on the Al2O3 thin film 
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but also on the Al2O3 single crystal surface, the Al2O3 polycrystal surface or even a Al2O3 

powder with large surface area.  The homogeneity and stability of active species are the 

important issues in the field of catalyst, moreover, the homogenous Rh dimer species may be 

used as nucleation sites for various Rh-containing compounds (e.g. Pt-Rh particles).  Thus it is 

worthy to clarify the local structure and the formation process of the Rh species on an Al2O3 

powder and XAFS is the best characterization method for this purpose. 
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4.2  Experimental Details 

 

  

 

    The Rh/Al2O3 catalysts were prepared from three kinds of Rh precursors, [Rh
II
(OAc)2]2 

(Alfa Aesar), Rh
III

(OAc)3 (Soekawa Chemical), and RhCl3 anhydrous (Wako) on γ-Al2O3 

(JRC-ALO-6) . The precursor Rh
III

(OAc)3 was selected because of its local structure and 

valence state similar to RhCl3. The Rh loading of all the samples were set at 0.2 wt %. We 

prepared the Rh/γ-Al2O3 catalysts by incipient wetness impregnation method. Before the 

impregnation, the γ-Al2O3 support was evacuated at 1100 K for 1 h and then transferred to a N2 

globe box without exposing to air. The impregnation processes were performed in N2 globe box 

as shown in the left panel of Figure 4.2.1.  The γ-Al2O3 powder was immerged into an ethanol 

solution (2.4×10
-4

 mol l
-1

) containing the precursor and stirred for 8 h before the ethanol solvent 

was removed by evacuation. The as-prepared samples are then heated in vacuum to 500 K, 650 

K, 850 K, respectively as shown in the right panel of Figure 4.2.1. 

The setup of XAFS measurements has been described in Chapter 2. 

Figure 4.2.1  Preparation of Rh/Al2O3 samples a) Impregnation process of Rh precursor/Al2O3. b) 

Heat treatment set up.  



143 

 

4.3  Results and Discussion 

 

4.3.1  XANES Spectra 

    Figures 4.3.1(a)-(c) show Rh K-edge XANES spectra of Rh/γ-Al2O3 samples prepared 

from three precursor of [Rh
II
(OAc)2]2, Rh

III
(OAc)3, and RhCl3.  In each figure, a blue curve is a 

spectrum of the as-prepared sample and black curves are spectra after heat treatments (each 

sample will be denoted as S-T hereafter; S = Ac-d ([Rh
II
(OAc)2]2), Ac-m (Rh

III
(OAc)3), CL 

(RhCl3), T = 650 or 850.  For example, Ac-d-850 denotes the sample which was prepared from 

the [Rh
II
(OAc)2]2 precursor and heated at 850 K ).  Red curves in Figures 4.3.1(d) were spectra 

of the reference materials.  

    As for the [Rh
II
(OAc)2]2 precursor (Figure 4.3.1(a)), the XANES spectrum of the 

as-prepared sample has features similar to the bulk [Rh
II
(OAc)2]2 reference without any obvious 

peak shift or change in relative amplitude of absorption bands.  It suggests that the precursor 

was fixed on the γ-Al2O3 surface with negligible structure change and charge transfer between 

the precursor and support.  Heat treatments of the sample changed the shape of XANES 

spectra.  Two major changes can be found in the spectra after heating at 650 K; downward shift 

of the peak at 23237 eV to 23230 eV and disappearance of the peak at 23298 eV.  These 

changes already began to be observed after heating at 500 K (not shown) and did not change 

further by heating the sample to 850 K.  As XANES region usually gives information about the 

unoccupied states related to the coordination environment of the X-ray-absorbed atom, we 

suppose that the Rh-O and Rh-Rh bonds have changed by thermal decomposition of the 

precursor.  XANES spectra of Ac-d-650 and Ac-d-850 do not have a peak at 23255 eV, which 

is typical for metallic Rh, and they are rather analogous with that of the Rh2O3 reference shown 
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in Figure 4.3.1(d).  It suggests that the decomposed product from the [Rh
II
(OAc)2]2 precursor 

possesses a local structure around a Rh atom similar to Rh2O3.  Similar results to the Rh dimer 

precursor were obtained for the Rh
III

(OAc)3 precursor (Figure 4.3.1(b)).  The XANES 

spectrum of as prepared sample was different from that of the [Rh
II
(OAc)2]2 precursor, but the 

spectra after thermal decomposition seem to be very similar to those from the [Rh
II
(OAc)2]2 

precursor.   

   On the contrary, quite different spectra were obtained after thermal decomposition of the 

RhCl3 precursor on γ-Al2O3 (Figure 4.3.1(c)).  Peak shape with two maxima at 23230 eV and 

23255 eV of CL-650 and CL-850 was similar to that of Rh foil shown in Figure 4.3.1(d).  It 

strongly suggests formation of metallic Rh species.  Besides, these two maxima became shaper 

and stronger by higher temperature heating at 850 K.   Thus, we suppose that the most of the 

RhCl3 precursors have already decomposed at 650 K to form metallic Rh particles.  

Aggregation of Rh particles probably occurred at higher temperature.  It will become clear by 

EXAFS analyses in the next section. 

    As a brief summary of XANES analyses, thermally decomposed Rh species on γ-Al2O3 

were quite different depending on the Rh precursor: Rh oxide-like compounds from the Rh 

acetate precursors, [Rh
II
(OAc)2]2 and Rh

III
(OAc)3, and metallic Rh species from the RhCl3 

precursor. 

 

4.3.2  EXAFS Spectra 

Each EXAFS oscillation curve was extracted from the X-ray absorption spectrum by 

removing the background, which was calculated as X-ray absorbance of isolated atoms.  I used 

Victoreen1 function (Cλ
3－Dλ

4
+Const.) to calculate the background.  Then, the oscillation 

curve χ(E) was converted to χ(k) and multiplied by three power of k to give k
3
χ(k) to 
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compensate for the attenuation of the EXAFS amplitude at high k vales.  Figures 4.3.2(a)-(c) 

show the k
3
χ(k) curves from the [Rh

II
(OAc)2]2, Rh

III
(OAc)3, and RhCl3 on γ-Al2O3, respectively.  

The k
3
χ(k) curves can provide the most accurate information about the local structure of 

absorbing atom because there is no loss of original data (if the removed background is correct).   

Considerable differences were found by heat treatments of the sample from the RhCl3 

precursor (Figure 4.3.2(c)).  The k
3
χ(k) curves of CL-650 and CL-850 show larger amplitude at 

high k region, which is typical for metallic species as is evident from the curve of Rh foil in 

Figure 4.3.2(d).  This result is consistent with the XANES results. 

In the case of the [Rh
II
(OAc)2]2 precursor (Figure 4.3.2(a)) , the k

3
χ(k) oscillation of the 

Ac-d-650 was different from that of the as prepared sample in the oscillation periodicity and 

amplitude. The curve finds some similarity with that of the Rh2O3 reference but also has some 

differences.  As I supposed by XANES spectra, the local structure of Ac-d-650 and that of 

Rh2O3 somewhat resemble with each other but curve fitting analyses are necessary for further 

comparisons.  Although the S/N ratio was poor for the k
3
χ(k) curve of Ac-d-850, no obvious 

change from the Ac-d-650 curve was observed.  The result suggests high thermal stability of 

the Rh species formed from the [Rh
II
(OAc)2]2 precursor.  

    After thermal decomposition of the Rh
III

(OAc)3 precursor, the periodicity of the k
3
χ(k) 

oscillation in Figure 4.3.2(b) looked similar to that of the [Rh
II
(OAc)2]2 precursor after thermal 

decomposition (Figure 4.3.2(a)).  However, careful comparison reveals that the curves are 

apparently different in the range from 9 Å
-1

 to 11 Å
-1

.  Ac-d-650 exhibits a double-peak feature 

in this range which rather corresponds to the Rh2O3 reference.  In contrast to that, Ac-m-650 

shows a single peak in this range.  As the Rh-O bonds (lighter element of oxygen) contribute 

to smaller k range, contribution of the Rh-Rh bond becomes clearer at larger k range.  We can 

suppose that the coordination conditions of the first shell (Rh-O bonds) of Ac-d-650 and 
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Ac-m-650 are similar with each other, however, the second shell (Rh-Rh bonds) is different.  

This hypothesis can be confirmed by the Fourier transforms of k
3
χ(k) and their curve-fittings. 

    Figure 4.3.3(a) - (c) show the Fourier transforms of the k
3
χ(k) curves in Figure 4.3.2. Each 

curve corresponds to the radial distribution function from the Rh atom contained in each sample 

and can offer instinctive insights into the structure of the Rh species.  In the case of the RhCl3 

precursor, only one peak appeared around 0.27 nm after heat treatments (CL-650 and CL-850).  

It can be assigned to the Rh-Rh bond of Rh metal by comparing with the corresponding peak of 

the Rh foil.  Increase of the peak intensity at higher temperature indicates the increase of 

coordination number (growth to larger Rh particles).  In contrast, in the case of Rh acetate 

precursors, both of [Rh
II
(OAc)2]2 and Rh

III
(OAc)3, the first peak around 0.20 nm assignable to 

the Rh-O bond was predominant after thermal decomposition.  A smaller peak attributable to 

the Rh-Rh bond was also observed around 0.27 nm for Ac-d-650, but did not appear for 

Ac-m-650.  A small peak appeared around 0.27 nm for Ac-m-850 suggests the formation of the 

Rh-Rh bond at higher temperatures.   

    Curve-fitting results are summarized in Table 4.1 ~ 4.3.  The fitting results for the 

samples from the RhCl3 precursor (Table 4.3) are consistent with previous qualitative discussion.  

After thermal decomposition at 650 K, metallic Rh particles with average coordination number 

(CN) of 8.0 ± 1.5 formed on γ-Al2O3.  Heat treatment at 850 K increased average CN to 9.8 ± 

1.9, which was close to the value of the Rh foil (CN is 12).  In the case of Rh acetate 

precursors, each Rh atom possesses Rh-O bonds with CN of 3 ~ 6 after thermal decomposition.  

The CN of Rh-Rh for the thermally decomposed [Rh
II
(OAc)2]2 precursor was around 1 ~ 3, 

suggesting each Rh species roughly contains 2 ~ 8 Rh atoms.  This result is in a good 

agreement with the STM results discussed in Chapter 3.  Although STM results suggest that 

Rh dimers species (Rh-Rh: CN=1) formed on γ-Al2O3 after decomposition, the deviation of 
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STM observation and fitting results may result from the inappropriate path parameters used in 

these preliminary analyses.  More accurate fitting by FEFF calculations will be discussed in 

the next section. 

 

 Figure 4.3.1 Rh K-edge XANES spectra of Rh/Al2O3 samples prepared from [Rh
II
(OAc)2]2, 

Rh
III

(OAc)3, and RhCl3 precursors on the course of heat treatments. Red lines: reference samples; 

Blue lines: as prepared samples. 
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Figure 4.3.2 k
3
 weighted Rh K-edge EXAFS oscillation curves k

3χ(k) of Rh/Al2O3 samples 

prepared from [Rh
II
(OAc)2]2, Rh

III
(OAc)3, and RhCl3 precursors on the course of heat treatments. 

Red lines: reference samples; Blue lines: as prepared samples. 
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Figure 4.3.3 Fourier transform of k
3
 weighted Rh K-edge EXAFS oscillation curves k

3χ(k) of 

Rh/Al2O3 catalysts prepared from [Rh
II
(OAc)2]2, Rh

III
(OAc)3, and RhCl3 precursors on the course of 

heat treatments. Red lines: reference samples; Blue lines: as prepared samples. 
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Table 4.1  Curve fitting results of the Rh/γ-Al2O3 catalyst prepared from the [RhⅡ(OAc)2]2 

precursor 

[RhⅡ(OAc)2]2 Bond N R (Å) ΔE0 (eV) Δσ
2
 (10

3
 Å

2
) R factor 

As prepared Rh-O 4.8 ± 1.2 2.02 ± 0.02 -2.46 ± 5.19 5.18 ± 0.40 1.60% 

Rh-Rh 1.0 ± 0.3 2.78 ± 0.01 1.86 ± 4.27 2.92 ± 0.28  

After 650 K Rh-O 4.1±0.9  2.04±0.02  -0.058±3.51  0.083±0.022  3.06% 

Rh-Rh 2.3±1.0  2.70±0.02  3.93±4.67  0.086±0.030   

After 850 K Rh-O 6.1±1.5  2.06±0.02  4.24±3.27  0.104±0.025  5.15% 

Rh-Rh 1.9±1.1  2.62±0.02  -7.85±5.89  0.092±0.039   

Notation: N: coordination number, R: bond distance between absorber and backscatter atoms; Δσ
2
: 

Debye-Waller factor relative to that of the reference compound; ΔE0: Inner potential correction that 

accounts for the difference in the inner potential between the sample and the reference compounds; R 

factor is a goodness of the curve fit. 

 

Table 4.2  Curve fitting results of the Rh/γ-Al2O3 catalyst prepared from the Rh
III

(OAc)3 

precursor  

Rh
III

(OAc)3 Bond N R (Å) ΔE0 (eV) Δσ
2
 (10

3
 Å

2
) R factor 

As prepared Rh-O 3.2 ± 0.4 2.04 ± 0.01 -0.10 ± 2.46 0.06 ± 0.02 0.10% 

After 650 K Rh-O 5.3±0.9  2.04±0.01  -0.15±2.62  0.084±0.017  3.68% 

After 850 K Rh-O 4.4±0.8  2.02±0.01  -3.41±3.03  0.077±0.020  3.10% 

Rh-Rh 2.5±1.7  2.70±0.04  5.20±6.80  0.107±0.043    

 

Table 4.3  Curve fitting results of the Rh/γ-Al2O3 catalyst prepared from the RhCl3 precursor  

RhCl3 Bond N  R (Å) ΔE0 (eV) Δσ
2
 (10

3
 Å

2
) R factor 

As prepared Rh-Cl 2.5 ± 0.4 2.31 ± 0.01 0.83 ± 2.17 3.14 ± 0.19 1.50% 

Rh-Rh 2.4 ± 1.5 3.44 ± 0.03 0.88 ± 5.86 3.48 ± 2.02  

After 650 K Rh-Rh 8.0 ± 1.5 2.68 ± 0.01 -0.42 ± 2.55 0.06 ±0.01 0.30% 

After 850 K Rh-Rh 9.8 ± 1.9 2.68 ± 0.01 -0.88 ± 2.65 0.06 ± 0.01 0.10% 
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4.4  FEFF Calculation Based on Real Space Model 

Method 

    The FEFF calculations based on real space models were performed to determine the 

structures of Rh species on Al2O3 prepared from RhCl3, Rh
III

(OAc)3 and [Rh
Ⅱ

(OAc)2]2 

precursors.  As our STM results and previous literatures showed, the Rh particles prepared 

from RhCl3 have various morphologies, only average structural information can be obtained 

from XAFS analyses.  Thus, RhCl3 will be discussed very simply just by geometrical 

considerations.  On the other hand, FEFF calculations for real space models will be performed 

to clarify the detailed structures for the products from the Rh acetate precursors.  

 

4.4.1  RhCl3 

Since both XAFS spectra and curve-fitting results of RhCl3 show that the thermally 

decomposed products possess only Rh-Rh bonds and have metallic property, we assume that the 

decomposition products are metallic Rh particles with fcc crystal structure.  The averaged 

coordination number and particle size (number of Rh atom) correlate with each other and can be 

estimated by a geometric model.  For simplicity, we only consider the cubic structure with n
3
 

unit cells as shown Figure 4.4.1.  Then, coordination number of every Rh atom can be 

estimated: all of atoms inside have 12 nearest neighbors, while those at the surface are less: 

・Rh cluster with    unit cells:  number of Rh atoms is                 

・Surface Rh atoms and their coordination numbers (CN) 

   a) Atoms at corner: 8 atoms, CN = 3, shared with 8 unit cells 

   b) Atoms at edge:          atoms, CN = 5, shared with 4 unit cells 

   c) Atoms at surface:               atoms, CN = 8, shared with 2 unit cells 
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・Bulk Rh atoms ant their CN 

                                          atoms, CN = 12 

 

Then, the average coordination number and particles size can be given as: 

           
   

               
 

         

               
   

           

               
 

                                                                         (4.1) 

                + 2.68                                                (4.2) 

 

    The curve fitting results show, after 650 K, the coordination number of Rh-Rh is about 8.0. 

According to Table 4.4, the average total number of Rh atoms should be several tens, and the 

average size is larger than 1 nm.  At higher temperature, small Rh clusters aggregate to form 

large one, the size of which is around 3 nm with several hundred Rh atoms.  These results are 

in good agreements with our previous STM studies. 

 

Table 4.4  Total number of atoms, ratio of Nsurf/Nbulk, size and average coordination number in 

the              cubic Rh cells. 
 

  Total number of atoms (N) Nsurf/Nbulk Size (Å)        

1 4 4/0 9.26 5.14 

2 32 19/13 15.9 7.62 

3 108 46/62 22.4 8.79 

4 256 85/171 29.0 9.47 

5 500 136/364 35.6 9.91 

6 864 199/665 42.2 10.2 
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4.4.2  Rh acetate dimer and monomer 

    All of the following discussion is focused on Rh acetate decomposition products.  

XANES and EXAFS spectra of the Rh/Al2O3 samples from the Rh acetate precursors (both 

dimer and monomer) suggested that the decomposition products have local structures somewhat 

similar to Rh2O3.  Possibility of direct interaction between Rh and Al seems to be low due to 

absence of Rh-Al bonding features in EXAFS spectra.  Therefore, we assume that Rh atoms 

are mainly adsorbed on surface oxygen sites.  To reduce the complexity of discussion on the 

local structures of Rh species on Al2O3 surface, it is helpful to extract ideal rhodium oxide 

structures and determine appropriate coordination number and distance of Rh-O, Rh-Rh by 

Figure 4.4.1  a) Cubic model of Rh fcc crystal structure: containing n
3
 unit cells. b) Types of Rh atoms 

and their coordination number; corner atom: CN = 3; edge atom: CN = 5; surface atom: CN = 8 and bulk 

atom: CN = 12. 
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using the FEFF code and the real space model method. 

To evaluate the validity of the FEFF calculation, some path parameters were determined 

for a standard sample.  As the decomposition products are speculated to be rhodium oxide-like 

compounds, Rh2O3 (ICSD No. 10894)
 11

 was selected as a standard sample to calibrate the path 

parameters such as amplitude 
2

0S , Debye-Waller factor 
2

 , and exchange term.  The 

calibration result was 
2

0S  = 0.78, 
2

 = 0.00220, exchange term = 4.  These parameters will 

be used in fitting χ(k) of the thermally decomposed products. 

 

1) Rh acetate monomer (Rh
III

(OAc)3) 

    According to the curve fitting results (Table 4.2) of Ac-m-650, only one peak attributed to 

the Rh-O bond with the coordination number of 2.5 ± 0.3 was observed.  Thus, we supposed 

the structure of Ac-m-650 was RhOx (x = 1 ~ 4).  Four possible RhOx structures (RhO, RhO2, 

RhO3, and RhO4) are shown in the right part of Figure 4.4.2.  Rh2O5 was also calculated in 

order to check the possibility of a multi-core structure.  The bond distances of Rh-O, Rh-Rh, 

O-O were set at 2.04 Å, 3.00 Å and 2.80 Å, respectively, which are extracted from the Rh2O3 

crystal 
27

 but rather common for realistic rhodium oxides.  The calculated χ(k) curves of the 

model structures are shown in Figure 4.4.2 together with the experimental curve (black) of 

Ac-m-650.  Double peaks (9 ~ 12 Å
-1

) appeared for Rh2O5 but not for the experimental curve.  

It suggests that Rh species in Ac-m-650 does not have a multi-core structure.  The evaluation 

factor R’ of mismatch between theoretical result         and experimental data          was 

calculated by the following formula. 

         
                   

 

            
                                      (4.3) 

The best fitting result was obtained when a Rh atom coordinates to four oxygen atoms, the 
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evaluation factor R’ was calculated to be 0.20, while the values for RhO3, RhO2 and RhO were 

0.31, 0.50 and 0.75, respectively.  This result may suggest that Rh atoms prefer to be adsorbed 

on the four-fold surface oxygen sites.  However, the three-fold sites cannot be excluded 

because the degree of deviation from the experimental curve was not so large, and the 

arrangements of surface oxygen atoms of γ-Al2O3 are a little different from the ideal model.  

The on-top or bridge sides seem to be unfavorable for fixing the single Rh atom.  Smaller 

amplitude at first two peaks of χ(k) for RhO and RhO2 suggests that the number of coordinated 

oxygen atoms is not enough. 

 

 

 

 

 

Figure 4.4.2  Comparison of an experimental curve (Ac-m-650) (black lines) and curves from FEFF 

calculations of RhOx (x=1, 2, 3, 4) and Rh2O5 models (colored lines). The Rh-O and Rh-Rh, O-O 

distances were fixed at 2.04 Å, 3.00 Å and 2.80 Å, respectively, based on the Rh2O3 crystal structure. 

Characteristic double peaks for Rh2O5 are indicated by red arrows. The best fitting is found in the case 

of RhO4.   
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2) Rh acetate dimer ([Rh
II
(OAc)2]2) 

    The situation of the Rh acetate dimer is more complicated than the monomer.  For 

simplicity and according to the results of Rh
III

(OAc)3, all Rh atoms are located on the three or 

four fold sites and only symmetrical structures are considered.   

    Figure 4.4.3 illustrates possible structures of Rh2O5, Rh2O6, Rh3O6, Rh4O6, and Rh4O9.  

All of oxygen atoms are located at the same plane at first, then we put the Rh atoms on the three 

or four fold sites to keep symmetry and Rh-O and O-O bond lengths to be 2.04 Å and 2.80 Å 

(3.00 Å for Rh2O5), respectively.  Preliminary curve fitting results revealed that the Rh-Rh is 

around 2.70 Å (Table 4.4), which is close to the value of bulk Rh.  Thus, we alter the Rh-Rh 

distances to 2.70 Å in all of the model structures.  In order to keep the Rh-O distance around 

2.04 Å, the oxygen atoms cannot stay at the same plane.  The position of center oxygen atoms 

have been adjusted down and up, respectively.  The final model structures and calculation 

results (color lines) are given in Figures 4.4.3.  Both of Rh2O5 model 1 and model 2 well 

reproduced the experimental curve (black lines) with the evaluation factors R’ of 0.22 and 0.23, 

respectively.  The curve of Rh2O6 also showed a good agreement with the experimental data in 

high k range, but the amplitude of the first peak was a little larger, suggesting the number of 

coordinated oxygen was larger than the real structure.  The R’ factor was 0.27.  This structure 

cannot be excluded because R’ factor is still small, and the degree of deviation from the 

experimental curve is not so large.  In the case of trimer and teteramer, the amplitudes of 

calculated χ(k) was larger at the high k range, and the number of peaks was more than the 

experimental curve.  Especially in the case of Rh4O6 (CN of Rh-Rh is 3), an additional peak 

appeared at k=4~5 Å
-1

 which was not found in the experimental curve.  All of these results 

suggest that the trimer and teteramer structures are different from the real structure.  

    As a consequence, the most probable structure of the thermally decomposed product from 
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the [Rh
II
(OAc)2]2 precursor are Rh dimer species adsorbed on two threefold oxygen or fourfold 

oxygen sites of the γ-Al2O3 surface with Rh-Rh bond of 2.70 Å and Rh-O bond of 2.04 Å.  

Two arrangements of the two threefold sits are possible: one is cross type as Rh2O5 model 1, and 

the other is neighbor type as Rh2O5 model 2.  This conclusion agree with our previous STM 

results, the Rh dimer species are main products by using [Rh
II
(OAc)2]2 as the precursor. 

 

 

Figure 4.4.3  Comparison of an experimental curve (Ac-d-650) (black lines) and curves from FEFF 

calculations (colored lines) of various Rh oxide models shown at the bottom. Bond lengths were fixed 

at the following values; Rh-O: 2.04 Å; Rh-Rh: 2.70 Å or 2.80 Å; O-O: 2.80 Å.  
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4.4.3  Structures of Rh species on γ-Al2O3 

    In order to determine the realistic structures of Rh species on γ-Al2O3 prepared by Rh 

acetate precursors, it is necessary at first to distinguish the probable adsorption sites of the 

support.  γ-Al2O3 is a metastable transition alumina obtained by calcination of a boehmite 

γ-AlOOH powder at 700 K.
 27

  During the calcination process, the transformation is topotactic, 

the particle morphology remains unchanged.  The predominant surfaces of γ-Al2O3 are (100), 

(110) and (111).  Bulk γ-Al2O3 possesses the cubic spinel structure (space group P21/m) and Al 

atoms occupy the tetrahedral (Td) and octahedral (Oh) sites of fcc oxygen sublattice. 
12 

    Figure 4.4.4 shows ideal structures of (100), (110) and (111) surfaces of γ-Al2O3.  The 

stable (100) surface is terminated by fivefold coordinated aluminum (AlV) and threefold 

coordinated oxygen (OIII) atoms.  The surface density of missing Al-O bonds is about 17.1 

bonds/nm
2
.  On the (110) surface, the density of missing Al-O bonds is higher, about 20.7 

bonds/nm
2
.  Various kinds of atoms, fourfold AlIV, threefold coordinated AlIII, twofold OII and 

threefold OIII, are exposed.  The (111) surface exhibits alternating stacking oxygen atoms and 

aluminum atoms.  As a result, this surface is polar and has two types: O-terminated surface and 

Al-terminated surface.  This situation is very similar to the (0001) surface of α-Al2O3, thus, we 

suppose that the O-terminated surface is more stable than Al-terminated one.  The surface 

density of missing Al-O bonds is the highest, about 27.0 bonds/nm
2
.
 13

  Practically, unsaturated 

Al sites cannot be stabilized under realistic air atmosphere and in aqueous or ethanol solution, 

thus they are fully terminated by oxygen atoms or hydroxyl group.  For simplicity, in this study 

we just discuss the O-saturated alumina surface.  And according to the previous discussion, 

only three or four fold sites will be considered. 
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Figure 4.4.4  Structures of a) (100), b) (110), c) (111) faces of γ-Al2O3. Oxygen and Al atoms in 

bulk are displayed by blue and red balls, respectively. The surface atoms are displayed by other color 

balls (Al is larger than O), which are dependent on the type and coordination number of atoms.
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1) Rh acetate monomer (Rh
III

(OAc)3) 

    The most plausible sites for Rh single atoms are discussed at first.  In order to build 

reasonable structural models and reduce the complexity of FEFF calculations, some additional 

constraints are assumed: 

a) The top oxygen atoms are located at the same positions as bulk oxygen at first. 

b) Rejection by bond lengths: According to previous discussion, all of the nearest Rh-O 

distances should be set to around 2.04 Å.  And the coordination number is about 3 ~ 4. 

c) The positions of Al and O atoms (2
nd

 layer Al and O) in Al2O3 lattice are fixed, while the top 

O is allowed to be slightly adjusted in reasonable range to get the best-matching calculation 

curve.  The position adjustment of the top O atom should be less than 0.1 Å and bond angle 

change should be smaller than 1.4 degree.  

    The structures of adsorption sites satisfying these constraints are shown in Figure 4.4.5.  

Most of the sites are threefold sites, expect site 3 (rectangle) on (100) surface and site 4 

(tetrahedral) on (110) surface are fourfold sites. 

 

(100) surface  

A good agreement is found for site 3 on this surface.  Although the first peak position 

slightly shifts to low k range, the oscillation shape and amplitude are similar to the experimental 

data.  Thus we suppose that site 3 is a plausible site to stabilize the Rh single atom. The slight 

red-shift of the first peak can be explained by longer Rh-O distance (2.12 Å), resulting from 

larger separation the O-O (2.90 ~ 3.00 Å) in this site.    

    Site 2 also gives a good agreement with the experimental data, if the top oxygen is slightly 

moved towards to Rh atoms with shift of 0.1 Å from the original position.  The matching of 

the first peak is particularly good.  However, a small peak appears in the middle of the second 
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and the third peak.  This additional peak originates from the nearest Al atom with Rh-Al 

distance of 2.50 Å which is similar to the value in RhAl alloy crystal.  

For site 1, however, data matching is not good.  Smaller amplitude at first two peaks 

indicates that the number of coordinated oxygen is not enough.  The insufficiency of 

coordinated atoms probably reduces the stability of Rh single atoms on these sites, thus, Rh 

single atoms cannot be fixed.   

 

(110) surface  

Except for site 6, all of the calculation results essentially agree with the experimental data. 

The site 6 is similar to the previous case of site 2 at the (100) surface.  Besides, in this case, for 

satisfying the Rh-O bond length range, the distance between Rh and Al under three-fold O site 

have to be reduced to a too short Rh-Al distance (2.15 Å).  This distance causes large Rh↔Al 

electrostatic repulsion, which makes this configuration unstable.  Thus, site 6 is not appropriate 

for fixing Rh single atom. 

 

(111) surface 

All of the calculation results are analogous to the experimental data.  However, there 

remained two considerable differences in some calculation results.  Firstly, the amplitudes of 

the first two peaks are a little smaller than those of experimental data.  Secondly, a small 

shoulder appears at 6 ~ 7 (0.1 nm
-1

) near the second peak.  Actually, the same differences are 

also observed in the case of the (110) surface.  We propose that these differences are originated 

from not only the arrangement of top oxygen atoms but also the positions of Al and O atoms in 

the 2
nd

 layer with longer distances from Rh.   
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Figure 4.4.5  Comparison of experimental data Ac-m-650 (black lines) and FEFF calculation results 

(colorful lines starting from site 1 at the bottom) of single Rh atom on various sites of γ-Al2O3 faces;  

a) (100) , b) (110) , c) (111).  
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Coordination condition, calculation results and reliability factor R’ of each probable structure 

are listed in Table 4.5 to clarify the correlation between the EXAFS oscillation and local 

structure of adsorption sites.  There are three kinds of top O on the γ-Al2O3 surface.  We 

denote them as OIII, OII, and OI, where the Roman number indicates the number of Al-O bonds 

between top O and 2
nd

 layer Al.  We find that type of top O somewhat influences the R’ factor.  

The R’ factor tends to be lower for the structure that contains lower coordinated O.  In other 

words, Rh single atoms seem to be adsorbed on low coordinated O sites.   

The nearest Rh-Al distance and Al number seem to affect the second peak of EXAFS 

oscillation.  A short Rh-Al distance and large Al number result in the appearance of shoulder or 

a small peak in the range of 6 ~ 7 (0.1 nm
-1

).  However, if the Rh-Al distance is as long as 3.00 

Å, this effect become very weak, and it is negligible when the distance is larger than 3.50 Å.   

Compared to the threefold sites, the fourfold sites are more favorable for stabilizing the Rh 

single atoms.  We find the calculated EXAFS oscillation χ(k) of site 2 and site 3 of (100) 

surface, site 4 of (110) surface, site 6 of (111) surfaces exhibit the best agreement with the 

experimental data.  The first three are fourfold sites or semi-fourfold sites, and the last one is 

threefold site but possesses two single coordinated oxygen atoms and large distance (3.60 Å) 

away from the nearest Al atoms.  The R’ factors for these sites are about 0.29 ~ 0.32, which are 

close to the values of ideal structures discussed in the previous section: threefold sites ~ 0.31 

and fourfold sites ~ 0.20.  Thus, it is reasonable to believe that these sites are most probable 

sites for Rh single atom. 
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Table 4.5 Calculation results and local structure for possible adsorption site  

 

    In the above discussion, we postulated Al and O atoms in the 2
nd

 layer were fixed in their 

original position all along.  However, in the realistic materials, the situation is more 

complicated.  Ijima and coworkers reported a surface reconstruction of Ni/α-Al2O3 (0001).
 8

  

They suggested when Ni atoms are deposited on the α-Al2O3 (0001) surface, the surface oxygen 

would be lifted close to Ni by 0.36 Å and the 2
nd

 layer aluminum located beneath Ni would be 

Site Coordinated O Nearest Al atoms Difference R’ 

factors Distance (Å) Number 

(100) surface 

Site 2 2×OII and OI 2.50 1 Small peak at 2
nd

 peak 0.32 

Site 3 2×OII and 2×OII 2.80 3 Red shift: 1
st
 peak 0.29 

(110) surface 

Site 1 3×OII 2.67  1 Red shift: 1
st
 peak 0.36 

Site 2 3×OII 3.05 2 Small amplitude: 1
st
 peak  

Shoulder of 2
nd

 peak 

0.48 

Site 3 3×OII 2.50 1 Small amplitude: 2
nd

 peak 0.37 

Site 4 3×OII and OI 3.00 3 Small shoulder at 2
nd

 peak 0.32 

Site 5 3×OII 2.40 1 Small amplitude: 1
st
 peak 0.46 

(111) surface 

Site 1 2×OII and OI 3.50 2 Small amplitude: 1
st
 peak 0.35 

Site 2 2×OII and OI 3.00 1 Small amplitude: 1
st
 peak 0.37 

Site 3 2×OII and OI 2.50 1 Shoulder of 2
nd

 peak 0.37 

Site 4 OIII, OII and OI 3.60 1 Small amplitude: 1
st
 peak 0.42 

Site 5 3×OII 3.00 3 Small amplitude: 1
st
 peak  

Shoulder of 2
nd

 peak 

0.50 

Site 6 2×OI and OII 3.60 4 Small amplitude: 1
st
 peak 0.32 

Site 7 2×OII and OI 2.40 1 Small amplitude: 1
st
 peak 0.42 

Site 8 2×OII and OI 3.00 2 Small amplitude: 1
st
 peak 0.41 
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thrust by 0.33 Å to relax the stress and repulsion.  By analogy, the reconstruction of γ-Al2O3 

surface may also happen for Rh/Al2O3.  For example, if the nearest Rh-Al distance of 3.00 Å 

for site 4 on the (110) surface was expanded to 3.10 Å, the shoulder in the range of 6 ~ 7 (0.1 

nm
-1

) would become very weak. 

    As a summary, by using FEFF calculation and real Rh/γ-Al2O3 structure models, we found 

the number of low-coordinated O atom, the separation of the nearest Al and their number play 

important roles in adsorption of the single Rh atom on γ-Al2O3.  Low-coordinated O atom 

(especially OI) possesses excess dangling bonds and high spatial freedom (flexible).  The 

former term can provide good stabilization for the Rh atom and the flexiblility is helpful to 

optimize the configuration of adsorption structure to minimize the structural stress and 

electrostatic repulsion.  On the other hand, the long separation of Rh-Al and low number of the 

nearest Al atoms are also required to reduce the electrostatic repulsion between Rh and Al.   

In conclusion, the most probable sites for adsorption of Rh single atoms are suggested to 

be site 2 and site 3 of (100) surface, site 4 of (110) surface, site 6 of (111) surfaces.  

 

< Rh acetate dimer ([Rh
II

(OAc)2]2) > 

    Previous discussion revealed that Rh species prefer to adsorb on two three-fold oxygen 

sites with Rh-Rh bond of 2.70 Å and Rh-O bonds of 2.04 Å.  Both of two arrangements: cross 

type and neighbor type give good agreements with the experimental data.  However, on the 

realistic γ-Al2O3 surface, it seems that the cross type is hardly achieved. The cross type requires 

larger upward shift of side O atoms and downward shift of center O atoms.  These position 

changes will cause huge lattice stresses on the γ-Al2O3 surface, thus, cross type is not favorable 

arrangement.  In this section, we will only discuss neighbor type. 
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    Similar to the discussion on the Rh acetate monomer, every probable adsorption site has 

been evaluated by FEFF calculation.  In the end, we found three structures could reproduce the 

experimental data (Ac-d-650) very well.  Figure 4.4.6 shows the structures of probable 

adsorption sites and calculation results.  The R’ factors are calculated to be 0.26, 0.33 and 0.25, 

respectively.  Except for the (110) surface site, these values are almost same as those of ideal 

neighbor type structure.  Thus, it is reasonable to believe (111) site and (100) site are most 

plausible sites for stabilization of two Rh atoms.  The distortion of the second peak in the 

Figure 4.4.6  Probable Rh dimer structures on different faces of γ-Al2O3; a) (100) , b) (110), c) 

(111). d) Comparison of experimental data Ac-d-650 (black lines) and FEFF calculation results (color 

lines) of Rh dimer on various sites of γ-Al2O3  
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curve of (110) surface site are possibly attributed to the four nearest Al cations facing to the Rh 

dimer. 

    It is worthy to note that these three sites contain at least one OI atom.  Especially, in the 

case of (111) surface, we have tested all of possible neighbor type structures, only the site with 

two OI atoms as shown in Figure 4.4.6(c) can give a satisfiable result. Therefore, we conclude 

that the low coordinated oxygen and the separation between Rh and nearest Al also act as 

critical factors for stabilization of Rh dimer on γ-Al2O3. 

 

4.5  Conclusion 

    The local structures of Rh/γ-Al2O3 prepared from three different precursors, [Rh
II
(OAc)2]2, 

Rh
III(

OAc)3, RhCl3 have been studied by XAFS. Metallic Rh cluster with size of 1-3 nm were 

generated from RhCl3, while rhodium-oxide-like compounds formed in the case of Rh acetate 

dimer and monomer precursors. 

    By using FEFF calculation and real space model method, we have successfully determined 

the local structures of these rhodium-oxide-like compounds: one or two Rh atoms from the Rh 

precursors are selectively fixed on three or four-fold sites on the γ-Al2O3 surface. These results 

give a good agreement with previous STM study.  

    Furthermore, we found the single Rh atoms or Rh dimers prefer to adsorb on some specific 

surface sites which possess low coordinated oxygen and large separation between Rh and the 

nearest Al, because these sites can provide high stabilization and flexible adsorption 

configuration to minimize surrounding stress.  

In the end, we speculate on the reason why metallic Rh cluster formed from RhCl3 precursor 

is that these specific surface sites are masked by Cl
-
 anions. The Rh atom cannot be stabilized 

by other surface sites and have to be aggregated together. 
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Chapter 5  Conclusion and Outlook 
 

5.1  Conclusion 

    Precursor-dependence is a key issue for catalyst design.  Choice of a catalyst precursor 

sometimes affects the properties of the catalyst due to its local structure is apart from the 

thermodynamically favored one.  However, there is still lack of fundamental knowledge about 

this effect.  In order to gain the molecular level insight into this effect by a surface science 

approach, a new preparation method of metal precursor supported model surfaces has been 

developed by using a pulse valve.  This method can be applicable to almost catalysts, thus it 

provides a new way to discover the behavior of precursor on the support surface.  In this thesis, 

we have discussed the precursor-dependence of Rh/Al2O3. 

In Chapter 3, we studied on precursors dependent structures of Rh/Al2O3 catalysts by 

high-resolution STM measurements and found that homogeneous Rh dimer species could be 

randomly dispersed on Al2O3 thin film/NiAl(110) by using [Rh
II
(OAc)2]2 precursor.  Moreover, 

the Rh dimer species were quiet stable up to 800 K.  However, when a common precursor 

RhCl3 was used for the precursor instead, larger Rh particles were formed.  This phenomenon 

is very interesting because the homogeneity and high stability of active species are very 

important issues in the field of the catalyst.  Moreover, the homogenous Rh dimer species can 

be used as the nucleation sites, on which various Rh relative compounds can be prepared. 

     In Chapter 4, we confirmed the same phenomena on the high surface-area Al2O3 support 

by XAFS measurements when the appropriate pre-treatment of Al2O3 and similar preparation 

procedures were adopted.  Furthermore, we determined local structures of Rh species prepared 

from various precursors and found that Rh-O bond preferentially formed along with the 

decomposition of acetate ligand and it stabilized the Rh core on the Al2O3 surface. 
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    According to these STM and XAFS results, two questions will be discussed here:  First, 

why homogenous Rh dimer species can be formed on various Al2O3 surfaces, not only 

Al2O3/NiAl(110), α-Al2O3(0001) but also powder γ-Al2O3; Second, what is the origin of 

precursor-dependence, especially, in this case: [Rh
II
(OAc)2]2 vs RhCl3.  

    The first question relates to stable adsorption sites of the Rh dimer on Al2O3 surfaces. In 

Chapter 4, we found that the Rh dimers preferred to adsorb on three-fold oxygen or four-fold 

oxygen sites of Al2O3 surfaces (See Figure4.4.3).  Especially, some sites with low coordinated 

oxygen atoms and large separation between Rh and the nearest Al can provide the highest 

stabilization because of the flexible adsorption configuration and low Rh-Al repulsion.  The 

situation for powder γ-Al2O3 surfaces has been discussed in Chapter 4, several stable adsorption 

sites have been established by real space mode and FEFF calculation.  In the case of 

α-Al2O3(0001), the surface structure showed in Figure 5.1.1(a) is quite similar to the 

γ-Al2O3(111) surface , thus the same stable adsorption sites for Rh dimers can be also found on 

the α-Al2O3(0001) surface.  And in the case of Al2O3/NiAl(110), as shown in Figure 5.1.1(b), 

the surface is full of three-fold oxygen or four-fold oxygen sites, which are also stable 

adsorption sites for the Rh dimers.  Therefore the Rh dimer species can be formed on these 

various Al2O3 surfaces.   

 

 
Figure 5.1.1  Surface structure of a) α-Al2O3(0001)

1
 and b) Al2O3/NiAl(110)

2
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    What about the second question: what is the origin of precursor-dependence, especially, in 

the case of [Rh
II
(OAc)2]2 vs RhCl3?  We think the surface oxygen atom plays an important role 

in stabilizing the Rh atoms.  The formation of Rh-O bond should occur before or during the 

precursor decomposition, which can prevent the Rh atoms diffusing and aggregating into large 

particles.  The [Rh
II
(OAc)2]2 seems to be attacked by surface oxygen more easily than RhCl3, 

because formation of Rh-O occurred in the former case but not in the latter one.  In other 

words, the Cl
-
 atoms perhaps block the attack from surface oxygen atoms or destroy the stable 

adsorption sites.  We have checked the Cl
-
 effect by a simply experiment: two 0.2 wt% Rh/γ

-Al2O3 samples were prepared from [Rh
II
(OAc)2]2 only and [Rh

II
(OAc)2]2 + NaCl (1:5).  The . 

Fourier-transformed EXAFS spectra shown in Figure 5.1.2 indicates that the Rh/γ-Al2O3 

prepared from NaCl doping showed the same behavior as RhCl3: only metallic Rh particles 

formed after [Rh
II
(OAc)2]2 decomposition.  The existence of Cl

- 
seems to hinder the formation 

of Rh-O bonds.  Therefore, the precursor-dependence may originate from the nature of ligands 

which determines Rh-O bond formation or not. 

 

 

 

 

 

 

Figure 5.1.2 Fourier transform of k
3
 weighted 

Rh K-edge EXAFS oscillation curves k
3χ(k) of 

Rh/Al2O3 catalysts prepared from [Rh
II
(OAc)2]2, 

precursors with (blue curve) and without (red 

curve) NaCl doping.after heat treatments.  
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5.2  Outlook 

    The STM and XAFS studies provided us some new knowledge about 

precursor-dependence of Rh/Al2O3, and we found the formation of Rh-O bond was a key 

process which affected morphology and stability of Rh particles, however, in order to make 

precursor-effect more clearly, several questions must be answered: 

 

1) How about the decomposition mechanism of Rh acetate precursors and formation mechanism 

of Rh-O bond?  2) Why Rh atoms aggregate when doping some Cl
-
 ions into Rh acetate 

precursors? How do Cl
-
 ions work?  3) How about the catalysis of the Rh/Al2O3 prepared from 

Rhodium acetate precursor? 

 

For the first question, one can perform in-situ STM and RAIRS measurements to trace the 

decomposition process of Rh acetate precursor on Al2O3/NiAl(110) surface.  Prior in-situ STM 

measurements (Chapter 3) suggested that almost all the [Rh
II
(OAc)2]2 molecules decomposed 

around 420 K.  Thus, a carful and accurate STM and RAIRS study should be carried out 

around this temperature.  STM can give some morphological change while RAIRS will 

provide some information about bonds change during the decomposition.  On the other hand, 

one can get some detailed structural information by using polarization-dependent total-reflection 

fluorescence X-ray absorption fine structure (PTRF-XAFS) spectroscopy as shown in Figure 

5.2.1.  This technique gives 3-dimensional information about the local structure around the 

X-ray absorbing atom.  Thus the adsorption sites can be determined accurately, and detailed 

structure information is very important to clarify the mechanism of decomposition of precursor 

and formation process of Rh-O bond  The second question is hard to be answered. I think the 

Cl
-
 ions maybe destroy the active oxygen sites to hinder formation of Rh-O bonds, thus the 
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amount of Cl
-
 ions is a key parameter.  And for the third question, methanol partial oxidation 

(MPO) is a good candidate reaction for testing the catalysis of the Rh dimer species on Al2O3.   

 

 

 

    In the end of this Chapter, I want to refer the surface science study again. As mentioned in 

Chapter 1, “Nowadays, surface science study is not just a tool to shed light on some element 

surface processes, the new concepts generated in the process of surface science studies 

sometimes can bring about evolution of catalysis.”  Actually, in this work, we have 

performed combined STM and XAFS studies on the precursor dependent structures of 

Rh/Al2O3: first we got a clue from STM measurements on model surfaces: by using acetate 

precursor, small, uniform, and stable Rh species with the same core atom number can be 

obtained.  And then we confirmed this concept could also be applicable to real catalysts by 

XAFS studies.  Through this work, we find in spite of various gaps between the model surface 

and real catalysts, the concepts generated by surface science studies sometimes can also be 

applicable to real catalysts, if we adopt appropriate preparation procedure.  In our STM studies, 

we just discussed surface morphology, however, in surface science, for examples: tunneling 

spectroscopy can provide the electron density of states of metal particles, RAIRS (Reflection 

Absorption Infrared Spectroscopy) can be used to trace the formation process of active site.  

Figure 5.2.1  Experimental setting of PTRF-XAFS method 
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By using these powerful approaches, we hope more and more new concepts will be generated to 

develop the catalysis.  
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