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ABSTRACT

N

This the51s'd15cusses a packet switching technlque which can
be applied to computer communlcatlon networks. Present study has
two. malncpurposes One is to develop mathemat1cal tools for eval-
uatlng and optlmlzlng,the system performance. The&other 1§:t0 ex-
ploit useful technlques for packet 5w1tch1ng. - ‘ ‘

In Chapter 1 fundamental aspects of packet- sw1tch1ng comput—
er-communication networks_are presented. A review of the prev1ous
reseerches -and thelprobleme studied in this thesis aremgiven.

" In Chapter 2, several packeting'methods for dividing messeges
into standardlzed packets are descrlbed Flrst four types of
packetlng methods (i.e. Slngle, Sequent1a1 Exponentlal and Com—
plex packetlng‘methods) are_proposed end mathematically described.
I‘Second, packet trahsmission efficiency=nT_is defined es the ratio
vof_the meesage‘bits to trahsmitted‘bitst Finelly, using this Ny &8s
_the evaiqation measure, the packeting'methods are analyzed and com-

pared 7 | » ‘
' In Chapter 3, dellverlng behav1or of a- packet sequence of the
same message in the network_ls‘represented by a model and analyzed.
Packet-intervening action and dropping action are'défine&t Packet-
‘intefveningrnumber is also defined and is chosen for»repreeenting
~ the state of'the system. Con51der1ng the Markov1an property of this
‘packet-intervening number, probablllty den51ty functlon of packet-
intervening number are calculated, bothnln transient state,and in
eteady state. o

’ In Chapter 4, the brediction of‘everage message traveree time
is described. The‘meesage'traVerse time consists of nodal delay at
each node on the path of the message in the network aod reassemble

delay at the destination node. The former part of this chapter (i.e.
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Sec.4.2) deals with the nodal delay. Introducing the Independence
Assomption, the communication network”can be: regarded as a network
of queues. Further, each node:is,composedjOf;a tahdem of two types
of queues,_ (1 €. queue'w1thpsw1tch1ng servrce of the CPU and output
- queues. w1th channel transm1551on} Therefere by solv1ng these
-queueing models, nodal delay in. the network 15 obtalned Sec 4 3
descrlbes the.an&1y51s of reassemble»delay leen the probablllty
' den51ty functlon of 1nterven1ng numher reassemble delay is ea51ly
obtalned Therefore, the messagg traverse~t1me is. obtalned by sum4
ming up these elementary‘delaysc e - ‘

In Chapter 5, the acknowledgement (ACK) control technlques for
packet retransm1351on are- descrlhed In.packet sw1tch1ng, selectlve
repeat ARQ is generally used fer keeplng packet'from missing. The
chapter deals w1th the packet ACK methods OIL:. thl% ARQ. Various
packet ACK method& are’ cla351f1ed andjtwq;types of multi-ACK control
technlques are proposed As performance,measures,‘packet response
tlme and transm1551on efficiency can he used. The>various ACK meth-
_ods are analyzed and conpared regardlng theseAmeasures. As a result
of this analysrs, 1t'13 1n515ted that the»multl-ACK method with time-
control and plggy‘back fashlon is the best ACK method in the computer—
communlcatlon networksn E

In»Chapter”6: Isarlthmlc flow control method is studied. This
fmethod prevents the network from,over congestlon by forc1ng a f1n1te_
number of nacket carrlers in the whole network. Permlttlng process
'of external packet in Iearlthmlc network is represented by a model
of duplicated qpeue with permit and external packet, Analy21ng this
queueihg,modei,.the effectiveness of fipwﬂcohtrol;and excess control
effect arewdieclosedtg In order to enhehce~the throughput of Isarith-

mic method, some improvements are introduced and their advantages
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are shown.
fn Chapter 7, the block switching method is presénted. This
ﬁethod is a hybrid switehing which has both 1ine—switchiﬁg mode and
packet-switching mode. Basic principle of the method éﬁd control
behavior are described. Then, comparing three typéé'of switching
by throughput, superiofify of this method is shown;‘ o o
In Chapter- 8, the conclusions obtained'in this dissertation

are summarized.



CHAPTER 1

CHAPTER

CHAPTER

CONTENTS

ACKNOWLEDGEMENTS
ABSTRACT
LIST OF FIGURES

INTRODUCTION

Asﬁects of Computer Network

Packet-Switching_Compufer Network

"Design Problems on Packet-Switching Computer

Communication Networks
Review of the Previous Researches

Research Problems

PACKETING METHODS

Introduction

Packeting Methods and Mathematical Models
2.2.1 Single Paéketing

2.2.2 Sequential Packeting

2.2.3 Exponential Packeting

2.2.4  Complex Packeting

Packet Retransmission due to Channel Error
Transmission Efficiency

Calculated Results and Considerations

Conclusion

ANALYSIS OF DELIVERING BEHAVIOR OF PACKET
SEQUENCE IN THE NETWORK

Introduction

Delivering Model

vi

Page
i

iii

11

11
12.
13
13
14
15
16
18
21

25

27
27
28



CHAPTER

CHAPTER-

Definition of Packet Intervention
Markov P;operty of Intervening Number
ProbabilifyrDensity Function of Interveniﬁg
Number ‘
3.5.1 Internentiohfgenerating Probability
3.5.2 Dropping Probability of Intervening
. Packets
3.5.3 State Transition Probability
3.5.4 State Probability and the Limit

| Distribution
Numerical Results andVConsiderations

Conclusion

" ANALYSIS OF MESSAGE TRAVERSE TIME

Message Traverse Model

Analysis of the Nodal Delay

4.2.1 CPU Model \

4.2.2 Channel Transmission Model

Analysis .of ReassembleﬂDelay

Message Traverse Time énd Numerical Results’

Conclusion

~ACK METHODS FOR PACKET RETRANSHMISSION

Introduction

5.1.1 Selective Repeat ARQ

5.1.2 Classification of Retransmission
and ACK Signa} _

5.1.3 The Objéctive and the Model

Classification of_ACK Methods

vii

34
34

36
36

37
39
41

46

46

48

49
50
53
55

- 58

61 -

61
61

61

63
64



CHAPTER

5.3

5.4

5.5

5.6

Evaluatian Measures for ACK Methods

5.3.1 Packet.ResponsezTime

5.3.2 Transmission Efficiency

Single ACK Control with ACK-private Packet
5.4.1 P-ACK Method

5.4.2 N-ACK Method

5.4.3 A-ACK Method

5.4.4 Results of'Simulétion and Calcuration
Multi-ACK Methods with Time-Control .

5.5.1  ACK-private Packet Fashion

5.5.2. - Piggy-back Fashion.

Multi-ACK Methods with Waiting:Number—Control
5.6.1 ACK-private Packet Fashioh

5.6.2 Piggy-back Fashion ,

Calculated Results of Multi-ACK Méthods

Conclusion
ISARITHRIC FLOW CONTROL METHOD

Introduction

Concept of Isarithmic Network.

- Analysis. of Permitting Process

6.3.1 Duplicated Queueing quel with Pefmits
aﬁd Eiternal Packets. o
6.3.2 Analysis of Duplicated Queueing Modei
6.3.3 Calculated Results of the Expected
| Waiting Time
Improvement of Isarithmic Method

Conclusion

viii

89
89

90
93

93
95

99
105

109.



CHAPTER 7

CHAPTER 8

BLOCK SWITCHING METHOD

Introduction

Basic éoﬁcept of Block Switching System
Operating Behaviors of Switching Node

Link Control Behaviors and Link-Control-
Buffer

A Comparison of Three Switching Methods for
Throughput Characteristics

Considerations 7

Conclusion
CONCLUSIONS

REFERENCES

ix

119

122
125
128

129

132



2.4

LIST OF FIGURES

Computer network

‘Example of packeting methods

(a) - Single packeting
(®) Sequential packeting
(c) Exponential packeting

(ay Complex pacKeting

Packet error rate versus hit error rate

Transmission efficiency versus rate of segment

length to message length L;, in the case that check
bits length varies in proportion to segment length

Transmission efficiency versus Ll’ in the case that

‘check bits length is fixed

4

Transmission efficiency for three ACK methods

Transmission efficiency versus hit error rate

Netwnrk.model

‘Switching node model

A comparison between theoretical value and
simulation value on Single packeting method

The average number of intervening packet versus
channel utilization factor

Intervening bit rate versus channel utilization
factor

The intervening probability distribution

The average intervening number versus the number

-of switching steps-

21

22
23

24
26

28
29

40
42

43
44

45



4.5(a)
4.5(b)
4.5(c)

5.10

5.11

Network model

Nodal model

The average message travérse time.versus;channel.
utilization factof ‘ i
The average message traverse time versus the number
of switching steps | ' '

The average CPU time

The average channel transmission. time-

The average reassemble time.

The process of the selective fepeat'ARQ method

Thé occurence of ACK signal

The average packet response time versus channel
utilization faéior |

Transmission efficiency versus hit error }ate

The average packet response'time versus bit error
rate ,

The occurence of ACK.signals in‘the‘time duration D
The oécurence 6f N ACK s?gnals‘ :
Transmission efficiency'vérgus channel utilization
factor in fhe_case:of ACK-pfivate packet fashion
Transmission efficiency versus channel utilization

factor in the case of piggy-back fashion

The average packet response time versus channel

utilization factor in the case of ACK-private fashion

The average packet response time versus channel

utilization factor in the case of piggy-back fashion

The behavior.of switching node in the Isarithmic

network

. xi

56

58
59
59
60

62
69

73
74

75
76

80

85

85 .

87

- 92



6.5(a)
6.5(b)
6.6

Model of permitting process

Sta?e transition diagram

The average waiting number of permitting process
for permits and eXfernal packets=

The average waiting time of eiternal packet

The average waiting time of ﬁermit

The average waiting time of external packet and
permit versus channel utilization factor

The optimal value M for summation of Wout and wper
versus channel utilization factor

Model of permitting process in the improved
Isarithmic network

The degree of improvement versus traffic-processing

rate

Four types of packets in the block switching method
The behavior of the block switching network

The behavior of switching.node

Link-control-buffer

Throughput rate versus mixture rate

xii

101
102
102

103

104

106

108

114
115
117 -

- 120

126



CHAPTER 1
INTRODUCTION

With the extensiVeiadvance of computer science and communi;ation
technology, the more surpassing infomation processing systems with
high accuracy, effeétiveness, rapidity and potential ability have
been pursued. The computer networks have been the most important
objeqtives in tﬁe last decade.

For the purpose of resource éharing, load sharing, and huge po-
tentiality, not a few computer networks, that range from miniature
size of the inhouse-network to the gigantic international—network,
have been reélizing. But, most of them are constructed as the exper-
imental computer network. Thus, the development of the computer net-
work must be still at the first step. 1In the pursuit of‘higher pef-
formance with more potential ability, it is quite necéssary to inves;
tigate the problems of the analysis, design and implementation of
the computer network. |

The computer.netwgrk is composed of three abilities from aspects
vof the Basic function. Those are:

1) Data processing (or computationalj ability

2) Data storing ability

3) Data communicating ability

The first and the second are the essential functions of the computer.
On connecting to the remote-located computers, the third ability is
indispeﬁsable for the computef network. Further, it is noted that.
the third function is made more powerfﬁl by utilizing the computer
-itself. Thus, the computer network is not only the network of iocal—
ly distributed computers, but also is the systematical combination
ofvthese three functions.

This dissertation is primarily concerned with the third function



of the computer network, i.e. data communicating ability, and dis-
cusses on a packet switching technique applicable to the computef
network. This technique enables rapid delivering of the message,
efficienf sharing of the transmission channel, and efficienf utili-
zation of the network capacity. Concerning to this packet switch-
ing, the'majdr objectives of this thesis are described asAfollows.
1) To develop‘the mathematical tools for evaluating and optimizing
the system performance‘ | A

2} To exploit useful techniques for packet $witching

1.1 Aspects of Computer Network

Thére are various types of the computer system which are called
aéjcomputer~network. Thus, it is appropriate to define'the computer
network. G.D.Céle[l]vdefines the computer network as follows.

| A computef network is a set of interconnected proceséors
VWhich can be utilized jointly in a procedure manner, But which nor-
mally are controllied byAseparate operating systems, and can perform
“in an autonomous ﬁanner;"r
With -this definition of the computer network, we consider some net-
iwork systems.and experiments.

There are several interesting systems in the eafliest attempts
to connect a pumber of computers. Those are the SAGE[2] air defence
systems, the SABRE[3] reservation system for the American Airlines
.and  so on. bThen, the reliablg data transmissionvsystems with com-

. puters are“reduired. The examples ofvthese systems include the
AUTODiN[4j, the CYBERNET of CDC Corp., the DATRAN etc.

V A stéf network has several advantages regarding to simplicity.
and cost. The'exémples of this type are the COINS, the Lawrence

Radiation Laboratory OCTPUS[5], and the IBM computer network{6].

. . s ©
A loop network is another type of simple and economical network.



An example of loop-network is the DCS of Un1v of California

The examples of the computer networks which are ut11121ng the
packet sw1tch1ng technique. are the NPL network[7,8,9] and the ARPANET
[10,11,12,13]. The fermer is the experimental comppter'netWOtk.in
Natlonal Physical Laboratory in England. The latter is one of the
largest and the most ambitious networks-in the various systems.' This
network is cempesed of a.large number:of neae c0mputers which are’
called as interface message.processor(IMP) The large~computef (call-
ed as HOST)"ls connected te each lMP These IMPs are- 11nked together
by up to 200 Kblts/sec transm1551on channel

There are numerous other ex1st1ng networks and ‘the networks in’
the de51gn stages. - In this section, we descr1be only the typlcal

"example of computer networks.

1.2 Packet-Switching Computer Network

Fer the computer netwerk, three switchimg methods are consldered.
Those are:
‘1) Line smltching
- 2) Message smitching
3) Packet switching
The flrst method is sometimes called as circuit switching or dlrect
sw1tch1ng Th1s method is the same as the dlal-up system. Thus, a
network user must establish the path (or link) of his message,ABefore-
he put it 1nto the network o

On. the other hand, a.network user need not establlsh thls 11nk
in the second and the thitd method. In the message switching, a mes-
" sage is transfered in the netwomk on Store-and-Forward (S/F) way,
“with header informations In the packet switching, a message is di-.
vided 1nto several standard1zed packets, and these packets are trans-

fered 1m the network on S/F way.



Since users of computer network use large computers in the fash-

ion of the time-sharing, remote-access, and on-line, we can assume

that the traffic of the computer network has the following character-
“istics.

1)
2)

Messages have the short average length

Messages occur frequently

For these characteristics of the messages, the packet switching

can be considered to be more advantageous than other two methods.

We reﬁresent the model of the packet-switching computer-network
as Fig.1.1.

This network is composed of two subnetworks. Those are:

Computer-Communication Network
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-
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Fig. 1.1 Computer network ;



1) High level network: The network of hode‘computers (N) coh-*
nected by large capacity data Channels;' We defioe this as
computer-communication network. |

2). Low level network: » The network of large computers (C) and
terminals (T) connected by small capacity chahnels as tree-shapef
We define this as local communication network

This thesis deals with the former, i.e. computer—communication net~

work, and we regard the latter as the source and the sink of messages.

‘We will describe the basic concept of packet sw1tch1ng in the
following. When a terminal useér (or a large computer)»lntendsito
-transfer a message to another terminal through the network, he_sends
the message to sWitching node which his terminal belongs to.. If-
over-congestions occur in the network, the node rejects this message.
by the flow control function and the terminal must halt this-message:
till the over-congestions are dissolved Otherwise the node'can -
receive this message and can transfer to the destlnatlon through the’
- network. We call the former as the source node and the latter,;thef
‘dest1nat10n node. ' : o

At the source node, thevmeSSage”is first dividedbintd'sevetal’
packets. Then each packet of the same message is ihdepehdentiy
transfered through the network to the destination node oﬁ thevStore-_.
and—Forward~way.»'This;meanshthat each packet chooses its own path'k.

according to the routing procedure and is transmitted to the next .

node as a transmission unit. To obtaln hlgh reliability, the adJa—h

cent nodes in the network exchange the acknowledgement at each trans;
«'me551on of a‘packet. When the packet is correctly recelyed, then it
is transmitted to the next node. '

When a packet reaches its destination node, it isistored in the

reassemble buffer till all the packets of the same message arrive.



Then.the'destination node reassembleS‘these packets to the original

. message and transfers this message to the destlnatlon terminal.
Further, the dest1nat1on sends the acknowledgement to the source node
that the message_ls completely received, and requests for the next
_message;-. | ' |

1.3 Design Problemzon'Packet-Switching Computer-Communication

Networks

‘In the de51gn and operatlon of a packet sw1tch1ng computer-com-
munication networks, there are various problems to be investigated.
They’areuclassified into three classes. Those are:

;A).ZDeSign of network structure ‘

B).;Design of,switching node
ZC)' Decision of switching system‘

The’first‘class conslsts of‘the following.
_ 'Ael) Des1gn of network topology

{AQZ) Channel capac1ty a551gnment

’ A 3) Resource .allocation
'The second class consists ofrthe follow1ng
B-1) ,De51gn of the CPU ab111ty of the sw1tch1ng node (process1ng

' speed) ' ' ‘ » '

B-ZjT‘De51gn of buffer memory size

BLS) ‘Decision of the functlons of the sw1tch1ng nodev

-The third class - contalns the f0110w1ng problems.l

- C-1) Design of packet structure (packet1ng method)

C-2) Flow- control method

C-3) Rout1ng procedure

C-4) ‘Acknowledgement (ACK) method for packet retransm1551on due to
‘channel error ) » ’ |

C;S) Priority disciplineaof packet‘



For these design problene, the-performance measures to be establisﬁed
are: . _ | \
D-1) . Total commnnication cost
D-2) Throughput
D}S) Syetém efficiengyr
D-4) Message trarerse time (meseage delay)}
 D-5) Reliability = . - =~ =

These tnrée classes of designgproblems and the measures are B
related systenatically each other.; But, it is quite dlfflcult to
design the optlmal packet sw1tch1ng computer communlcatlon network
concernlng to all these Thus, when we want to model, analyze,

estlmate, and de51gn the packet sw1tch1ng network, it 1s 1nd15pen-'

>sab1e for us te establlsh the problems to be solved.

1.4 Review of the Previous Researches, ST

”During,the laet decade, there have been the numerons'inreeta~‘~ -
gations in the‘fields;of'conputer—communiCation network andppacket=
EWitching or'Store-and—Forward network‘ In thls—sectlon the br1ef
review of the previous researches on. these flelds .are presented

Concernlng to the Store- and Forward networks(S/F network), ;”p).
earliest and theé most ba51c contributions were glven by L. Klelnrock
{147 and P}Baran[ls]. Kleinrock represented_thegS/F:network,as a
network of quenes and introduced the resnltslof“PZJ;Burk[iG]"and:
J.R. Jackson[17] to this queueing network. Further,‘Klelnrock derlved
the Indepéndence Assumption and secured the validity of ‘this assump—
tion by computer 51mulat;on.A By ;ntroduc1ng thle assumpt1on, the -
queueing network can be regarded as ‘a network oflindependent queuee.p
Baranrdealt with the distribnted”communication network.forahigh re-

'1iabilityrand=presented the basic concept"of the packet"switching

teChniqne.‘



‘We will summarize some of the représentative contributions in
the area of each problem classified in ‘Sec.1.3. First, concerning
to the network structure problems, Kleinrock[14] analyzgdvéapacity
assignment, and H.Frank, et al[18] considered the network topology
and capacity assignment. On the resource allocation, W.W.Chu[l9],
P.P.S.Chen[20] inveétigafed the optimization problem of file allo-
cation. '

Second, in regard to the switching node problems,fanal&sis of
bufféring technique and design of Buffer size are the most interest-
ing and important problemé. Chu[21,22,23] gave the many and impor-
tanf Contribﬁtidns,_utiliiing the queueing theory. J.H.Chang[24]
studied the buffer of teleprdcessing system and J.F.Zeigief[ZS] an-

alyzed the nodal blocking. ' |

. Theﬁénaleis of message traverse time (meésagé1de1ay) is one of
'the hpstlimportant proBiéms iﬁ the S/F network, and is qﬁite related
"tﬁltﬁékbuffer'behaviors of the nodal prbcessing and the channel trans-
. missibﬁ;i-KleinroCk[14] gave the basic analysis of message delay in
7;fheAﬁéé;agé switchihg network. 'GlL.Fultz[ZG] analyzed the.messagg
delay“iﬁ the packet switching, utiiizing the fesults of-Kleinrock.
‘He déalt.with the priority of packets.regarding to the paéket length.

_'Third, there are mény technical problems céncerning to the de-
‘ﬁiéion:of the-switching.systeh;' T@e design of.ﬁacket étfucture_(in-
éluding the design of blockilengtﬂiand format) was investigated by
,bE.B.VWoovd[27]', Chu[28]. They dealt with the optimization of fixed
length of signle block. R.LtKirlip{2§i/studied'the type of variable
length block. | - | | '

The routing procedure is one of the.mogt intéresting énd'impqr-
tant problems and there are many contributions in this area.  R.T. V

:' Prosser investigated the random xouting[Sb] and directory routing[31].



B.W.Bohehm[32] and Fultz[33] examined some adaptive: routlng and ‘ob- .
tained the 1nterest1ng results. Flow control is the rmportant tech-
nique to prevent an S/F network from over- congestlon as well as
routing ptocedure. R. E Kahn[34] showed the method in the ARPA NET
D.W.Davies [35] presented the Isarithmic method. ‘According to this
Isarithmic network, W:L.Price[36,37] analyzed the behavior by com--
puter“simulation and showedithe interesting results. “
The retransmission: of data network was 1nvest1gated by R. J
Henice[38,39]. A.G.Gatfield[50] studied the ARQ technique on the
satellite channel. The packet switching w1th this satellite channeli
is the interesting technlque Kle1nrock[40], L.G. Roberts[41] inves-

tigated thé access methods in the satellite packet sw1tch1ng

- 1.5 Research Problems

Most of the contributions shown in Sec.l.4 dealt 'with the mes -
‘sage switching network and there exist onlyVaﬂfew,works_concerning
to the packet switching. The results of the message switching (i.e.
model, analysis, measures, and technology) may be approx1mate1y ap-
plied to the packet switching, but'can not cover all:the»problems

of the packet 5W1tch1ng with suff1c1ent accuracy

In this the51s, we 1nvest1gate some of these problems and attack
to analyze the problems which are unsolved and/or unexplolted. T We

summarize them as follow.

‘1) Packetlng methods This'means the»transforming algorithm
from a message to several packets. We present‘four types_ofi
packeting methodsrand‘represent mathenatical models of them.
Defining the packet transmission efficiency and packet etror

Viate as performanceAmeasures, we analyze four packeting methods.

2) Analysis of delivering behavior of packet-sequence of the same

message:' Under the fixed routing, all packets of the same



3)

4)

5)

6)

message pass the same route. These packet-sequences are inter-

“vened by many packets of other messages on the traversing net-

work. We model and analyze these processes.

The prediction of message traverse time: Regarding tc -this

problem, there exist several contributions. We discuss on. this

problem from the aspects of two unique points. One is the gen-
eral representation of packet composition (packet format). The
other is that reassemble delay is derived from the'analysis of

packet intervening process.

‘Packet-ACK method: On-packét retransmission, there exist

few contributions that dealt with ackndwledgement (ACK) methdd.
We classify these ACK method and define two measures. Further,
we present two multi-ACK control methods. Regarding to two meas-

ures, we analyze these ACK methods.

. The analysis of the Isarithmic flow control method: Price

investigated this problem by computer simulation, but there exists
no theoretical analysis. We represent one switching node in the
Isarithmic network as the model of'duplicated queueing system

and analyze it. Furthermore, we present some imprévements and .
show their advantages.

The block switching method: Concerning to the various and

wide characteristics of the traffic in the computer-communication

network, the packet switching has some disadvatages. To improve

- these, we present the block switching method. This method is

one of the hybrid switchings and based upon the packet switching.

We describe the concept of this method and show the comparison

-of the throughputs of three switching methods.
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CHAPTER 2
PACKETING METHODS
. 2;1' Introdﬁction

In packet switching network, the messages are divided into stand-
ardized packets at the source node. We call this process packeting.
For packeting, basically, two methods are -considered. Those are:

1) _Fixed léngth packeting
2) Variable length packeting

In the first case, only a few typeélof packets are permitted in
the ﬁetwork. Since the number of types of packets is small, the
switching process of packet is very easy in—the switching node. But,'
on composing packet, dummy bits (null bits) are added to make the
packet length constant. k | k

In the second case; only the maximum length of packet is deter-
mined. So each packet has a different length according to the orig-

“inal message, and does not need any dummy bits. When a packet is
stored in the buffer-memory of switching node, it is settled in the
buffer block of fixed size which is equal‘to the maximum length qf
packets. PFurther, in this case, switching process is more complicated
than the case of fixed length packeting. Thus,'this thesis discusses
on the fixed iength packeting;

In packeting a message, each ﬁacket is composed of a certain
number of segments (or blocks).. A segment has a fixed length. It is
a transmission unit and is equal to the size of the buffer-memory
unit., The number of segménts in the packet is determined by the
packeting method. Thé first segment of fhe packet has the header
Which_céntains housekeeping bits. Each segment has check bits for
channel error detection. In most case, the last segment has dummy

‘bits to make the segment length constant. The examples of packet

11



are shown in Fig.2.1.

ThlS chapter presents four types of packetlng methods and also
represents them mathematically. To evaluate these methods, transmis-
" sion efficiency Ny is defined. “Through packet error rate,'expected
number of Tetransmission, and Nps packeting methods are analyzed and
Compéred.

. To'analyze these, the f0110wing assumptions are introduced.
3 Z.i)‘,The,messagevléngth has an éxpoﬁential distribution withrmean m.
,2;2) Channel efrorrduring tranémissidﬁ is ‘independent of each other -

. and bit error rate 1is defined as q. |

2.3) On rece1v1ng a packet, any channel error can be detected, and

when channel error occurs, the same- packet is retransmltted

"2.Z> Packéting Methods and Mathematical Models

Patketing method is ‘the algorithm to compose a certain number

'of segments into packet and can be mathematically represented by the

R follow1ng four items.

7})v[The set of packets defined as P, whose elements are the number
‘, bf segments that a packet cén have

-.2) 'Ppm(i) :‘Probability that i packeﬁs occur when a meséage is
- _packeted

3) .Pépﬁi) : Probability that a packet contalns i segments

4) VEsm(i) : Expectation that i segment-packet occurs per one message
From the définition, Psp(i) is denoted by Esm(i) as follows.

. E__ (i) : :
P (i) = >~ - (2.1)
P I E ()
jeP
On the following four packeting methods, P, P (1), and E (i) are

)derivéd—and,represented.

12



2.2.1 Single Packeting

Each packet is composed of. one segment-packet. The set of

packet is
p=1{11} (2.2)
The probability Ppm(i) and the expectation E_ (i) are
Ppm(i) =»F{im(Ll—LZ—LS)}—F{(i—l)m(Ll—Lz-L3)} : (2.3)
Bon(1){= I 3P 3) i1
J . (2.4)

1= 0 i>2

An example of this packeting is shown in Fig.2.1 (a).

2.2.2 Sequential Packeting

] The_meésages are packeted into one-segment-packet to N-segment-
packet according to their lengths.. If the message length x is so
long and cannot be included in N-segment-packet, i.e.

,jm(NLl—LZ—NL3)+m[(i—l)Ll-L2+6(i-1)L2-(i-l)L3]<x
;jm(NLl-Lz—NLS)+m(iL1-L2-iLs) ' . (2.5)

where ( j=1,2,....: i=1,2,....,N-1)

§(i-1) = 1 i=1
= 0 . i#l
the message is divided into j packets of N-segment-packet and one

.i-segment-packet. The set of packets P, Ppm(i), and Esm(i) are

P = {1,2,3,-.-0‘,N} (2 6)

Pon(i) = F{im(NLl-Lz-NLS)}-F{(i—l)m(NLl-L2~NL3)} (2.7)

13



-

M8

[F{Jm(NL L2 -NL )+m(1L L -iL )} F{Jm(NL -L

-NL )
2
j=0

+m(<i—I>L1eL2—<i-l>L$)*6(i-l)mLz}] ieP, ‘i#NV

sm

ZO[F{(J+1)m(NL -L,- NLSJ} F{Jm(NL L -NL,)
j= -

+m(<N 1>L; -L,-<N-1>L, )}+JP (1+1)] i=N  (2.8)

~—

An example of thlsypacketlng methqd is shown in Fig.2.1 (b).

2.2.3 Exponential Packeting

_‘The'types of packets of this method are 2i4segment-packet (i=1,
2,..,N); then fhe set of packets P is -

= 11,2,4,.......,2% . o (2.9)-'
V-Accordimg'to.the length”of mesSage,'packets are composed imvorder to
.m1n1m1ze the non-information blts, i.e. dummy.bits which occur in
rpacketlng, and housekeeplng b1ts Cons1der1ng a phase with the cycle

: of the length Am—m(Z L L2-2 L3) and the states (1 2 3, ..,2 ) in each

phase, the range where the message with length b becomes j phase k

state is . )
COXGLk-1) < x £ X(G,K) y . . (2.10)
,Wherev" 7 N N . ;
e X(3,k) = Jm(2 Ly-Ly-2 Ly)ém (kL) -w<k>L,-KLy)
G =0,1,2,.0.... s ko =1,2,4,....,20)
CX(G,0) =Nxcj—1 ,2N
w(k) = 1 2
1=0

.52 N
N k = ak0+ak1-2+akz 2%+ v *an’ 27 . (akl is 0 or 1)
iThe message which belongs-to j phase k state is packeted to (3+akN)
packets Qf ZN-segment packet and dys packet of 2 -segment packet

'(1 1 32, . ,N- 1). The probablllty PPm(i) and the’ expectatlon Esm(;) are
given by - , .
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i 2
P (1) ?20 kzlﬁ{i—j-w(k).}-[F'{X(j;k)}-F{X(J’,k-‘l)\}] (2.11)

i 2 ’ '
Egm(i) =jZO kglaki-[F{x(j,k)}-F{X(j,k-l)}] iep, ig2N

=-25[P{X(j 2N R (G, 2N 1) Y4 LR (X<j 41, 00)
)=
N

-F(X<j,0>)1}] i=2 . : (2.12)

An example of this packeting is shown in Fig.2.1 (c).

2.2.4 Complex Packeting

The set of peckets P of this method is

Moy, oM ML M2 )

P= {1,2,3,...,2 Ny (2.13)

As with Exponential packeting,“considering the phase'&i;h the cycle
‘of the length Am=m(2NL -LZ—ZNL ) and the states (1 Ziaciey ZN) in each: 
bhase The range where the message w1th length X becomes i phase k .

state is

CX(JLk-1)<xX(GL,K) | B 2
‘where ( §=1,2,....; k=1,2,....,2N) - AT
P e . o
X(,k) = Jmcz,Ll—Lz-zNL3)+ka1-{w(k)+1+5(A<k>)}mL2:ka3
N : - o ’ "
w(k) = § a,. A(X)=k (mod 27

- ‘— ) " .‘ - 2 ‘....‘I - N
k = aygragy Zray, 2% tapyt2

‘The message which belongs to j phase k state is: d1v1ded into (J+akN),A
paekets of_ZNfsegment-packet S[A(k)-i] packet.- of i- segment packet' '“

(i-1,2,. 2 -1) and a acket of 2% -segment- packet .(i=M M+1 R
S LE ki P g

, N-l); The probablllty P (1) and the expectation E (11vare_repre-“"
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sented as follows.

N
© 2 .
P (i) = § T e{k-j-w(k)-1+8(A<k>-2N)}e[FIX(j,K)}
pm j=0 k=1

“F{X(j,k-1)}] ' ’ (2.15)
¢ = 2N : '
-1 L SAGO- [FIXG L0 -FIXG k-1 1gig2™a

j=0 k= o

oo ZN

E o, (1) =jZO kzlaki-[F{X(j,k)}-F{X(j,k—l)}] iep, 2McicoN-1

- L [FIXG 2 1-FX (G, 2V 1) e (R (x<j+1,05)

j= :
\-F(X<j,0>)}]' i=2N (2.16)

An example of this packeting method is shown in Fig.2.1 (d).

2.3 Packet Retransmission due to Channel Error

On transmitting a packet to the adjacent node, the probability
oy that one segment is transmitted without any error is

o = (1-9™1 | (2.17)
wheré q is a bit error rate.
Similarly, the probability oy that i-segment-packet is transmitted

‘without any error is

;= (1M - (2.18)
So, the probability €5 that some channel errors occur on transmitting

i-segment-packet is given by
e, = 1-a; = 1-(1-9)*™1 (2.19)

Consequently, the probability e, defined as packet error rate, that
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%y Housekeeping bits

Message bits
'[:::] Dummy bits

Check bits

m = 500 L1.= 0.2 L2 = 0,04 L3 =0.02  x = 540

- Fig. 2.1 Example of packeting methods
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the packet is erroneously transmitted becomes

€ =i§PPsp(i)-;i = 1-1§Ppsp(i).ai (2.20)

Then, utilizing thesé probability, the expected numbér‘of retrans-
mission can be obtained. According to the assumption, any channel
errors during transmission can be deteﬁted at the receiving node and
a retransmission is required to the sending node. The expected
number of the retransmissioh of packet is derived aS'folldﬁs.

Using N and o the mean number of transmission per i-segment-

packet, y. is

i
Y. ='C!-+2’€-'(X.+3'€?‘Ct +""""*I.1'€n-1’0. +ecseee
i i i 71 i1 i i
= i S ! .
- 2 -
(1 ei) 1 g _ (2.21)

Then, on;every packeting method, the mean number.of transmission per
one packet, vy is
Y =.Z Psp'(Ai);Yi =V P__(i)- . : (2.22)

ieP iep SP I-Ei

Hence, the expected number of retransmission per one packet, w is

€.

o= yl= TR () - S
ieP l-ei

2.4 Transmission Efficiency

On determining the packeting method, or further on designing
the channel capacity of packet-switching computer networks, the
efficiency of transmission is one of the most essential evaluation
measures.‘ In order to measure this quantitatively, the transmission-
efficiency N is defined as the ratio of the meésagé bits to the all

transmitted bits required to transmit one message to the adjacent
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node perfectly.
Generally, all transmitted bits between any pair of node are com-
posed of the following factors.
1) Message bits (information bits)
'2) Non-information bits consisted of the housekeeping bits, cheﬁk
bits, and dummy bits ' '
3) Retransmitted packet bits due to a channel error
4) Packet acknéwledgement bits (between neighbouring- two nodes)
5) Message acknoﬁledgement bits (between the source node and the‘
destination node) ’
6) Control information bits for channel control, communication-
buffer'control'énd SO on.
7) Route information bits
- -The first and the second indicate the bits that compose packets,
-and the third is the retransmission packet. The fourth is the ac-
knowledgement information that the receiving node (NR) transmits to
the sending node (NT)‘for informing the receipt-state. ClasSifying
roughly, there are three methods aboﬁt the packet acknowledgement.f
i) Positive acknowledgement (P-ACK) : Only when NR receiyes packet
correctly, it transmits ACK tO'Nﬁ. 7
ii) Negative acknowledgement (N-ACK) : Only when NR recei#es packét
. faultly, it transmits ACK to NT' )
:iii) All acknowledgement (A-ACK) : Whenever Np receives packet, it~
informs to NI about receipt-state,.
The fifth concerné with the acknowledgement that- the destination node

(ND) transmits to the source node (NS); when ND receives all packets

of the same message. If the route of packets changes according to

T In Chapter 5, the packet-ACK methods are discussed in detail.
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time, it is quite difficult to take (5) into consideration on packet
transmission efficiency precisely. So, if acting time is long enough,
it may be assumed that the message-ACK relates with its message al-
most one to one. About (6) and (7), characteristics of transmitted
bits are very fluctuated according to their methods. Otherwise, they
may be processed by subchannel. Hence, we do not take (6) and (7)
into consideration.

Above all, comsidering (1)-(5), the transmission efficiency N

is represented as follows.

O | S | (2.24)

n
T )
L1 m ST

where ST is the sum of segments consisted of packets, retransmitted

packets, packet-ACK, and message-ACK and is derived as follows,

% : *
S, = L,+ } E__(i)+{iv,+BLc} : (2.25)
- 7T 4-ieP sm i 5 | _
% % - v
Here, L4, L5 are the rate of message-ACK and packet-ACK to one seg-

ment length. "And B is classified according to ACK methods as fol-

lows.
=1 where P-ACK
8 = Yi_l where N-ACK
= v where A-ACK
Consequently, Ny is
_ 1 (2.26)

T i) Y- {i gL}
L,-[L,+} E_ (1)-1i-Y;¥B Ly
1 4ieP sm * .
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2.5 Calculated Results and Considerations

On the four packeting methods, packet error rate €, the ekpécted
number of retransmission w and the transmission efficiency ny are

calculated. These results are shown and discussed below, On calcu-
' 3

lating, the average message length m is chosen as 10

Fig.2.2 represents q-e characteristics. When the bit error rate

q is in the range from 1077 to-10'4, e; is small enough, so the dif-
ference between o and is .
€
10719
Single
Sequential ng
L.=0.5
L,=0.2 1
1 L,=0.1
L,=0.1 2
2 L.=0.025
L3=0.01 3
N =10 Exponential
1072} : g L,=0.2
L2=0.1
L3—0.01
N =7
'Complex
" | _ 1,=0.2
1077} 1,20.1
L3=0.01
N =5
M =3
PPV - . - )
10 4
1077 1078 107% 1000 g
‘Fig. 2.2 Packet error rate versus bit error rate
(m=1000) . | ‘
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1

Sequential

L2=0.1

N =10

Exponential

Complex L2=0.1
L2=0.1 N =7
N =5 ) .
M =3

Fig.

— R
0,1 0.2 0.3 0.4 0.5 0.6 0.7 :0.8
2.3 Transm1551on eff1c1ency versus rate of segment

_ length to message length.Ll, in the case that

check bits length varies in proportion to segment

length ( Lg = 0.05 x L, m = 1000, q = 107% )
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g2

wg = T P (i) —i= = T P__(i)-e2+(1l+e.) S (2.27)
iEP SP l—ei iep SP 1 1 :

Therefore, q-c characteristics and q-w characteristics can be consid-
ered as the same characteristics. From Fig.2.2, it is obvious that
e and w linearly-change as ‘q changes.

-Fig.2.3 and Fig.2.4 represent Ll-nT chéracteristics,about N-ACK
of four packeting, where L3=0.0$xL1 on Fig.2.3 and L3=0.0S on Fig.2.4.
In both cases, Complex packeting and Sequential packeting have almost
similar characteristics and higher efficiency than other two packet-.

ings. It is remarkable that Single packeting has low efficiency.

nT |
+ Complex Sequential
= L,=0.1
o005 //ﬁ 1 =0.05
L3=0.05 3=0. :
0.5F N'=5 Exponential N =10
M =3  L,=0.1
L3=0f05
N =7
0.4}
0.3¢f -

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Fig. 2.4 Transmission efficiency versus Ll’ in the case that )
check bits length is fixed ( L, = 0.05, m=1000, q=10"%)
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Fig.Z.S represents Ll-nT characteristics about the three ACK
methods of Sequential packeting. The transmission efficiency of N-
ACK is 20% lower than the one of ACK-free, and P-ACK and A-ACK are
15% down to N-ACK. Here, an ACK-packet has the same iength as the
one-segment-packet. Hence, if LZ and L; are smaller than this,
the transmission efficiency of the three ACK methods will be improved.

Fig.2.6 represenis a-Nq gharacteristics. The retranéhitted
packets affect greatly Tps where q is larger than 10-4, but if q is

6 .

smaller than 10 -, the effect is negligible.

Ty
\
ACK and Error-free
ACK-free
0.7 p
0.6t ‘ |
P-ACK, A-ACK
®
L4=1
*—
. Ls—l
0.5
. R . : s L
0.4 R . . , N 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Fig Fig. 2.5 Transmission efficiency for three ACK methods

(n=1000, q=10"%)
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2.

Conclusion

This chapter presents four types of packeting methodsvand'math—

ematically represents them. Further, as the evaluation measures, the -

packet error rate e, the expected number of retransmission w, and the

transmission efficiency Ny are defined. Utilizing these, the packet-

ing methods are analyzed and compared. As the results, the following

are obtained.

1Y)
2)

3)
4)

5)

6)

Regarding €.and -w, the Single packeting is the best.

Regarding Nps the Sequential and the Complex packeting show al-
most similar characteristics and have the highest efficiency.
The ¢ and w aré linearly changed as q changes.

5, the effects of retrans-

On condition that q is smaller than 10
mission packets on Np. are negligible.

Non-information bits in packet and acknowledgement bits for re-
transmission egtremelyiaffect N, SO these cannot be neglected.

As L characteristics has the maximum value, so it is possible

17 ,
to design the optimal packet format on n. .
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Fig. 2.6 Transmission efficiency versus bit error rate
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CHAPTER 3
ANALYSIS OF DELIVERING BEHAVIOR
OF PACKET SEQUENCE IN THE NETWORK

3.1 Introduction

In evaluating and designing packet-switching computer-commﬁni-
cation.netwofk,Aﬁessége traverse time is one of the most important V
measures. The message traverse time consists of. the transmission
delaf and the reassemble delay. As discussed in the néxt'chapter;
.the former is analyzed on the bésis of queueing problems. The lat; '
fer is, however, unique to packét switching system.. We define this
as thé-time’difference between the érrival of the first packet and
that of the finallpacket,at the destination, that beiong to the same
hessage. Then, the reassemble delay greatly depends.on the numberv
of intervening packet between the packet-sequence of the same mes-
sage. | v . '

Furthermére packet switching can be regarded as a kind of timeb
division multiplexing transmission system. In this switching, mes-
sages are generally divided into several packets, and these packetSTT
are transmitted independently. When we watch at a spec1f1c trans-f
mission channel, packets of the same messages -do not always contlnue
but frequently packets, which belong to the various messages, are
mixed together. Thus, the effect of this TDM is dynamically or nat-
urally given.. It is interesting to investigate the grade of mixture
among the packets of the various messages . o

This chapter discusses on the probability den51ty funct1on of
‘the‘packet-lntervenlng'number‘between packet-sequence. _The validity
of the analysis adopted in this chapter is confirmed by the simula-
tion onvSingle packeting. The mean ﬁumber of intervening packet and

the expectation of intervening bit rates are derived for the varipus,f
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packeting methods.

3.2 Delivering Model

As described in Chapter 1, the analysis of this thesis is limit-
ed to computer-communication networks (i.e. high-level networks) and
local networks (i.e. low-level networks), that consist of large com-
puters and terminals, are assumed to be the message source and sink.

Further, we adopt a fixed routing procedure or a directory rout-
ing procedure, for the algorithm that decides the outgoing channel.
In the former case, the overall path of packets is uniquely deter-
mined corresponding to the pair of the nodes of the source and the
destination. In the latter case, the packets can select.the best
path at that time among some fixed routingé. In both cases, packets
of the same message take the same fixed routing. Therefore, for

packet-sequence that belongs to the same message, computer-communi -

the zeroth the first the k-th  the (d-1)- the d-th
step step step th step step
: e R |

® ®

PR QRN

acket- . : Téassem
gng’ | bling |-
message . meélage

Fig. 3.1 Network model
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cation network can be transformed to a series-type network showp_inr'
Fig.3.1. o e
| As shown in Fig.3. 1 the messages are packeted at the node N
- and then packet sequence is transmitted to the destlnatlon ‘through
Vseveral nodes. In this transmlttlngrprocess,ﬂsome packets of other
“messages.are~interveﬁing'packet-sequence. At the destination node
' D’ packets are restored untill all packets of the same  message ar-
rive and then they are reassembled to the orlglnal message.
Each sw1tch1ng node in the network is represented by a. model
~shown in F1g,3.2.,‘The input and the output control buffers are taken’
es,onersegment length. Similarly, transmission. and receptlon between
sw1tch1ng nodes. are performed taklng a segment as a un1t 1ength

When all the segments in.one packet are recelved the channel

is opened and another packet can utilize it. The received packets

CPU
input control f{}' output control
buffer - buffer _
marked input channel l ‘ 4 ‘ marked output channel
Li- — — ‘ ' ‘ Lo
‘ — store-and- ‘
input : ; _ - ; output
' ‘ ] ]
- channels L. o ¢ {forward buffey ! ' -cha?nels
A : . ] 1
t ] LO‘
packeting v ' rgeiigm-
message = ) . . message -

3

Fig. 3.2 ' Switching node model

29



_éfé stored in the communication buffer and subjected to be switched.
' _ Now, we define the source node and the output channel to the

’ first'node as the zero-tﬂ step as shown in Fig.3.1. Similarly, the

k-th node and theidutput channel to th; (k+1)-th node are defined

as the k-th step. '
Furthe:mcrgk:the following;assumptionsagre.introduced»for anal-

YSiS.‘,_ i , | . R ' . R ; .

3.1} The ave?égelﬁumbérg&ftééckets that arrive from channel i and
_are transfe?ed‘through chan@el,j is denotedvby r§§). So the

input traffic at a;nqde-Nk;is_gjven by the traffic matrix

L R "[ri('qul'-
v 3;2}1 Thé»timeEréQuirédvfﬁr switching process (i;e. error détecfion,
| "output chaﬁnel'con;rdi étc.) at sWitching node is\much.smallér.
thaﬁ,thégfr#nsmissi§n»timéuand:can‘Bé neglecied. |
3.3) The”tfansferTof méSsag&sifromlthe:cbmmunication buffer to the
 reassemb1e.buffér'is so fast thatAmessages cannot compose queue.
’3.4) A utilizationrfactqr-of each channel is sufficieﬁtly large and.
‘ null-traﬁSmissionrfime:bétWeen tﬁo.packets.in the same message
s negligible. ; | | |
3.5) In Fig.3.2, thé packet .generated at node N can be consideréd '
to be t;ansmi:tedbthrough_an input channel. Simiiarly,,the .
packet‘texﬁinated étvndde-N can be assumed to go out through

an output channel.

3.3 Definition of Packet Intervention .

In the packet switching, switching tasks at each node and transfv
mission are performed by taking a packet as a unit. However, trans-
fer control and reception control at the nodes are performed by tak-

ing-‘a segment as a unit. Therefore, sometimes several packets are
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received and/or sendednthrough different'channeIS‘simultaneoa51Y'
When a packet-sequence of the same message traverses in the" network
packets of different messages may. 1ntervene between.thls sequence.
‘Then, the definition of packet 1nterven1ng,,dropp1ng-o£ 1nterven1ng

, packets, and the interfening number of packet betWeen'two packets in
the same message, are‘given in the following. | o

‘Definition 3.1 In Fig.3.2, let us denote the packet-sequence by

(...:?1, Pz,,...}, which arrives at the node seqnentially_fromran in-
putrchannel Lé. Now, we consider that, during the reception of packet
‘Pi'after the\completion,of'the ;eception'of’the:preceding packet Pl’
- packet Pa, whose output channel is L1~as P1 and Pz, is completely ‘
received from one of the input channels L‘ Then, the packet P’ in-
tervenes between packet P1 and P2 So, the packet sequence wh1ch is
vtransmltted to the next node through channel L is denoted by (..
:Pl’ 0, Pz,....). We deflne this as packet 1nterven1ng.

Definition 3.2 ~ In the packet sequence (Pol’ 62*""’ Pé.) which

at the reception from an 1nput channel

intervenes between P1 and P2
Li’ some_packete (for example POZ""" ) may be transfered through'
an cutput'channel Lar,'which_djfferspfrom the_output channel Lo of . '

packet P and PZ‘ Since the packets do not pass channel L0 s they

1
do not intervene between P1 and P2 on transmitting via channel L .
Therefore, these packets are con51dered to be w1thdrawn from the in-
terventlen between Pl and P2 at the instance when the receptlon of
these packets is completed at that node. The remainder (3. e. PBI)

'still intervenes between P1 and P2 at this step.

vDefinition 3.3 ‘The intervening number nk5at‘the k-th step between
Pl and P on the output channel at the k-th step. It is assumed'here,
that'Pi and P are adJacent packets belonglng to the same- message,

and that the intervening‘packet between them belongs to a different

message.
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3.4 Markov Property of Intervening Number

To analyze the probability distribution of the intervening num-

ber,»we;introduce the following two approximations.

Approximation 3.1 ' The number of segments in the packet is given-
~ by ‘the probability density funetion P (i) i

Approximation 3.2 The dropping of 1nterven1ng packets at any step

N

occurs independently and randomly.

Considering these approximations, the intervening number nk,at

the k-th step is enly dependent on the intervening number~nk_1 at the
(k-1)-th step. So, we represent n, as follows.
nk = nk-l * Dine,k-1 " Pdrp,k-1 (3.1

where n. is the intervening number of packets that are gener-

int,k-1
ated at the (k-1)-th step, and ndrp k-1 is the dropp1ng number of
" the 1nterven1ng packets which are withdrawn at the (k-1)-th step
Now, we-denote by Sn the state thet the 1nterven1ng number is
n. Further, we expresslby Xi the state at the k-th step. " So, Xk =
_ S means that the state at the k-th step ié S . Since Xk is only
dependent on Xk 1° it is clear that the state sequence (Xk) forms a
_51mp1e Markov chain contalnlng enumerable 1nf1n1te number of the

states ..

We deflne the state probablllty vector Sk as follows.

sv = { Pko, Prgs **0* Pygs o0 } o tS.Z)
whete Pri means the probabzllty that the intervening number at the
k-th step is i.-
At the zeroﬁth,step,»the.meesage is generated and packeted

within a much shorter time than a packet transmission time, and then

packetfsequence”is transmitted sequentially to the next node. There-

+ This probability function is described in Chapter 2.
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fore, no intérveningbtakes place at this step and the state probabil-

ity vector has the folldwing initial vector SO. .
§ = 11,0, 0yuennn } o ' (3.3)

" For.obtaining Sk“at a node k, we need Sk 1 and the state transition

probability matrix T . The element t(k b
. k-1 ’k 1}

-of the (i+1)-th row
 and the (j+1)-th column in this matrix Tk-l,k represents the‘stafe_
transition probability from state Sj at the (k-1)-th step to state
Si at the k-th step. Utilizing these matrices, the following rela-

. tions are established.

§ =5

k k-l’Tk-l,k

= 54T o 17T T ~ RCEL))

Here, the state transition probability t(§) is represented as follows.

k : : : -
t§j) = Plny=i/my g=ib o (3.5)

The'interventibn-generating number and the dropping number are inde-

pendent each other.b Thus,‘Eq.(S.S) is rewritten as follows using :

Eq.(3.1).
L ] i e '
ti50 < P{nlnt k ~ Pdrp;k 7t /~nk—1_1}—
?xz_x R L PR S S
R

x P{n (3.6)

arp,k~%a / "g-17iH]

where x5 and e are non-negative integers. In the next section, we
obtain this state transition probability and further the state prob-

‘ab111ty vector S, by analyzing these dropping probability and the

k’
intervention-generating probablllty.



3.5 Probability Density Function of Intervening Number

In the previous section, it is shown that the intervening num-
ber at any step forms a simple Markov chian and the initial state.
probability vector is given. At this point, we need only to know the
state transition probability matrix Tk-l,k' The element of this

- matrix (i,é.'t£§’1)=P{nk=j/nk_l=i}) consists of the dropping proba-

bility and the intervention-generating probability. In this section
we. derive these probabilities and mention the limit dlstrlbutlon of

1nterven1ng number for infinite step number.

3.5.1 Inteivention-generating»Probability

We have defined intervening-generating probability as the prob-
ability that a packet of other messages intervenes between adjacent
packet P, and P, of the same message.

Because of a large number of input channels, arrival of packets
at each node‘is random. Hence, the generation of intervening packets
is also rand&m. In one-step transmiésion, the number of packets that
newly intervenes between Py and»P2 depends on the time separation of
the receptiop of P1 and P2 at the node of this step, and the avérage'
intervening number per unit time, i.e. the intervening rate. At the
k-th step, we denote the former by dk and the latter by r;.

The time separation dk depends on the intervening number noy
at the preceding step, the number of each intervening packet and the
transmission time of omne Segment i.e. uk.* ‘From Approximation 3.1,
the total number of segments which are transmittgd.on the (k-1)-th
channel from the receipt time of P1 till P2 is completely received

at the k-th node, is given by the probability density function P i)

seg

T We define this uy as transmission:unit-time.

34



- k-1 :
P G/ )= I { TT P, Gt iomy g
k-1 L P
seg i . Jl+32+- +j (nk_1+1)=i L=1

t=.05‘ | 0<i<my T (3.7)
Letting the channel capacity at the (k-1)-th step be Cy-1» the

time required for traﬁsmitting one segment, up ;. is given by

m-L

ll~_ = (3.8)
k-17 G, ,

where m is the average message length and L1 is the-ratiofof'gﬁe
segméntllength to m. From Assumption 3.4, there is no null time on

transmitting channel between P1

and PZ‘ Thus, the time difference

dk is given by

Prqb{dk?i'uk-l} = Pseg(i/nk~1) o (3°91

The average intervening number r; meaﬁs the average number of

packets which arrive from channel L{ besides L; and are transfered
through Log Now,‘r; is given by

o (K)

( 3.10
ie{L;} 1olo (.10,

So, the intervening.raté>1;, which is the average intervening number
per transmission-unit-time, is given by ‘
S =‘“k-1‘r; o eay
Therefore, when the intervening number of the (k-l);th stép is ;
equal to n, the intervention-generating ﬁfobability Pint(i/nl_that

i intervening packets occur at the k-th step is given by .

. (n+1)-max{P} Craa®i Jiq® . h
Pine(i/m) = j=§;1‘ [Pseg(j/n).{JAk} exp (-3 2y N ERES

! '
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3.5.2. .Dropping Probability'of Intervening Packets

. The packets which drop at the k—th»step belong to. the interven-
‘ing packets at the (k-1)-th step. Thus, the dropping numbef of the
intervening packet at the k-th step depends on the intervening num-
ber nk 1 at the (k 1)-th step and the dropping rate q; at this step.
" The . dropplng rate U is defined as the ratio of the traffic

. which transfers through L0 besides Lo’ to all 1pput traffic from

channel Li‘ So, qk is given by

(k)
Q= : (k) (3.13)

,Frovapproximation 3.2, dropping of each intervening packet oc-
~ curs indebendently with probébility'qk. Thu$;~itfis clear that the
number of dropping‘péckets ét eaéh step‘obeys.the binominal distribu-
tion with_rate'qk. If,;he intervening‘nﬁmber.nk_l at the (k-1)-th-
step is equalbtq n, the»prdbaﬁility Pdrp(i/n} that i packets are ..

dropping at the k-th step among n packets is given by

Parp(i/m) = [C; age (1-q )™ ? n21

1 ' , n=0, i=0 (3.14)

" 3.5.3 State Transition Probability

As represented in Eq.(3.5), the state transition probability t§§)

is the probabilityrthét the intervening number n, of the k-th step
is j; under the condition that'nk_1 is equal to i. Adopting P t(1/n)

and Pdrp(i/n), Eq.(3:6) is rewritten as follows.
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M. )

13 [P{nint,k=xi/nk-1=i}

x;"Xxg=)-1 .
* P{ndrp,k=xd/nk-1=i}]

B _.z —3 .3 1nt{x /1} x Pdrp{xd/i}] (3.15)
x;"Xg=i-i
Therefore, from Eqs. (3.12), (3.14), and (3.15), t§§) is represented

as follows.

(x) _d 1., 1-i
Ptran(sl’ “3 Zzo{icl\qk (1 gk)
(i+1) -max{P}" : n+1.
x ) [{ 3 ST R <5 )]
n=i+l 31+32+---+J +1°D T= 1

.‘t +j-1 . %
(n-2y) exp ( n_lk)
(2+j-i)!

X

1} igj

) (s, 80 =

1+i-j, j-1
tran ] (1-q4)

Zgo{icz+i-3 .

(i+1)-max{P} ‘ n+l

x 1 [ ) (TT P <i >)
g:i‘kl. J1+Jz+.oo+J +1-—n -r__l Sp I' }

(n*A;)ZexpC-n-A:) .
) a— 1} i>j (3.16)

where jreP

3.5.4 State Probability and the Limit Distribution

Given channel capacity Ck>and traffic matrikxﬁk at each step.: .
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we can obtain the intervening %ate_A; and- the dropping rate q; and,
further, the state transition probability matrix Tk—l,k‘ With this
matrix_'f‘k__l,k and the initial state probability vector §0, we can
derive the state probability vector Ek at any step, from Eq.(3.4).

If we wént to define the probability density function of the
interveniﬁg number (we denote this by f£§l(i) at the k-th step}, this
function can be obtained-easily by the vector §k as follows.

) iy < p. | . , '
Eine (1) = Py | R
where P., is the (i+1)-th elements of Qk, We note that this function
is utilized for deriving the reassemble delay in the nekt chapter.

Now, we discuss the limit distribution of this vector § When

x*
the network under consideration_is uniform, the input traffic matrix
and the channelbcapacity atréach step are equal,?i.e; tﬁe following
condition o

‘ * - . .
Ag = XO s G = Ay » Gy = Co : k>0 (3.18)
is established. Then, the state transition probability matrix is

equal at all steps.

T =T =ooo&=']_?" = esess =-T

To,1 = T1,2 ~ T-1,k% (3.19)

Hence, from Eqs. (3.19) and (3.4), the state probability vector ék

can be simplified as

C ek |
5, = 5, (TQ) o , | (3.20)

i This situation may not be realistic, but in a few special case

(for example, in a loop computer network), it is interesting to

consider this situation.
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* -
When Ak and 9 satisfy

* v
At (I-qp) #°0 ' (3.21)
all the elements of Ti‘i x become positive.
3

Therefore, the state sequence (Xk) of intervening number forms .

a strongly ergodic Markov chain. Therefore, the following are estab-.

lished.
lim (TH" = T, (3.22)
nrow
5, = 5,°T . - (3.23)

The 1limit of the state probability vector is easily obtained as the

solution of the following.

5,=8.%, (3.24)

@ (o]

3.6 Numerical Results énd Consideration

- To examine the validity of two approkimations; we comparetanalyt-'
ical results and simulations on the probability density function

f (i). In simulations, two approkimations are not. introduced. we;]r

int
consider a three-step network with four nodes—in:éeries»asvshOWn in
Fig.3.1. o T

' The simulation is made by use of SOL(Simulatioh Orieniedlﬁanguagé)
of FACOM 230/60 Computer in Kyoto University{ Fig.S.S shows the

calculated and the simulation iesﬁlts for L1=0.S, L2=0.1, L3=0.0,+'

% , :
l0=0.3 and q0=0.6. A good agreement is seen between the results of
_ theory and simulation. We can insist that two approximations are
very suitable. A ,

As numerical examples, some results are presented. We select

T L2 and L; are defined in Chapter 2.
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Fig. 3.3

A comparison between theoretical value-and

simulation value on Single packeting method
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three packeting methods, i.e. Single, Sequential_(N=10), ond Complex
(M=3,N=5). The parameter Ll’ LZ’ and L3 were determined such thatiw
the transnission efficiency Ny is almost equal for the three systems.
The dropping rate is o0=0.6 and the intervening rate X; is varied
with channel utilization factor.

Fig.3.4 shows tne average number of intervening packets versus
the channel utilization factor p. Fig.3.5 shows the ratio of the
average intervening bit length to the average message length versus
p. The Complen packeting has the minimum of the avérage interven-
ing number and the intervening bit length rate. The Single packet-
ing has, however, the maximum. These figures show that in the Com-
plex packeting, packet-sequence of the same message is concentrate-
1y tranémitted in the network and in the Single packeting, the
packets are spread in broad time band. i

Therefore, in the Complex packeting, the packet-arrival inter-
vals of the same message are small,\which is very advantageous in
the design ofvthe reassémble buffer. Fig.3.6 shows the probability
distribution of the intervening number for p=0.6. Fig.3.7 shows the
average intervening number. versus the number of steps, k for p=0.6.
The Sequential and the Complex packetings exh1b1t convergence of the
average 1nterven1ng number w1th an increase of the number of steps.
The Single packeting has a convergence value of 10.03. h

For Az<0.5 and q,>0.6, the state probability for above Sgp 1is
ektremely small and can be negiected. Honce, numerical calculation

is made with the maximum number of states as 79.

3.7 Conclusion

In this chapter, the probability density function of packet in-
tervening numbers in thé computer-communication networks has been

analyzed on the basis of single Markov chain. The effectiveness of
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Fig. 3.4 The average number of intervening packet‘veishs

channel utilization factor ( L, = 0.0 )
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the analysis has been confirmed by the simulation.

Furthermore, on the eXpectation of the intervening number, var-

ious packeting methods have
Complex packeting method is
These analyzed results

delay in the next chapter.

been compared and it was found that the
the best.

are employed to analyze the reassemble

Intervening bit length

Average message length
N

Q5=
k =

10

Sequential
N =10
0.6 L,= 0.2
15 L= 01
. 2“ .

Complek
=5
=3
= 0.2

5 = 0.1
0 { pl
Q.5 1.0
Fig. 3.5

factor

Intervening bit rate versus channel utilization

(L =0.0)
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Fig. 3.6 The intervening probability distribution
(Ly=0.0)
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Complex
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S 4 , 2 — '%; Number of
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Fig. 3.7 The average intervening_number versus tne number
of switchingrsteﬁé { L3 = 0.0 )

45



CHAPTER 4
ANALYSIS OF MESSAGE TRAVERSE TIME

4.1 Message Traverse Model -

In evaluating or designing the computerlcommuniéation networks,
message traverse time is one of the most.important measures. This
problem was previously studied by some researchers and representative
work have been done, especially by the analysis group of ARPA-NET. In
this chapter, we-will discuss on this problem from the aspects of two
unique points. Those ére:

1) Packeting methods (i.e. packet composition) are generally repre-
sented by the.mathematical model shown in Chapter 2.

2) Reassemble delay is derived from the intervening number of packets
between packet-sequence of the same message. |
As.in Chapter 3, we adopt a fiﬁed roufing'procedure or directory

Touting procedure. VThen, the network»may be rewritten as the net-

work of series node in Fig.4.1. The message traverse time tM can.bé |

described as foiiqws.

ty = éCst +igpa££{Ns,ﬁd}{t£;% + t%?)} f tgg% + FR + tNdCd
: (4.1)
where:
»tCSNS :.Transfer time from computer CS to node Ns
fé;& : Waiting and sérviée time of -the CPU at node Ni
t%i) : Waiting‘éhd trénsyi;sion timé'of:the chaﬁﬁel'from
node Ni.fo node Ni+1 -
tp : Reassemble time at node Nd
tNde : Transfer time from node N, #o computer C,4
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We call sum of téé& and t%i) as nodal delay at node Ni' The trans-

fer -time (i.e. t and t ) between the switching‘node and the
cst Ndcd

c0mputef is much smalléeér than the transmission time on the channel.

So-we neglect it. Hence, to obtain this message traverse time, we

nust anslyze the nodal delay (té;i +t§i)), CPU service time t£§&5

and reassemble time tR at Nd' Investigating these, network model

is divided into two processes. |

1) Transmission node process: This process handles ﬂodal delay en-
- countered in péssing fhrough each node on the fixed path betweén
Ns and Nd’ -

2) Reassemble Process: In this process, the reassemble delay, that
is defined as the time difference between arrivals of the first
packet and the final’péckef in the same message, is analyzed.

Assumptions required in this analysis of both processes are summa-

rized as follows.

Node N, K;
1

Computsr
C

Computer

s -Cd

Fig. 4.1 Network model
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4.1)

4.2)

4.3)

4.4)

4.5)

4.6)

4.7)

For one input channel; arrival of message has the Poisson dis-
tribution which has X as mean per unit time. By.packetiné this
message, arrival of packet has the Poisson distribution, too,
that has MeA as mean, where M is the average number of packet
in one message.

The.service time of the.CPU at each node has the exponential

distribution of l/uCp as mean.

u
Whenever a packet is received at a node, a certain number of

@t

segments is newly chosen for this packet with probability PSp
The capacity of the channel between node Ni and Ni+1 is given
by Ci’ For simplicity, we assume ;haf Ci at any,node is equal
to C. ‘

At the destination, the number of intervening packets between -
two adjacent packets in the same message -is given by the prob-
ability density function of the packet intervening number
fint(i), that is derived in Chapter 3.

Node memory which is utilized for store-and-forward buffer and
reassemble buffer is assumed to be infinite.

Transmission channél is slotted by one-segment trahsmitting

time.

4.2 Analysis of the Nodal Delay

As shown in Fig.4.2, packet which is receiyed at each node is

processed by the CPU (i.e. error checking and routing control etc.)

and the next node is decided. When this node is the destination of

the packet, it transfers the packet into the reassemble buffer, and

otherwise comes into a queue of the chanpnel for the next node.

Each node consists of a tandem of two types of queue. Those are

1.

Psp(i) is discussed in Chapter 2.
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1} Queue with switching service of the CPU
2) Output queues with channel transmission
'The sécond queues are composed at every' output _channel. ~From Assump- -
tion 4.6), buffer size of a node is infinite. So two ‘types of these
clueues can be assumed to be independent of each other. We divide

model of nodes into two queueing models and analyze them.

4.2.1 CPU Model

In this model, we can obtain the waiting time and the service
time at CPU in the node. By Assumption 4.1), packets. arrive from

each input channel, having the Poisson distribution with mean M),

Output-Queue 1 Chamnel 1

-

Queue of the Cry

i

l

i

t

|

i

|

| -
1 B, Channel 2
{

|

1

|

|

|

I

|

B CPU :
3 :
X .
‘Reassemble : , Output-Queye j Channel j
buffer i 3
. - § -
i
1
, i . o :
( CPU Model ) ( Transmission Channel Model )

Fig. 4.2  Nodal model
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Let the number of input channels be N;, arrivals to the CPU have the
same distribution with mean Ny*M*X. The service of the CPU is the

exponential distribution with mean 1/ncpu. Hence, this CPU model is
M/M/1 model in the queueing theory. The queueing time of the CPU at

node Ni’ is given by

1

Tcpu ='(1-pp)v (4.2)

where pp is the utilization factor of the CPU and is defined as:

follows.

(4.3)

4.2.2 Channel Transmission Model

After CPU-processing, packet comes into the channel queue to be
transmitted to the next node. Since CPU service has the exponential
distribution, packet arrival at the channel queue has the Poisson
distribution'with mean M-A. Each packet is composed of one or a cer-
tain number of segments. So, arrival_of segment has a bulk-Poisson -
arrival with mean bulk-size P. Thé P is the average segment number
in one packef. 7

The packet transmission time has the special distribution that
depends upon the probability Psp(i). But, when we consider segment
composing packet, the transmission time of the segment is constént.
So taking segment as a unit, this channel transmission model repre-
sents queueing model of the Eulk-POisson arrival and constant service.

We have defined a transmission unit time u as the time which’
is required to transmit one segment length.

u= 2a | 4.4
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where m is the average message length and L1 is the ratio of a seg-
ment length to m. The average number of packet arrival per u to one

channel is denoted by Aﬁ and given by
A= MeAsu _ (4.5)

Now, wé obtain the probability distribution of segment arrival.
When the number of arrival packets is k, the probability that the
total number of segments is i, is given as follows.
; ‘ | X i>k>0
P(i/k) =Sl+52§..+Sk=i{jzlpsp(sj)} i2]
0

i<k (4.6)

Hence,'the probability Pin(i) that the number of input segments per

u is i, is given by

i 07 exp(-1)

Pin(i)r=k21 = *P(i/k) i>0

= exp(-lﬁ) i=0 (4.7)

From Assumption 4.7), we consider that the transmission channel is
slotted by one-éegﬁent transmission time -u. Now, let us bbserve the
number of segments in the queue of the channel at the end of the
slotted time.. At a time instant tn’ this number only depends upon
the number at tn—l and the number of segments iﬁ new arrival packets
frpm tn-l till tn. Therefore, the number of segments in the queue
at this time compdses the imbedded Markov chain. We denote by Pﬁn),
the étate probability that the number of segments is k at time tn in
the queue. Ufilizing Eq.(4.7) and the state probability at th-i’

the state equations at t are given by
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i Cep(@-1) |, o (n-1)
D < 5yt GED oDy

) |
1 ianp@l) o (a-1)
p{™ P, (0P +1£1Pin(k'1+1) RS NSRS

igopi(n) =1 | | (4.8)

Under the condition that the effective channel utilization factor

denoted by P. is smaller than 1, i.e.

pe = A, 0P = MePereu <1 - (4.9)

the state equatidns shown in Eq.(4.8) are converged to the steady
state equation as time increases to infinite. We denote by Pk, the
state probability that the number of segments in the queue is k.

Thus, the steady state equations are given by
. k . . P
P = P, (0):Pp 4 +i§1Pin(k'1+l)'Pi + P, (K)-P,

TP o= 1 o | O (4.10)

Ly = Z i-yi _ | (4.11)

From Little's formula, the average queueing time of segments, Ws

‘ becomes
s A..D v - : o "(4.12)

Here, Ws.is'the queueing time of one-segment. Thus, the average
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queueing time of i-segment-packet, Wi'is given by

W. o= W, o+ u(i-1) : . 419

Therefore, the expected value of the queueing delay of packet, TT
is given by

T =} P__ (i)W,
T igp SP . 1
= G+ P-1Du (4.14)
u . h .

" Thus, we can obtain the transmission delay on any node. Therefore

the nodal delay can be given by the summation of the CPU service

time and the transmission delay.

4.3 Analysis of Reassemble Delay

‘Wheﬁ a message is divided into several packets at the source
node, all the packets of that message must be reassembled to the
‘original message at the destination node. Then, till the final
packet arrives, the bréceding packets of the same ﬁéssage must w#it
for it at the destination node. We define this memory_aféq as the
reassemble buffer. We have already defined the time difference be=
tween arrival of the first packet and the fiﬁal'packet in the same
message, as the reassemble delay. 7

As shown in Fig.4.1, packets of the same message take the same
path.. Herg, we mark one message. This message‘is divided into L
packets,rand these packeté are denoted by.Al, AZ,,...,.and AL' The
time when packet A; arrives at the destination.is denoted by.t, ..
Further, thevtime‘gap be@ween the arrival time of Ai and Ai+1 i;
denoted_by_ri_l. Therefore, the,reassemble‘delay of the marked

message tp is defined as follows.
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oo 00 T

1 (4.15)

To obtain tps We must derive Ty - The time gap 14 is dependent
upon fhe-number of the intervening packetsvbetween Ai+1 and Ai’ and
the number of segments in each interveniﬁg packet. From'the Assump-
tion 3.4), there is no null-gap-time betWeen adjacent packets in the
same message. Hence, under the condition that the intervening num-
ber between Ai+1 and Ai is n at the node Nd—l’ that is the preceding
node to the destination node Nd’ the probability that the time gap t

is k?u, is given by

. n+l
t=keu / n}{= ) {TTP_._ G} k>n+1
e : } j1+j2+...+jn+1=k 71=1 SP Z
= 0 k<n (4.16)

Utilizing the probability density function fgi;l)(i),that has been
derived in Chapter 3, the probability that the time gap t is k-u,

is given by

g{r=k-u} {i}i(i;”cj).g{wk-u / i} | (4.17)
With Eq.(4.17), we obtain the probability density functioh“of the
time gap between adjacent packets of the same message. .

Now, we are ready to derive the probability function of the re-
assemble delay. This funétion is the L-fold compounded function of
g{t=k-u}. Further, the number of compounded L depends uﬁon the
probability function Ppm(i), which is derived in Chapter 2.

When message is divided into n packets, the probability that

the reassemble delay of this message tp is i-u, becomes
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P{tp=i-u / n} = ) Trg{T i ul i>n-1
Jl+J +oo.+J =1 k=1

=0 , i<n-1 (4.18)

Since the probability that message is divided into n packets is given

by Psp(n), the probability that reassemble time tR is ieu, is

-1
Pltgei-u} =;ZZPpm(k)-P{d=i'u / x} i>0
= Ppm(l) A » i=0 (4.19)

Therefore, the average reassemble time Tp 1s given by

8

TR’=J§ j-P{tg=j-u}-u ’ (4.20)

4.4 Message Traverse Time and Numerical Results

From Eq.(4.1), the message traverse time TM for given path
becomes

- . (i) (1)}, —(d) ;
T ~ iePatE{N Ny} Tepu * Tt} * Topu * Tr (4.21)
s?

Té;& and T(l) are shown in Eq.(4.2) and Eq.(4.14) of Sec.4.2. Ty is
‘derived in Eq: (4.20) of Sec.4.2, when the path is given and the num-
Ber af steps is known. '

Now, for a numerical example, we evaluate the message>traverse
time on three packeting methéds'(i.e. Single, Sequential, and Com-
plex). Meésage length has the exponential distribution with mean
1000 bits. The paramefeys of the three packeting methods are chosen

as follows.
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Single : L1 = 0.5 L2 = 0.1 L3 = 0.01
Sequentlgl : L1 = 0.2 L2 = 0.1 L3 = 0.01
Complex : L1 = 0.2 L2 = 0.1. L3 = 0.01

Further, for simplicity, let the channel capacity in all steps
C be 10k bits and the average service time of the CPU per one packet
l/uCpu be-0.0;'sec. e

"Fig.4.3 shows the messége traverse time versus channel utiliza-
tion factor p in the case thatbthehstep numbef-of the series network
is 3 and the channel number of input and/or output io a node is 4.
Hére, p means the channel utilization factor per message defined by

the following..

meA
T 7T , S (4.22)
T
x_ ( sec )
10.0 . m = 1000 .
- [ c= 10000 B
= 3 » .
1 = 0.01
7.5 | Mgy = 0
5.0 |
Camﬂek
] Sequential © N=S
2.5 | . N = 10 =3
L1=0.2 L2=0.1 = 0.2
‘ L2==0.1
I} s 4 i v >
0 . 0.4 0.5 0.6 0.7 P
Fig.f4.3_ The average message traverse time versus channel

utilization (L, =:0.01)
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From Eq.(4.9) and above Eq., the effective channel utilization fac-

tor Pe is given by

. = _'-.p.C.
pe = MePrreu (4.23)

Since the three packeting methods have different transmission
efficiencies, effective channel utilization factor pc is different
in each case for the same channel_utilizatibn factor p. When p is
increased to 1, pC tends to 1 at the value of p less than 1. In the
Single packeting, this value is p=0.681. The Sequential packeting
has p=0.718 and the Complex packeting has p=0.777. Fig.4.3 shows
that in each method, TM diverges as p tends to this value. In the
case that p is less than 0.6, the three methods have almost similar
characteristics.

7 ' Fig.4,4 shows TM‘versus the step number in the case that p is
-0.5 and the number of input/output channels is 4. When n is larger
than 4, TM.is linearly increasing as n increases. For the large
value of the step number n, the Single packeting is surperiof to the
others. This is the reason why the Single packeting has a large re-
assemble delay, but smaller nodal delay. When n tends to a large
value,vthe feéssemble delaf converges but nodal'délay is increasing
linearly to n. -Thérefore, advantage of the Single packeting is
obvious. .

Fig.4.5 {(a), (b), and (<) showrthevservice time of CPU, the:-
channel transmission Aelay TT,'and the reassemble time'TR versus>p.
We choose the average service time of the CPU as 10.msec.. This is
much smaller than the ratio of the message length to channel‘capacity,
0.1. So, TCpu gives little effect to TM. .Furthermore, channel
capacity C=10k bits/sec is relatively small value in the computer-

communication networks. That is the reason why TM has the value of
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order of second. If we choose C as 50k bits/sec, TM will be less

than the one by a factor of 5 in this case.
4.5 Conclusion

In this chapter, we have shown the analysis of the message
traverse time. This consists of three factors. Those are, 1) CPU

service time, 2) channel transmission delay, and 3) reassemble delay.

Ry ( sec )
T
' m = 1000
C = 10000
2.0 p=0.5
' 1/u__ = 0.01
| /ucpu
1.50
Sequential
N =10 Single
1.0 L1 0.5
L2 = 0.1
0.5}
L1 = 0.2
L2==0.1
. | Number of steps
0 2 : . 1 i 1 1 3
——; 3 4 5 3 72"
Fig. 4.4 The average message traverse time versus

the number of'switching steps

( Ly =0.01)

58



cpu ( sec )
0.06 L .
Single
0.03 L v
Sequential
) Complex
[
ry 1 i i 1 ~
0 77 > p
0.4 0.5 0.6 0.7
Fig. 4.5(a) The average CPU time
g ( sec )
A
3.0 L
2.0 | _ Single
Sequential
1.0
Complex
Y > P
7/ : r
0 0.4 0.5 0.6 0.7
Fig. 4.5(b) The average channel transmission time’
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The first is obtained by M/M/1 queueing model. To analyze the sec-
ond, we consider the channel transmission model as the imbedded
Markov chain taken a segment as a unit. We sum up these two into a
nodal delay. The third can be easily obtained by the compound method
of probability function, utilizing £ (i) and P__(i). The message
traverse delay can be easily derived from these three results.

‘ Frdm_p@is analysis, we can obtain the message traverse time
undef thé condition that channel capécity, network topology, and
traffic matrix are given. On the other hand, choosihg the fixed
value of the message traverse time as an evaluation meésure, the
optimal désigns of capacity assignment and topological struttﬁre of

the network would/bgcome’poésible.

R ( sec )
A
0.4
Single
0.2 L ' Sequential
/
________-_‘—_____ﬂ_____.————— Complex
0 7Ir' 4 I 1 l > o]
0.4 0.5 0.6 0.7
Fig. 4.5(c) The average reassemble time
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CHAPTER 5
ACK METHODS FOR PACKET RETRANSMISSION

5.1 Introduction

5.1.1 Selective Repeat ARQ

In packet switching, selective repeat\ARQ method is generélly
used to enhence the reliability of packet channel-transmission. Thé
process of this method is shown in Fig.5.1 and described as follows,

We_assume that a node NA‘sends a packet to a node NB' A copy of
this packet isrkept inathe buffer of NA {(defined as copy-buffer).

The node Ny chécks this packet and sends an ACK signal to N, to infbrm
- the receipt-state. There are two cases. First, if packet is errone-

ously received, N “asks N, to retransmit the same packet. Secondly,

B A

if no error is found in the receiving packet, N, instruct N, to re-

B A

ject the copy packet. The node NA continues to send othef packets
and to keep copies too. If NA knows the receipt-state of one packet_
byran ACK signal, NA decides to retransmit or to reject the copy of
this packet, according to‘thé ACK signai. In the former case, the

same process is repeated by both nodes and in the latter case, the

packet transmission is completed.

5.1.2 Classification of Retransmitted Packet and ACK Signal -~

Now, we classify packet-retransmission into four cases.
1) Detecting‘channelmerrors |
~ 2) Rejecting received packets due to thé overflow of Storejand—Fbr—
ward buffer at the receiving node
3) Rejecting the specific packets in order to recover the network
from the lockigg—up due to over-congestion
4} Missing several packets due to error of an ACK signal, channel

failure, and system-down of ‘the ﬂode, etc.
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For the possible case of retransmission as shown above, three types

of ACK signals can be considered.

a) Packet-ACK: This is exchanged with the adjacent nodes, whenever
one packet is transmitted, and is adapted to the cases 1) and 2).
(Sometimes this is defined as link-by-link ACK.)

" b) Messagé-ACK: This is transfered to the message-source. node from
the messagé-destination node. This is utilized in the case 4)
(Defined as end-to-end ACK).

c) Control—ACK; This is exchanged suitably Petween the unfixed
nodes that irregularly need to be exchanged, and adapted to the

case 3).

Facket ( Ny— Np )

ACK ( Ny «— Ny )

Sending- Receiving-
Packet ( NAQ—-’ NB )

node node
N
A ACK ( N, —N_ ) Ng
:
Copy- Copy-
Buffer Buffer
Fig. 5.1 The process of the selective repeat

ARQ method
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"5.1.3 The Objective and the Model

In this chapter, we intend to investigate the control of re-
transmission between the: adjacent nodes in the network. Hence, we
deal with the packet-ACK among the three ACKs. The packet-ACK is
adapted to the case where channel errors or réjections due to the
S/F buffer-overflow occur. A channel error and a packet-rejection
are independent -of eéch'other, so it 1is easy-to discuss on both cases.
But, for simplicity, we omnly deal with a channel error, since this
has higher frequency of occurence than packet rejection.

We discuss on the various types of the ACK methods about packet-
ACK for retransmission due to a channel error. In analyzing and e-
Valuating the ACK methods, we adopt two factors as the evaluation
‘measures.

1) Transmission efficiency Ny defined in Chapter 2
2) Packet response time Tres
The latter T .es 15 defined as follows.

Definition 5.1 Tres is the time separation, from the time when

the sending node begins to transmit packet till the time when the
sending node decides by a returned ACK signal, whether the same packet
must be retransmitted or a copy of that packet must be discarded.

During this time Tr copy packet is being kept in the sending node.

es’

So, T is the time required to complete link-by-link transmission

res
of packet.

' Furthermore, assumptions réquired in this analysis.are sumﬁa-
rized as follows. 4
5.1) Channel errors on transmission are independent of each other.
5.2) Error rate of i-segment-packet is given by.ei

5.3) All channel errors are able to be detectéd.

5.4) ACK signal cannot be damaged by a channel error.
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©5.5) Buffer-memory size in a node is infinite. So there is no
©  packet rejection.

 5.6) Packets which are exchanged between adjacent nodes are inde-
pendent of each other.

5.7) The service time of the CPU has the exponential distribution.

5.2 Classification of ACK Methods

We defined the means bow the'receiving node informs the receipt-
state of packet to the sending node employing an ACK signal, as ACK
methods. These ACK methods are classified into three independent
classes, concerning to the way that an ACKbsigngl is transmitted.

' The first class is the problem to decide whether an ACK signal
(Hereafter we call the ACK signal simply as ACK) is really transmitted.
In this class, there are three ways. Those are: »
1.a) Positive-ACK (P-ACK): ACK is returned to the sending node of
' packet-only when packet is correctly received. So, if the

'receivihg node detects a channel error, it does not turn an
ACK back to the sending node. If the sending ndde—receiﬁes no
ACK'by‘tﬁe‘specific time TN’ it judgés that packet is errone-
6usly received and retransmits the same packet.

1.b) Negative-ACK (N-ACK): This is the reverse to the P-ACK. Thus,
ACK is returne& to the sendihg node, 6n1y when paéket is erro-
neously received. '

l1.c) All-ACK (A—ACK): ACK is returned to the sending node, whenever
packet is received. The sending node judges the recgipt-sfate
by the information in the ACK. ‘

The second class concerns the problgm of deéiding in which fash-
ion ACK will be transmitted. In fhis class'threé fypes are consid-
ered. » ‘ ‘

2.a) Private packet for ACK: Whole packet is utilized to transmikt
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ACK
2.b) Piggy-back fashion: ACK is piggy-backed in the header of nor-
mal packet which is transmitted to the same node.
2.¢c) Sub-communication-channel: The network has .another sub-channel
for transmission of control information besides main channel.
In this chapter we omit 2.c).
The third elass concerns the number offACK signals which an ACK
packet can carry at a time. There are two cases.
3.a) Single ACK Control: Cne ACK packet can carry only one ACK.
3.b) Multi-ACK Control: An ACK packet can cafry several numbers
of ACKs. In multi-ACK control, two control methbds can be
considered. Those are i) time-control and ii) waiting-number-
control. Tﬁe détails’are described in Sec.5.5 and Sec.5.6.
Now, these three classes afeiindependent of each other. Com-
bining these three classe§, the various ACK méthdds are obtained.
We exhibit some of them, for‘examplei
Ex.1 Sinéle ?ontrol, private fashion, P-ACK: In this case, P—ACK
is utilized. So only when a pécket is Correctiy received, ACK
" is returned to the sending node with an ACK packet.
Ex.2 Muiti-ACK with time-control, piggy-back fashion, A-ACK: In
~this -case, ACK:signél is returned whenever pécket is received.
ACK signal waitsvfbr the packet to be transmitted for the same
node. When the earliest ACK signal to the specific node waits
for piggy-back packet dufing soméchnstant_time,';heh, all the
ACK signals for that node‘are traﬁémitted with private-packef

for ACK.

5.3 Evaluation Measures for ACK Methods

5.3.1 Packet Response Time

As defined in Sec.5.1, packet respdnSe time Tres is ‘the time
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separation between the beginning time of packet transmission and the
time of deciding which packet is retransmitted or rejected. Hence,

the packet response time of i-segment-packet, that is denoted by

tres(i), can be generally desc:ibed.as follows.
treé(i) = tp(i) * tég& * tACK(i) +-t£g% (5.1
where:
tp(i) : Channel transmission time of i-seghent-packet from the
sending node to the receiving node |
tég& : CPU service time at the receiving node
tACK(i) Time required for the receiving node to inform the receipt-
' 'stéte to the sending node by a certain way in the case of
i-ségment—packet’
tggi " . CPU fervice time required for the sending node to decide

whether the receiving node asks to retransmit or not
As defined in Chapter 3, we denote by u, the time required to trans-

mit one segment. Sd, tp(i) is given by
_ tp(i)'= i-u (5.2)

o ti (R) (T) ed
The service time at the node, tcpu and tcpu can be described as the
M/M/1 queueing model as well as the service time described in Chapter
4, Let the averagé number of arrival packet at the node per unit
time be A, and the average sevice time of the CPU be llucpu' Then,

is given by

the utilization factor of the CPU pcpu

0 - P ‘ (5.3)

(R) (T
The average values of Tcpu and Tcpu become
T(r) = T(t) = N 1

cpu cpu Hepu (l-bcpu)

(5.4)
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The tack differs in each ACK method, but can be represented by the

general form as follows.

tACK(i)f= t&R) + téACK) when ACK is returned
= TC when ACK is not returned (5.5) -
where:
t&R) : Time that ACK signal waits to tranéfer to the sending node
at the receiving node -
tgACK) : The channel transmission time of packet with ACK
T : The time-out duration when ACK is not returned

Here, the sending node waits for ACK-return after'transfering packet.
When ACK is not received in the duration TN’ the sending node deter-
mines that ACK is not returned and processes the concerning packet

in copy buffer. The duration TN is given by

_ (R , (D
TN Tp + TCpu + TCpu + T, (5.6)
where Tp,is the average value of packet transmission time and becomes
= P ] 't 3 =7-u 5.7
Tp = LPp(i)ee, (1) = 8eu (5.7)

In deciding TN,-TN must have the larger value than the time duration

when ACK is most slowly returned. So, TN is expressed as foilows.

(ACK)
P

Ty = max{t ()} + 25 T + max M+ ¢ (5.8)

where s is the safty-factor.

Therefore-TC is given by

T, = max{tp(i)} + max{t&R)+téACK)} + 2-(5-1)-Tcpu - Seu
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(R)

Analyzing these tw and téACK), we can obtain the t T., and

B ACK? "¢
further t
res

5.3.2 Transmission Efficiency

Transm1551on eff1c1ency nT is discussed in Chapter 2. This is
represented as follows
. 1
Ly [L + 2 Egn(i)e{i-y; + 8:LE}]

nr (5.10)
Here, only the valoerof B and L; depend on ACK methods.‘ The factor
B is the number of packet for the packet-ACK to one transmitting
packet. L; is the ratio of a packet length for ACK to a segment
length. So, for the various ACK methods,; by deriving 8 and L;, we
can analyze Npe The ub is the expected value of the message infor-
mation which is ineluded in one transmitted bit. So, 1/nT is the
expected value of transmltted bits that are requ1red to ‘transmit one
message bit. ‘

Now we consider the relation'between N aﬁd effective channel
utilization factor p*; Let channel capacity be C and input message
traffic be A; then channel utilizatioh factor per inpuf message, P

is given by
‘p = meA/C : : o . (5.11)

The p , which takes into account of packeting loss, packet transmis-
sion, and ACK transm1551on, is represented as follows.

mo_. (Y

(n-=-)

*= T _p

b =TT (5.12)

5.4 Single:ACK Control with ACK-privatebPacket

In this section, we analyze tAéK in Eq.(5.1) for the P-ACK,
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.N-ACK, and A-ACK, when one ACK signal is carried by ome ACK-private
packet. We defined ACK private-packet as ACK packet. ACK packet is
generally composed of bné segment. So, in Eq.(5.5), the channel
transmission time of ACK packet téACK) becomes

téACK) = u o | _ (5.13)

So, in Eq.(5.10), L5=L4=1 is determined. Now we only analyze the
t&R). In this analysis we introduce two approximations as follows.

Approximation 5.1 At the receiving node, the phenomenum that an

ACK packet waits for the transmission of an ACK packet seldom occurs.

Approximation 5.2 ACK packet independently occurs to the normal

packet;. So the‘occurénce of ACK is uniformly distributed to the time
duration of packet transmission.

Approximation 5.2 means that an occurence of ACK packet depends upon
the probability function of the uniform distributioﬁ to‘the time axes
of the normal packet which is transmittedkto the same -node. This i§

shown‘in'Fig.S.Z.-

/[* — : j/ Transmitting packet

tz . ) ) B t
—

t .
b Occurence
of ACK

1

Fig. 5.2 The occurence of ACK signal
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From this,

t&R) = tb to event A
=0 to event B (5.14)

where event A represents the case that when ACK packet is going to
transfer, énother normal packet is being transmitted on the same
channel, and event B is the case that when ACK packet is going to
transfer, channel .is empty.

In event A, ty is the time that reéuires for transmitting packet to
complete the transmission. So, t, has the uniform distribution for
earlier packet length. The transmitting packet is the normal packet
and has the number of segments dependéd upon the probability Psp(i).
So, the average time of t_ is given by '

T, = iEPpsp(i)-l%E _ | (5.15)
Furthermore, an occurence of event A depends on the probability that
the channel is used. This probability is the effective channel util-
ization factor p* given in Eq.(S.lZ). Hence, the average value of

t&R) is given by
*
.T&R) =0T, : , (5.16)

: R .
The number of ACK-return to one sending packet, and this p differ

in each ACK method. Now, we analyze each case.

5.4.1 P-ACK Method

In this method, only when packef is correctly received, ACK is
- returned to the sending node. If an ACK is returﬁed during time TN,
the sending node discards the copy of packet, otherwise it retrans-
mits the same packet. The probability of retransmission of i—segmenf—

1
packet is equal to the packet error rate € - So the rate that ACK
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is returned is (l-ei) and the one that ACK is not returned is €5

. Hence, from Eq.(5.5), the tack of i-segment-packet is\given by

H & R
tack(3) = (Q-g) B2+ u) + g;-T, (5.17)
The packet response time of i-segment packet, Tres’ becomes
. . 2 : -
T (1) = jey + = ~ — + t (1) (5.18)
res ucpu 1 ”cpu) ACK

Therefore, the average value of t. the transmission efficiency Neps.

es’?
and the constant-time-duration Tc are given by

- Tres =iZPPsp(i)°tres(i)
- 2 ) ® .

= Seu + £ + (1-e.) (B52Rey) + g, T

“cpu 1 pcpu) i 2 : i ¢
(5.19)
g = T 5.20
T Ll‘[l '+iz Esm(l)'{l-yi + (1-31)} (5.20)

eP

T, = 2-u-max{P} + 2°(s—1)°Tcpu +u - S-u (5.21)

where € is the packet error rate and given by Eq.(2.20).

5.4.2 N-ACK Method

A This methéd is considered as the feverse to P-ACK, and only when
packet is erroneously received, ACK is returned. So, the rate that
ACK is re?urned is € and the one that ACK>is not returned is (l-ei).
The average value of packet response time and the transmission effi-

ciency np are given by
x .
= §. 2 . (L:Seu e
T = Seu + 1'°cpu) + ey (B fu) + (1-g;) T,

(5.22)
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1

"t LA +i§:PEsm(i)°{i-yi + €. }] | ‘ (5.23)

In this case, T_ is the same in Eq.(5.21).

5.4.3 A-ACK Method
In this. method, the receiving node returns ACK, whenever packet

is received. So the rate that ACK is returned is 1. The times t

o ACK?
tres’ Tres’ and np are given by
% 5 '
tacg(B) =5+ u , : (5.24)
. . 2 .
t (i) =iu+— —= + t, (1) (5.25)
res . Hepu 1 pcpu) © TACK 7
- *S 2 .
T .= (8 +82+ 1)u+ £ v (5.26)
res - 2 | cpu(l pcpu) : :
1 .
(5.27)

Ny = 1 : ; y
T L[l + } E__(i)+(i-y; + 1)
A 1 iep M : 1

5.4.4 Results of Simulation and Calculation .

To examine the validity of approximaiions, we compare analytical
results and simulation on the packet response time. The simulation
is made using GPSS .of IBM 370/165 Computer in.Touyo Information Sys-
tem Ltd. \

Fig.5.3 shows the packet resbonse times of the calculation and>
the simulation versus channel utilization factor p, for L1=0.5, L2=

0.05, L 6

3=0.01, and q=10" " with the Single packeting. The correspond-
ence between simulation and theory can be said good. Thus, the as-

sumptions that we have introduced are proved suitable.
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Fig.5.4 shows the transmission eff1c1ency versus b1t error rate
" q. F1g 5.5 shows the packet response time versus b1t error rate q.
In both figures, we can:observe that, when bit error rate q is less
than 10°4, packet retransmission canﬁot affect'the np and Tres' This
is the same result as_shown in Fig.2.7 in Chapter 2. In Chapter 2
we compafe the various packeting methods, and in this chapter we com-

pare the various ACK methods.

Tres (Transmission-)
A ‘unit-time
15 o
N-ACK
. ' (‘Single packeting )
10 L | : S Ly = 0.5, L2.= 0.04
Ly = 0.01, q'= 107%
5 | P-ACK
R Calicula;ion
* ¢ » Simulation
P
] L 1 _ - i 1 S | : 1 2.
o 0.1 . 0.2 . 0.3 . 0.4 . 0.5
Fig. 5.3 The average packet response time versus bit

error rate
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0.8 |
ACK-free
0.7 [
0.6 L N
N-ACK
0.5 L
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P-ACK
0.3
-
A-ACK \
0.2 |
( Single packeting )
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5.5 Multi-ACK Methods with Time-Control

In this and next sectibns, we deal with multi-ACK methods. In
this case, Both ACK;private packet and piggy-back fashion are ana-
lyzed. Here, we note that the former section dose not deal on the
piggy-back féshion.‘ When the single-ACK method is used, this may be
possible but not realistic. The validity of the piggy-back fashion '
is derived only by the multi-ACK methods.

In multi-ACK methods, t&R) ofvﬁq.(S.S) is generally represented

as follows.
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t&R) = t& + tb to event A |
[] . .
= tw to event B S (5.28)

W
is the time separation between the time when ACK occurs and the time

where the events A and B are similar to those in Eq.(5.14), and t

when ACK-return .is possible after the constraint is satisfied. The
time t, is the same in Sec.5.4. |

In gimost all cases ACK must wait at the receiving node for_this»T&.
The qonstrainé described above_diffeis‘from ea§h mu1tifACKVméthod.

This section deals with time-control multi-ACK.

5.5.1 ACK privéte-packet fashion

Between any‘édjacent nodes, ACK packet is exchanged, whenever
constant time duration D is passed. All ACK signals that occur during

this D return to the sgnéing,node by one ACK packet which has one-
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segment length. So the constralnt in this ACK method is that ACK
.packet 15 transmltted onlv at’ the fixed tlme. The number of ACK sig-
nals that occur durlng D has the—Po1sson dlstrlbutlon, since the CPU
serves packets and generates ACK signals depend1ng on the P01sson
d15tr1but1on. We denote .this by PACK(l).

exp(-1,+D) - (A, D)
< i!

(5.29)

?ACK(i).=

where AA is the average number of ACK signal that the CPU generates

per nuit time and is represented as follows for each case.

Mo« (1-¢€) where P-ACK

NG
= MeAse - where N-ACK
= M where A-ACK N (5.30)

Fig.5.6 shows the occurences of k ACK signals. We denote by tis the

time when th§ i-th ACK signal occurs, and x5 is defined as follows.

X, = t. -t.

i A Tisl u (5.31)

Thus, xi,hg§>£he,eiponegtiai_éistribution-f(x)‘yith mean JIAA.

(5.32)7

" 2-nd ACK S -
. 1-st ACk . . . 3-Td ACK - (k-1)-th ACK k-th ACK |.
S Xy } ,,1j»—x2.‘14 Xz l —— - ———- 1 Xy l 1t
to 1% t3 t-1 'k
o .._g,:‘ f‘ L . . . .
1Fi§.f§;6‘ " 'The occurence of ACK sigrals in time duration D
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The average value of X5 that is denoted by Xi’ is given by

el
1

D .
1 foxl'f(xlqul

D
1
5, = fof(xl)dxlfo xz'f(xz)dxz

b
|

ceee

X, = fzftxl)dxljo le(xz)dxz.....fi'(X1+X2+ +xi'1)xi.f(xi)dxi
(5.33)
We execute integration and obtaiﬂ the following.
1. , iyt |
'xi éfji - exp(fo.D)-{XA +jzl 37——} . . (5.34?

1
The average time of tye under the condition that k ACK occur during

D, that is denoted by_Té(k), is given'by :

kK
: o1 (k-i#1)eXp : ;
T, (k) = p - 4= S (5.35)

k

’ '
Hence, the average time of t, is given by : - -

' ® ' -
Ty =kzlPACK(k)-Tw(k) ) : (5.36)
Thefefore, Tres’ Nyps and Tc are.
Tres = S-ur+ Z-TC + (1-P)-T¢ ”

pu

¢ P ] Ppeg(RTy(R) + o7 G} (5.37)

8

k=1
1 : .
Np = . B . (5.38)
T . . i 0
L{1 + ¥ B ()e(ivy; + 379}
1 jep SM i » AA D
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T. = {2emax{P} + 1 - S}.u + D + 2-(5-1)-TCpu (5.39)

where .

Pl = l-ei where P-ACK
=gy where N-ACK
=1 where A-ACK

Bil= 1 ‘7 where P-ACK |

= Yi-l where N-ACK
= . where A-ACK

5.5.2. Piggy-back Fashion

The ACK signalé piggy-back to the normal packet which is trams-
metted to the identical node NT' But, aftef the node NR sends the
normal packet, if there occurs no normal packet to NT during the fix-
ed timé'D, an ACK private-packet is dispatched to transmit all the
ACKs. The probability PAP that an ACK packet is dispatched is the

probability that there occurs no normal packet to node NT during D.

Thus, PAP is given by

D
Pyop=1- fo,\p exp(-Ap-x)dx
= exp(-AP-D) (5.40)

where Ap is the average number of normal packet that is transmitted

to_the node N, per unit time, and becomes

AL = Mea ' :
p *

In the case where an ACK piggy-backs to the normal packet, the wait-

ing time of the ACK T&§)'ét the node NR is givenvby
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(R) _ . . .
Tw1™ = Pother (Tother * Temp) * (I-Pther) Temp
- T 5.41
Pother thher * Temp _ ( )
where pother is the probability that when ACK is being transmitted,

there exists transmitting packet on channel, T is the average

other
time that required the packet to be transmitted completely, and

Temp is the time separation till the next normal packet occurs. In

N ) i
Sec.5.4, P is p and T is Se.u/2. If the time separation

other other

becomes D, the ACK private packet is dispatched. Then, Temp is

D
- ted eexp(-A_-t
. [t hprexp (-2 ) dt

emp - D - : S (5.42)
A_cexp(-A_-t)d ‘
IOP p(-2,-t)dt

R) .
Hence, T&l) is

T(R) - g_‘p*'U . 1 {

. gL s exp(-a_ Dy (D + Ly
Wi 2 l—exp(-?\p'D) Ap xp( P ) ( AP)}
' - §eu ’ (5.43)

When an ACK is returned by an ACK pri&ate—packet, the waiting time
‘Tégl is similar to Eq.(5.34). 1In this case, we need not considerr
the situation that the ACK packet waits for transmitting packet on

channel. = Thus, Tég) is given by

iy = 1 PR To(k) (5.44)

Hence, TﬁR) is givéﬁ by
PR oo R, o (R | | »
.TW‘ = (1 Pp) Ty * PAP-Twz ‘ (5.45)

Therefore, Tres’ Nps gnd TC becqme as follows.
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= -I .. v R .
Tres = 87U+ 2T, ¢ (1-P)eT p-{T& ) 4 u} (5.46)

1. B
L . 1 i) ". '
1 { fiEPEsm(l) F1 vy o+ PAP.Bi/XA'D)} F5547)

—3
]

c = {3'max{P} - §}u+ D+ z-(s-lj-TCpu : (5.48)

5.6 Multi-ACK Methods with Waiting-Number-Confrol

In this section, the constraiht,on the ACK methods is that the

waiting number of ACK signals reaches to the fixed number N.

5.6.1 ACK-private-Packet Fashion

, ' When the waiting number of ACK.siénal isiN,_an-ACK packet is
dispatched to the sending node. The time t&R) is similar fo Eq. (5.
28). Then wé derive t&. The occurence of an ACK signal is;showp
invFig.5.7."We denqte by t.s the time when thé ;—th{ACK is arrived
after én ACK faéket has rétﬁrnéd} Further, x; is defined as Eq. (5.
31), x;=t;-t. ;. The value of x; has the exponential distribution -

with meaﬁ l/AA.vaow we denote by Tivthe time separation between t,

and tn. “Then 1i-is.the following.

T3 < tﬁ B ti = Xi41 T X442 * °"f * X, Y _ ($f49),
2-nd ACK - B N-th ACK
1-st ACK ~ 3-rd ACK (N-1)y:th ACK
| o - "
X1 l x2 l X3 l ______ l N 1 —
et tg Sty ty
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This Ti‘is the waiting time of the i-th packet and has the (n-i)--

Erlang distribution with mean.(n-i)/AA.

value of T Then, Y; is given by»

' Yi = f T 'f(li(r ddt,
= (m-1)}/3,
where f(;%(x) is the i-Erlang distribution.

i
(W - _{Ap)

erl

Hence, Tw becomes

Ty = Z’Y'.= n-1
. n
Zex, AA
The Tres’ Nps and T, are given by

Tres = S-u 2T, * (1-P)-T

1

Ji-1
(i_l)!'x 'eXp(’AA

-x)

c* P

n-1

2

T T e +1§PEsm(i}’(i'Yi'* B;/n)]

T_ = {2emax{P} + 1 - §}- : ; .
c }eu + 2-(s-1) Tepu

*a

We defined Yi

as the expected

(5.50)
(5.51)
- (5.52)
+ p*.(géu+u)}
. (5.5%)
© (5.54)
+s.2d 5.58
" (5.5%)

where Bi-is similar in Sec.5.5 and s is the safety factor.

5.6.2 Piggy-back Fashion

The ACK signals are carried to the sending node NT by the nor-

mal packet which is transmitted to the identical node NT‘ When the

waiting number of ACKs becomes N before the normal packet occurs,

then an ACK packet which contains all ACK signals is dispatched.

First, we derive the probability PAP that an ACK packet is dispatched

This is equal to the proﬁability that no normal packet occurs before
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the n-th ACK signal occurs. The time separation between the arrivals
of the first packet and the n-th packet, which is denoted by T, has
the (n-1)-Erlang distribution fé?il)(x) with mean (n—l)/AA. Hence,

P is given by

An
e @)
Pan foferl " (x) (1-fép'exp(-kp-p)dt)dx
" ,n-1 n-1
A4 @KAApr)

n-2 '
. - .n-1) T *X sexp{-(A +AA)x}dx
pr2) " " 0qigyr P
( Ay -l

: - 5.56
AA+AP ( )

in the case where an ACK piggy-backs to the normal packet, the wait-
ing time of the ACK, T&?l at the node NR_is.given by Eq.(5.41). 1In

this cgse, the time Temp is

T = L o) - ’ Q G
emp folp teexp(-1 - t)dt-3eu = 1/x,-5-u (5.57)
HenceATég) is

= *
TVSIR) =S*p *u .1

+-——g.u v
2 Ap | (5.58)

When an ACK is returned by ACK packet, the waiting time Tég) is the
same as the case of the ACK-private packet fashidn.v We denote by Yi

the average waiting time of the i-th ACK signal. Yi is given by

Cw® . . :
Y. = ) - - . n"
i IO P exp( AP t)dtfox.férll)(x)dx

. o3 j-1
_ n-i (1 n-i+l AA )

-4 A ;
P4y (A, *A
A j=1 (g*Ap) (5.59)

In this case, there is no transmitting packet on channel. Thus,

T&g) is given by '
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. i
r® L0 sty )
we n 2 (5.60)
Therefore, Tres’ N> and TC are given by
Tres = STur2T , +(1-P) T, ‘
I(1- 7R L p(R) -
+PL(1-Py ) - Typ) #P, T} , (5.61)
e = 1
T ' i1 (1 7 (5.62)
Lyt ) Bop(i)e(iey +8; P, /0)) .
ieP
T. = 3max{P}+(s-1)-S -u+2(s—1)TCpu . (5.63)

5.7 Calculated Results of Multi-ACK Methods

In this section, we obtain the calculation results on the

packet response time Tre and the transmission efficiency Ny and

s
compare various ACK methods with them. 1In numerical results, the
 A-ACK method and the Single packeting method are utilized.
Furthermore, let average message lenéth be 1000 bits, channel ca-
pacity € 50 kbits/sec, L1 0.5, L2.0.04, L3 0.01, and bit error rate
q 10-6. _

Fig.5.$ and Fig.5.9 show the transmission efficiéné& Ny VETSUS
channel utilization factor p in the cases of the ACK-pfivate packet
fashion and the p;ggy-back,fashion} Here, the case where N is equal
to 1 means the Single ACK control method. Concerning to “T; the
multi-ACK methods are superior to the Single ACK method, without the
condition that p is less than 0.2 in time-control ACK method. The
time-control ACK method has bad characteristics in small p. This is

the reason why in this method, an ACK packet is returned to the ad-

83



jacent node whether ény ACK signals exist or do not exist. In this
poiﬁt, the time-control ACK method must be improved.

So, we consider the constraint that if there exists no ACK sig-
nal, the ACK packet is not returned. In Figs.5.8 and 5.9, the dotted
 Tines show this case. We can observe the good improvemeht. Further-
more, it can be seen that the plggy -back fashion is generally better
than the ACK- prlvate fashion. '

Fig.5.10 and Fig.5.11 show tha packet response time versus chan-
nel utilization factor p in the cases of the ACK-private packet fash-
idn and thezpiggy-back fashion. In the case of small value of p,
the time-control method is considerabiy better‘than the Qaiting-num-
ber-control method.

Improved time-control-method is quite superior to the waiting-
numberféontrol, regarding to the packet transmission time. Further-

‘more, as well as the case of LE in the case of T the piggy-back

res’
fashion is superior to ACK-private-packet fashion.
Therefore; we can conclude that, as long as Ny and Tres are con-'
cerned, the multi-ACK method with time-control and the piggy-back
fashion is the most suitable to the packet-switching cdmputer-commu-

nication network.
5.8 Conclusion

In fhis chapter, we discuss on the ACK method of the selective
repeat ARQ to be suitable to the computer-communication network. We
-ciassify the various ACK methods and can exploit the time-control
‘multi-ACK method as a result of classification.

Furthermore, as the evaluation measure, we introduce the trans-
mession efficiency Ny described in Chapter 2 and define a new meas-

ure, the packet response time T . Concerning to Ny and T we

res res’

analyze the various ACK methods theoretlcally Thus, calculating’
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them in the some practical case of channel utilization factor p, the

. numerical results are obtained.

Comparing the various ACK methods in regard to g and Tres’ we

can obtain some important results. We summarize them as follows.

1)

2)

3)

4)

The multi-ACK methods are generally superior to the single ACK

» methods .-

~

In the multi-ACK, the piggy-back fashion is considered to have

the effectiveness and to be better than the ACK-privafe packet

- fashion.

In th§ multi-ACK methaods, the:time-control is superior to the
waiting-number Contfol in the almost all the value of chanmel
utilization factor p. »
Therefore, we insist thét the multi-ACK method with time-control
and piggy-back fashion is the best ACK method in the computer-

communicaion network as iong as the transmission efficiency and

the packet response time are concerned.
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CHAPTER 6
ISARITHMIC FLOW CONTROL METHOD

6.1 Introduction

N

Congestion control problem is one of the most difficult and
the most impbrtayt problems in general communication network. In
computer-communication network, since érmessége must traverse more.
rapidly and more rellablly, the requirement of congestlon control
method is urgent. Basically, this problem is classified into two
classes. Those are: |
1) Routing procedure
Z) Flow control

The first deals how messages or packets are smoothly and tapld-
1y transfered through the network. Thus, by finding a good path
from the source to the destlnatxon {of messageés or packets), the com-
' munlcatlon systems are prevented from over-congestion. The algorlthm

that finds or selects a good route for each message or packet is the

.

routing procedure.  7

The second deals with the methods that the nétworkskare,prevent’
ed from the over-coﬁgestion by limiting the amount of the ihpﬁt—traf—
fic. 1In this problem, the dlff1cu1t1es are how to find the messages
that w111 cause to over- congestlon and how to halt these messages ‘
out of the computer network without serious delay—losses.

In this chapter, we discuss on the latter method,»i;e. flow con-
trol. There are three -principal methods oh flow control. Those are:
1) End-to-end link confroi
2} Local cdntfol
3) Centralized control

In the first method, the number of links between ény»pair of node53-,
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in the network is restricted. But, the data rate of link is differ-
ent each other. Thus, when thé data rate is quite fluctuated accord-
ing to each message, this method is considered to be disédvantageous.
In the second method, neighboring nodes inform the state of cdnges—
tibn.of its own node for each other. But; since the informations of
remote-locéted nodes are much delayed, rapid effect for congestion
control cannot be obtained. 1Imn the third method, the network has

the information-center which can instruct the situation of the con-
_gestion. This center makes each node halt, permit and reject the
input-messages. But the control information of this center must be
updated with the advance of time. This updating information may
néwly cause the another over-congestion. '

In 1972, D.W.Davies presented the Isarithmic flow control meth-.
ods. In this method, amount of packets less than constant value can
be simultaneously admitted into the network, introducing the concept
of permits.. On this Isarithmic networks, W.L.Price has investigated
_ many problems by computer simulation. 'But, there is no theoretical
analysis on this method.

In this chapter, we try to study theoretically on the behaviors
of one arbitrary node in the network. Thus, we represent a node
model as duplicated queueing system and analyze it. Furthermore,
concerning to this method, some improvements and their advantages

are presented.

6.2 Concept of Isarithmic Network

 In this method, a message is.divided into some packets of con-
stant length at the source node. ‘Thus, the Single packeting method,
which is described in Chapter 2, is utilized. Further, the total
number of packets in the network is kept as the value 1ess than con-

stant value. Since the traffic in the network is strictly restrained
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under the total capacity of network, the occurence of fatal-conges-
kion cannot‘bg existed, although slight congestions méy locally occur.
A constant number of permits are issued in the network. When
a message comes in the network, it is divided into some packets at
the source nodé. Hereafter, we define these packets as external
packets. Then, among these external packets, the packets which ob-
fain a permit can be admitted in the network. The packets that have
permifs and are traversing in the network are defined as internalb
packets. The remaiﬁing packets which cannot obtain permits must
wait at this node till they get permits. On the other hand, ﬁermits
are cruising in the network for.waiting external packets as well és
taxi for fares. When permit finds a waiting external packet, it
makes that packet admit in the network. Then, this packet can trav-
erse ingthe network and reach the destination node.- At thié point,
a permit is released from this packet, and it is cruising again.
There are two types of the internal packets in the Isarithmic
network. Those are
1) Dafa packet
2) Empty packet )
The first indicgtes the normal packet, including ACK-packet, Ccntroi‘
packet, and so on. fhis-packet always has one permit and releases
it at the destination node. The second has no information (i.e. mes-
sage data and control information), and only carries several permits;
Each node has the permit buffef that some permits can be stored for
external packets. The size of this buffer is finite and is usually
chosen as small value. If this permit—buffér is not full, arrival
permits are stored in it. But, when excess péfmits arrive, they can-
not be stored and continue to eruise in the network. 'In this case,

the empty packet is utilized to carry these permits.
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Where: JA means whether this node is the destination of this packet.

JB means whether permit buffer is full.

Fig. 6.1 " The behavior of switching node in the Isarithmic network
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Thus, we represent the Behavior of each node in‘the Isarith-.
mic network in Fig.6.1. As shown in Fig.6.1, we define the process
that an external packet obtains a permit, as the permitting process.
In each node, there aré five types of queues. Those afe:

‘1) Outpuf queues on each transmission channel
2} Queue for‘the\CPU4;ervice

3) Réassemble.queue

4) Queue of external packet

5) Permit queue ‘

The 1), 2), and 3) are discussed in Chapter 4. Thebqueue of
external packet is composed of the external packets that cannot ob-
tain permit at arrival time and wait for it. On the other hgnd, the
permit Qﬁeué is composed of the permits that can be stored in the
permit-buffer and wait for the external packet. ‘

The permitting process is corresponding to these two queues.
Furthermore, we pursue the analysis of permitting process and the

behaviors of these two queues.

6.3 Analysis of Permitting Process

6.3.1 Duplicated Queueing Model with Permits and External Packets.

In the Isarithmic packet-switching network, the message trav-

erse time Ty is given by

- w(s) . (i) (1) (d) (d) .
T, = T + (T + T + T + T 6.1)
Mo p igPath{NS N PE ) cpu * TR

We have already discussed on Té;i, T%i); and Téd) in Chapter 4 and
those can be adopted in this chapter. In Eq.(6.1j, only the first
term Tés) is unique for us. This means the time required for each
external packet to obtaiq a permit after it arrived at the source

node Ns. We try to obtain this Tés) theoretically, in this section.
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The time Tp is thevaverage time in the queue of the external packet
of the duplicated queueing model as shown in Fig.6.2. Furthermore,
thé following assumptions are infroduced.

6.1) The arrival of the externai packet~has the Poisson distribu-
tion with mean Ao per unit time.

6.2) The arrival of the internal packet at a node from the neigh-
boring nodes has fhe Poisson distribution.with mean Ain per
unit time.

6.3) The buffer for the external packets has infinite size.

6.4) The node can store M permits. If the number of permits in
the node exceeds M, the excess permits are transfered to the

adjacent_nodes with the empty packet.

Queue of
external packet

A Permitting
0

Process Permit queue
external .
packet ( Maximum; M )

Fig. 6.2 Model of permitting process

94



6.5) The internal packet has k-permits with the probability e (k=
0, 1, 2, ... , S). Thus the maximum value of pbrmits that one
internal pécket_can carry is S.

6.6) The service time of the CPU is much less than the waiting time -
of an external packet in the permitting process. Thus, it can

be neglected.

6.3.2 Analysis of Duplicated Queueing Model

From the assumptions, both the external packet and the internal
packet have the Poisson arrival, the probability that one external
packet and internal packet arrive at the node during quite minute

time At are

"Ao-At + 0(At) . for external packet

'Ain-At + 0(At) for internal packet (6.2)

where O(At)/At tends to 0 as At tends to O.
The probability that more than two packets arrive during At is

A
in

PAO'(At)Z + O(Atj and is equal to 0(At). Thus, during At, more
than two arrivals cannot occur. | / '

Then we define the state of thi; permitting process. The node
can store the maximum of M permits, simultaneously. We represent
this state as E;. When the node stores i permits (1<igM), this is

represented as‘E “In these states (i.e. EO, El’ e EM-l)’ an

M-i
external packet can obtain a permit, as -soon as it arrives at the
node. Hence, there is no waiting of the external packets. The state
EM means that there is no permit and no external packet in this per-
mitting process. While the node does not store any permit, the ar-

riving external packets wait for the permits. When i. external

packets wait for permits; we represent this state as EM+i’ There-
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fore, we can define the state Ei ( i=0,1,2,...,M,...). On condition
that the state of the permitting process is En at time t+At; we can
assume that one of the following three events occured during At.

Those are:

1) Event A : The state is En at time t and there is no arrival of
a packet during At.

2) Event B : The state is E at time t and one external packet

n-1
arrives during At:

3) EBvent C : The state is En at time t and one internal packet

+k

'with~k permits arrive; during At .(k=1, 2,..., S).
In Fig.6.3, we represent the state transition diagram. Here, con-
cerning to the event C, we must add the following special case.
That is:

When n-is equal to 0, there is no lower state than EO. Thus,
in this case, we must modify the event C as follows. The state is
Ei at time t and one internal packet with k perﬁits'arrives during
At, wherebi=1, 2,..:, S and k=1, i+1l,..., S.

,‘From theistate transition diagram in Fig.6.3, the state equa-

tions are given by

S i-1
P, (t+at) = Po(t)(lfpout)+.z Pi(t)'(l‘kzoqk)'Pin
P, (t+at) = Pn(t).(1_Pout-qa11.Pin)+Pn—1(t).Pout

s
+kZIPn+k(t)-Pin-qk (6.3)

where Pi(t) is the probability that the.state is Ei at time t,

P, = AjpeAt * 0(At),

Pout™ MotAT * 0(At),
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Fig. 6.3

State transition diagram



S
and qall=izlqi = 1-q;.

When we make At tend to 0, the_state equation is derived as follows.

, S i-1
P(t) = 1 Py(0)-(1- T ap)ehy,
' S
PR(t) = Py g (0 Ag* b Prop () +Ayy ay

-Pn(t).(xo+qall.kin

) _ (6.4)

Under the condition that the traffic-processing—rate for the external
packet defined as Pg> is less than 1, we can obtain the steady-state

equation, where_pE is

o ' o . (6.5)

The steady-state equation is

§ iil '
P (1- Q) *A; _-P.edo = 0
ij=1 177 g&p k° Tin '0
S j ’ _
Pn-17%o* I ProxcMin 9k P (g -dg11723p) = 0 (6.6)

where Pi is the probability that the state is Ei' Here, we intro-

duce Zn defined as follows.

1

i-
. -p - 6.7)
Pi+n(1—kzoqk)-xin Pn-Ao. (

o3

1]
I ~10n
ot

i
Then,
6.8)
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* it Zopn+k+1'qk) =0 (679)
Thus,
Z_ =0 : , (6.10)

In the case where § is equal to 1, the state probability Pi is easily .

obtained. Eq.(6.10) is simplified as follows.

. - = 6.11
Pn+1 Ain(l ql) 0 ( )

Hence, the state probability Pn is

. A A \2
P, = X o "Pho1 (X < Ph-2
n -7in Qa11 in"Ya11
- 998 80008000 = nﬁ 6.12
PE°Pg ( )

For these state probabilities, the following constraint is obtained.

(<]
-y P, = ' '
iZO 1 1 : (6.13)
Therefore,
Pp = 1-eg
P = (l-pg) pn (6.14)
n E E : .

6.3.3 Calculated Results of the Expected Waiting Time

In this section, ﬁe obtain the expected waiting time of the
externélgpackets and the permits. The former may imply the effec-
tiveness of congestion control. For, if these external packet is
admitted without any buffering-effect, the nefﬁork may suffer the

over-congestion. The ldtter shows the exCess>contrql‘of this method.

The average total time of stored permits in the whole network re-
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2=

presents the overhead of the network throughput capacity; At first,
we will obtain the expected waiting time of the external packets in
the queue of permitting process. The average number of the external

packets in the queue LOut is given by

L = ¥ P« (k-M)

out K=M+1 k

M+1

PE

l-pE ' . (6.15)

From Little's Formula, wout becomes

.M .
W = out _ e (6.16)
out ~ - A, Aiptdg11°(1-eg) ' .
Then, we obtain the expected waiting time of pernmit Wper' The aver-
age number of the permits in the permitting process Lper is
. - M-1
Loer f kZO(M—k)-Pk
’ '05(1'911’31)
T T (6.17)
‘Thus, W is |
» per
L er
wper =AX.

in 9311 ' , : (6.18)

Fig.6.4 shows the characteristics of the average number of permitting
p:rocess_LOut and Lper vgrsus M, the max1mum value of permits that
one node can store. Fig.6.5 (a) and (b) show the characteristics of

the average waiting time of permitting process Wout and Wper versus M.

For small value of M, L are quite small, but Lout and Wou

per and Wper

are very large. The more M increases, the larger Lperand Wper become

t

and the smaller L .. and W . become. Both characteristics are

crossingrat the middle value range of M.
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Fig.6.6 shows the average waiting time Wout and Wper versus the

traffic—précessing—rate PE- The time Wout,is quite sm}ll for pE<0.S
and tends to infinity_§§ipE tends to 1. On the other‘hand, wper-is
0 at both p.=0.0 and p;=1.0, and has the maximum value at pg=0.5 for
each M. The reasons are the following: '

At pE=1, the arrival rate of the external packet is equal to

“one of the permits. The buffer of the external packet is infinité;

10

but the permits can be stored to the value of M at most. Hence, the
waiting time of permit is 0. At pE=0, the arrival of the external

packets is zero or the one of permits is infinite, Thus, the buffer

out

per
n

Fig. 6.4 The average waiting number of permitting process
' for permits and external packets
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The average'waiting time of external packet
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Fig. 6.5(b) The average waiting time of permit
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of permits is

full at once and almost all permits except only M

mermits are transmitted to the adjacent node with no waiting time

for the external packet. Therefore, the average waiting time of

permits is nearly equal to 0.

Fig.6.7 shows the optimal value of M versus Pp. We define

optimal M as the -value of M that makes the summation W=a-W +

Bfwout be the

per

smallest. Here, we choose a=B=1. Thus, given Pg, We

can design the number of permits that can be stored in the node.

Wout WPGT -
L3 3
0.10 [ 2.0 |
Wout
M=1
M=2
0.05 | 1.0 [ N p
W
per
= 2
M B 1
> Pg
0 0.5 1.0
Fig. 6.6 ~ - The average waiting time of external packet and

permit versus channel utilization factor
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10 |
5 fve.

g
] .

0 0.5 - 1.0

Fig. 6.7 The optimal value M for summation of wout and

W versus channel utilization factor

per
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6.4 Improvement of Isarithmic Method

In the Isarithmic network, the external packet cannot be ad-
mitted in the network, before it obtains a permit. Thus, an exter-
nal packet with no permit cannot be transmitted-to the next node,
even if the transmission channel is empty. This state makes the
channel utilization be low value.. Among these external packeté which
do not have a permit, the packets that destine the adjacent node may
stay‘in the network for a short time. Thus, these packets cannot
cause the network over-congestion, if they are admitted in the nét—
work without a permit, only when the channel is empty.

Therefore, we introduce the following improvement. That is:

When a transmiésion channel to the adjacent node is empty, an
external packet whith destines to the same node can be admitted with-
out a pefmit. In this section, we analyze the effectiveness of thisi
improvement. Thus, we represent this process.as in Fig.6.8. We
consider one output channel of the switching node. One internai
packet has one permit with probability q,11° Fot simpliéity, the
node cannot store the permit. So, when there is no waiting external
packet, the permit is transfered to the next node at once. Among
the external packets, there are some packets_which destine to the ad-
jacent node with probability P. When the transmission channel is
empty. We assume that this channel is slotted by one-packet-length
and each packet is transmitted in each time slot.

We represent by Pén), thevprobability that at time n, the num-
ber of the waiting packets and the tranémitting packets in the out-
put queue-of this transmission channel is k. Both the external packet
and_the internal packet have the Poisson arrival. Hence, the proba-

bility P(gn+1) is given by
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Fig. 6.8 Model of permitting process in the improved Isarithmic

network
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() = gp(™yp(My.pois 0 / A ) Pois(0 / A +p) (6.19)

where Pois(A/B) is the probability that the number of arrival is A,
under the condition that the mean arrival rate is B per unit time.

Thus, in general, the probability P£n+1),is given by

Pén+1) = {P£n)+P£n)} Pois(k / A;,) Pois(0 /_ko-pj

+Pois(k-1 / A, )*{1-Pois(0 / A -p)}

k+1
+ ]

P£n)-Pois(k-i+1 /,Ainj ‘ (6-20)
i=2

If the utilization factor of this channel is less than 1, we can

obtain the steady-state-probability. We define this as P..

1im 2™ - p_. (6.21)
im Py X

TP =1 ' ' (6.22)
k=1 K . 4 o

Therefore, we can obtain the numerical value of the probability P0
and the number of packet which can go thfough the permitting process

per unit time, defined as A;.
' . :
= epe (6.23)
A, (P0+P1) P~Ao A ’
Then, the arrival rate of the external packef to the queue of the

- ) %
external packet changes and new arrival rate Ab is

% t o ' .
Ao T AeTRg = Ap{1-(Py*Py ) p} (6.24)

From Eq.(6.15), the average number of the external packets in the
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*
queue of the permitting process Lo is

ut
* * ‘ ’
__FP : (6.25)
L, =—=
out ;1,4

where
% %
o= xo/kin Q11

" The improvement factor T, which is defined as the ratio of the dif-

*
ference between Lout and LOut to Lout is
*
L * 1_ )
o= 1-7out . 1-2(1-p) - (6.26)
out p(1l-p )

Fig.6.9 shows the improvement factor T versus traffic-processing-

T
4\
0.75
= 0.3
0.50 - 0.4
= 0.5
= 0.6
0.25
PE -
0 0.5 i 6
Fig. 6.9 The degree of improvement versus traffic-processing-

rate
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rate pg. Introducing this means, L is improved more than 40% at

out
pE=0.S, without any serious congestions.

6.5 Conclusion

The Isarithmic flow control method is one of the most interest-
ing methods in regard to keeping the packet switching network from
over-congestion. In this éhapter, we represent the switching node
in the Isarithmic network as the duplicated queueing model and ana-
lyze this model theéretically.' As a result of this analysis, we can
derive the average waiting time of the external packet and the permit.
¥We assume that the former implies the effectiveness of the congestion-
control and the latter, the excess control. We show the numerical .
results of those characteristics. ‘Further, ﬁtilizing the waiting
time of the external packet, we can obtain the message traverée time
in the Isarithmic network. -

This Isarithmic method has the obvious disadvantage, i.e. iow
throughput. This is the reason why the external packet with no permit
cannot be trénsmitted, even if the transmissioh channel is emﬁty.
Thus, we present the one method of impro&ement so that the external
packet which destines to the adjacent node can be transmitted without
a permit, only when the transmission channel is free. Further, we.
can analyze this improved Isarithmic network with Imbedded‘Markév
chain and obtain the extents of this improvemenf. From this analysis,
we insist that this improvement makes the throughpuf of the network

quite large, without any serious congestions.
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CHAPTER -7
BLOCK SWITCHING METHOD

7.1 Introduction

So far we have been discuseing on the packet switching for com-
puter-communication'netwprks. As discussed in the_previons chapters,
the packet ewitching is most advantageous for.a traffic in the com-
puter- communlcatlon network where messages have short 1ength as an
’average and frequently occur. But, when the messages are very long
such as data file or still-picture transm1551on, the d1rect switching
or the time- d1v151on mult1p1ex1ng 11ne sw1tch1ng is superior to the
paeket sw1tch1ng. VFurther, the trenfflc characterlstlcs of the com-
puter Communlcatlon network are widely fluctuating accordlng to the
tlme of day, the day of week the week of month, season, and gquraph—
ical area_etc. Thus, it seems unfavorable that only one ewitching
method whether it is pecket‘switching or line switching, handles‘the
~whole of network traffic. Therefore{ we nay_insist that in the com-
nuter-eommunication network; the hfbrid\switching éystem which has
both‘theVpacket;switching function and the 1ine-switchiné functien
is more advantageous | , | -

_The_hybrid switching networks are'generaliy’classrfied into
three types Those are: ' o i -

y 1) Independent parallel type
2)‘ Dependent perallel type
©3) Compound:type

In the first type, the network is duplicately composed of‘two
independent subnetworks of the packet-switching and the line-switch-
ing. Two subnetworks are connected with each other through the inter-
face at every node. So, network user can choose one between two

switching systems, according to his message length. In realization
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of this system, there is not any problem except the interface of the
subnetworks. But, since it must be composed of two independent net-
works, it is quite costly and has low system efficiency.

In the second type, fhe network is constructed with both func-
tions and is operated in one of two functions. The operation of the
network can exchange from one function to another. Thus, the network
chooses the switching function betweeﬁ two options according to the
characteristics of the inputltraffic at each time. 1In thisAcase;
when the whole network is operated in only one sWitching-function;
this hybrid method can not be so efficient. But, when the network is
composed of several independent chénnels; which can be operate in'ény
function, and when the network operatdr can vary the rate of the num-
ber of iine—switching channels to’the‘number:of packet-switching
channels accérding to the characteristics‘of input-traffic; this net-
work may have superiority to the first type.k‘Some researchers have
investigated this‘tfpé‘ofvtﬁe‘hybrid switchingrsystems‘and confirmed
the effectiveness of thié'syétem. But few have described the reali-
zation of such methods. Even if these systems can be réalized,‘they
will be quité complicated. ‘

In the third type, the network has both functions and can be
‘operated in both~switching modes,:simultaneously. Thus, network users
utilize one function of two optional switching functions acéqrding
to his message length, at any time. o ‘

'This‘chapter deals with the third type, i.e. the compound hybrid-
‘'switching system. We present the realizable method of compound-type
hybrid-switching and define this as bZock switching. This method is
based upon the slotted-packet-switching, where the transmission chan-
nel is slotted into one-packet-length and a packet is sent on a time

‘slot. Further, this method has a new ability of reservation of time
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slots in addition to the functions of the slotted packet switching.
We describe the general concept and the composition of the block

switching system, and discuss'on the superiority of this system to

other switching systems.

7.2 Basic Concept of Block Switching System

In the block switching system, the Single packetiﬁg,is utilized.
So, all packets in the network have the same length (i.e. one-seg-
ment-length). Further, all transmission channel in the network is
slotted by this one-packet-length, and a packet is transmitted on
this time slot by timing—controller.

There are simultaneously two transmission modes in this system.
Those are:
a) Store-and-Foiwa;d mode (S/F. mode)
b) Reserved block mode (R/B mode)
The S/F mode is similar to the normal packet switching. Thus, a mes-
sage 1is divi&ed into several packets in the source node and each
packet independeﬂtly traverses through the network on Store-and-For-
ward way, without setting the end-to-end link before the message is
ﬁfansmitted.

- On the other hand, the R/B mode corresponds to the line switch-

‘ing. That is the reason why, in this mode, a message sender must

connect the end-to-end link with a message receiver before he trans-

fers this message, as well as in the line switching: The 1link con-
nection means the reservation of adequate number of time-slots ( we
call time slot as block, hereafter) at each channel on the linked
path. When link is completely connected,‘the message sender trans-
fers the message to the source node. At the source node, this mes-
sage is transformed into several packets and these packets are trans-

mitted on Store-and-Forward way in the network.
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Corresponding to two transmission modes, there are four types
of packets in the netﬁork as shown in Fig.7.1. Those are:
1) S/F message-packet
2) R/B link-packet
3) R/B meséage—packet
4) ACK packet

The  S/F message-packet is utilized to tfansmit message-bits on
S/F mode. On the other_hand, when a hetwork user wants to transmit
a message on R/B mode, he must connect the end-to-end link to his
receiver by the R/B link-packet, at first. After connecting link,
he can transmit this message, utilizing the R/B message-packet. The
-ACK-pabket is uﬁilized to exchange acknowledgments and controi infor-
mations between nodes. The first and the fourth packets are trans-
mitted on S/F mode, while the second and the third on R/B mode.

Now,/we describe tﬁe actual operation of the block switching
network. As shown in Fig.7.2, a network user can choose one between
tﬁo optional modes, acco;diﬁg to his message length. If his message
length is short, he will choose the S/F‘mode transmission. He types
_in the message from his terminal console, indicating his receiver
and a transﬁission mode, where his receiver may be a large computer
or a terminal console in remote-location. Further, sometimes the
sender may be the large computer. The message is hgndled by the net-
work as in the case of packet switching. When the message is cof—
) rectly delivered to the receiving node, a message-ACK is returned to
the source node by ACK-packet and the node ;ransfers‘it to the sourcé
terminal. By this ACK, he knows that his message is completely sent
to his destination.

On the other hand, if his message is quite long, the S/F mode

transmission is considered to be disadvantageous way. Thus, he must
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Fig. 7.1  Four types of paékets in the block-switching

method
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a) S/F message-packet
ID AD MN cI PN TEXT (message bits) | CH
b) R/B link-packet
ID AD . MN CI LN | Additional Information
c) R/B message-packet
D AD | MN° TEXT (message bits) SN
d) ACK packet
ID|- AD .| MN CI | ACK | Additional Information|CH
ID : Identification of packet MN : Message number'
CI : Control information PN : Packet number
AD : Address information LN : Link number
CH : Check bits for channel error detection
SN : Sequence number of packets of R/B mode -
ACK : ACknbwledgément information




utilize the R/B mode transmission. At first, he types in a R/B link—p
packet with the name of his destination and fequired transmission
data-rate. This 11nk packet reserves the time slots of each channel
on the path from the source node to the destlnatlon node. Reachlng

to the destination node, 11nk—packet completely connects the end-to—
end 1ink Then, the destlnatlon node returns a 11nk ACK to the source
node by the ACK packet When the source node recieves this, the
source node transfers it to the source‘terminal At thls tlme be-
‘tween the source and the destlnatlon termlnals, the 10g1ca1 path is
connected. Then, the user can transmit his message intd the network,
according to the data rate of this 1ogicel path. Then this message
isdpacketted at the soufce node and is transmitted on R/B mode trans—
mession. ‘The final packet of this nessage makes this 1ink open;

when it is transmitted.

Reassemble
short o : » S | -buffer
message S/F packet

Packeting - BLOCK ‘Reassembl
— " SWITCHING - o
message-ACK - message-ACK Message
R/B link-packet NETWORK . ’
(1 step) o " - | ‘
¢ i Tink-ACK - e ink-contrdl
long message
(2 step)[— ‘ . ' - ' ' : -
"—“ﬂ'Packeting"~—-—-———£ j Removing |=_ .
R/B lheadef ¢
‘ message- _ . =
packet - message
SOURCE_NODE ' DESTINATION NODE

Fig. 7.2 The Behavior of the block switching network
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7.3 Operating Behaviors of Switching Node

' The operation that the switching node processes the arrival
packets is shown in Fig.7.3. The arrival packets are recognized to
be one of four types by its identification bits. Each type of packet
is served with diffefent nodal processing.

The first, an S/F message-packet is served with the packet
switching processing. When an incoming packet is an S/F message-
packet and destines this node, it is stored in the reassemble buff-
er till all packets of the same message arrive. If'this'packet des-
tines another node, the next node to be transmitted is determined,
utilizing the routing-control-table for the;S/F packet.f Then, the
packet is put into the output queue to wait for being transmitted to
the node decided. If there is no other waiting packet in this queﬁe,
or if this packet has the highest priority in the queue at that time,
it is transmitted to the next node on a given block. In this figure
(i.e. Fig.7.3), we omit the process of a packet-ACK as described in
Chapter 5.

‘The secdnd, an R/B_link-packet is served with the link-connect-
ion process. At first, an incoming link-packet is inquired whether
it aims at this node, or not. In the former cése, since the link-
packet reaches to its destination node, the link is completely con-
nected from the source node té the destination node and a logical'
path is established. Thus, this node returns a link-ACK to the source
node; utilizing an‘ACK-packet.

Further, in the latter case of the R/B link-packet, the next

node is chosen from all the neighboring nodes by the routing-table

T We mean by ‘the S/F packet, both the S/F message-packet and the

ACK-packet.
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Fig. 7.3 The behavior of switching node is the final packet



for the R/B packet[+ Then this switching node sets up a link to the
next node. To set up a 1ink/is to secure one link-control-buffer in
_ this node, and then to reserve the blocks at.intefvals of constant
number of blocks. This interval of block can vary for'each link.
Thus, choosing adequate number of interval, we can obtain the requir
data rate of a link. 1In one transmission channel, the number of 1in]
control-buffers (we sometimes call this as a link-buffer) is>1imited
to a fixed value. If all link-buffers are already utilized, link -
packet is pﬁt into the link-queue and waits till a link-buffer is
able to be used for this 1ink-packet.‘ The details of the link-con-
trol behavior and a link—contfoi—buffef at each node are described i1
the next section. After setting up a link, the R/B iiﬁk—packet is
sent to the next node on one of the receiving blocks
The thlrd,»an R/B message-packet 1s served w1th the process ana:
ogous to tlme division- mult1p1ex1ng line-switching. At first, the
R/B message packet is examined whether this node is the destination
of it, or not. In the former case, the header of ﬁacket is :taken of
and the contents of packet are transfered to the~desfinatioﬁ terﬁina
or cemputer. In the iettef case, the packet is‘removed into the lin
-control-buffer and waits fof the reserving block ef that link-buffer
The reserving block of each link-buffer is indicated‘by the 1link-
counter'inieach 1ink-buffer. When therlink-counter directs that the
folloWing block is reserved, the clock gate is open and the R/B mes-
sage-packet'infervenes inethe top of the output queue of fhe chanﬁel
for the spec1f1c next node. Then, at the following block, fhe R/B

message-packet can be transmitted. When, the final pécket of this

P

T Similarly, we mean by the R/B packet, both the R/B message-packet

" and the R/B link-packet.
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link is transmitted, it makes the link-buffer open at each node
through the path. After this, this link-buffer can be utilized by
any other 1link. |

An ACK-packet is served with the nodal process as well as an
S/F message packet.

In operating the block switching network, we must transfer sev-
eral kinds of control-information to update the routing table, to
monitor the failure of the system and so on. We assume that an ACK—

packet can transfer those control-informations.

7.4 Link Control Behaviors and Link-Control-Buffer

In this section, 'a link-control-buffer and its behaviors are
described. Each switching node has a éertain number of link-coﬁtfol—
buffers, which is shown in Fig.7.4. The link-control-buffer (or
link-buffer) has three basic funtﬁions. Those" are:

1) To store safely the R/B paéket of this link

2) To detect the reserving block of this 1link

3) To transfer the R/B packet on the reserving block
Accomplishing thesetfunctions, the link buffer is composed of the
followings as shown in Fig.7.4.

a) Packet-tag-number .

This corresponds to the function 1) and is used to identify”the
packet from othér packets in this node. When the node'completely
receives R/B packet, the néde‘assignes amfégfnumber to that packet.
This tag-number is put into the link-buffer. When an R/B packet is
transfered to the néxt node, the backét—tag number -in the link-buffer
‘becomes zero and keeps zero till thelfoliowing-R/B packet is received.
b) Link-counter

This is applied to accomplish £he»functions 2) and 3). This

link-counter indicates the reserving block and controls the clock
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gate to make packet-tag-number infervene into the top of output-
queue.

In each link, the reservation of block is controlled not by the
position of a block in the time_axes, but by the interval of the
block number, which is denoted by R. Thus, each link has the occu-
pying block at every (R+1) Blocks. This is managed by this link-
counter.

The link-counter is keeping step with each block (i.e. time
slot) and is substracted one at every block. On setting-up-link,
the R/B link-packet secures the link-buffer and starts to reserve

blocks. At the first reserving block, this link-packet is transfer-

Packet-Tag-Number

Memory Area for storing

R/B Packet

Link-Counter

Link-Number

Link-Release-Flag:

Additional Control

Information

Fig. 7.4 Link-control-buffer
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ed to the next node, and then, link-counter is set at the value of R.
The counter is fakeﬁ»away one at each block. When‘the value of the
counter becomes zero, the counter indicates that the next block is
reserved by this link-buffer. Then, the counter opens the'cloék-gate
and makes packet-tag-number intervene to the top of the output queue.
Hence, the R/B packet in this link-buffer can utilize the next block.
If there is no R/B packet at this time, (that is, packet-tag-number
indicates zero) no intervening occurs, and another S/F packet can
utilize this block. At the next block, the counter is reset at the
value of R, again.

The interval of blocks, R i; variable.at each link. Thus,
choosing an adequate value for R, we can obtain the required data
rate of the link. But, since the value of R is not fixed, and sev-
eral link-buffers are simultaneously utilized to one channel, some
link counters may indicate the reservation block at the same time.
Therefore, we must give priority to the link-control-buffer. When
feéervations are duplicated, the order of transmission is decided
by the grade of the priority of the links. This additional delay
of the R/B packet may affect the behaviors of the link-control at

. the next node. Thus, on settiﬁg-up—link, reservation of the switch-
ing node is set up so that the R/B packet will have to stay at node

during several blocks.

- ¢) Link-release-flag .

This is utilized to release a link-control-buffer from a 1link.
Thisvflag has 1 or 0 as a value.

When allink-packet secures a link-buffer, the value of  this
flag is set to be 0. This is kept 0 till the fiﬁal R/B-message-
packet in this link arrives. This final packet resets the flég to

be 1.
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If the value of this flag is 0, no link-release operation is
done. But when.this is 1, this makes the contents of this 1ink-
buffer clean and the link-counter sfop, as soon as the packet-tag-
number intervenes into the output queue. After this, this link-

buffer can be used by another link.

7.5 A Comparison of Three Switching Methods for Throughput

Characteristics

In this section, we compare three switching methods i.e. packet
switching, line switching, and block switching on the throughput
characteristics that one transmission channel can handle. Let chan-
nel capacity be C, one packet length that is equal each other, PL’
and one link capacity in line switching and R/B mode of block switch-
'ing, CO' -

For simplicity, we adopt the following analysis models to each
switching methods. “

1) Packet switching is represented by M/D/1 queueing model with in-
put traffic of Ap and transmission time of PL/C.

2) Line switching is represneted by M/M/s queueing model. In this
model, let average input traffic be AC, average message length,

a-PL, and density of channel-transmission, B. Where a>1, 0<B;i,

and the holding time of channel becomes

(7.1)

3) Block swifching is represented by the compound model of the
first and the second models with mixture rate r, where r is a
rate of channel capacity of the R/B mode to the total channel
capacity C. |

A) Packet switching’
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This model has the Poisson arrival with mean_)\p per unit time
and the constant service of PL/C. Then, the channel utilization

factor pp becomes

o, =L ‘ (7.2}

For the value of pp and the service time required for a packet to be-
completely transmitted on channel, the summation of the waiting time

and the service time in this queue, W is given by

2-p
W = ’ (7.3)
2C (1- :
°p
The throughput of packet switching Tp is given by
. T_= Cep_- 7.4
T Pp N | (7.4)

where Ny is the transmission efficiency discribed in Chapter 2.

B) Line switching

This model is assumed to have the Poisson arrival with mean AC;
the exponential service time with meén h, and S independenﬁ channels.
Since the total channeltcapacity is C and C0 for each channel, the
channel number S, the channel utilization factor of one channel‘ac,

and the total channel utilization factor p. are given by

S = C/C0 {7.5)
a. = Ac-h (7.6)
Pe = aC/S = Ac'h-CO/C , F7.7)

In this case, the call reject rate € that message is rejected, due

to the fact that all channels are already utilized, is given by

S n
a S a.

=30 _Loar (7.8)
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Eq.(7.8) is called as Erlang's loss formula. The throughput of

line-switching is given by
T. = X_raP (7.9)

C) Block switching

In this methad, channel capacity4C is dividéd into two modes,
i.e. R/B mode and S/F mode according to the mixture rate r. Hence
the R/B mode has capacity with r<C and S/F mode with (i1-r)-C.

The R/B mode resembles to the line switching. In this case,

let all links have the same link capacify C for simplicity. The

0’
allowable number of link in one channel SbC becomes

S = ' (7.10)

The holding time is similar to Eq.(7.1) and call reject rate is given
similarly by Eq.(7.8). The throughput of the R/B mode of the block

switching Tbc is given by

T = (1—r)°AC-a-P

bc (7.1

L

Since the S/F mode is almost similar to the packet switching, the

throughput Tbs is

Tps = (1-r)-C-pp-nT + {r'C-AC~(a+1)PL}-pp°nT i‘ (7.12)
Therefore, the total throughput of the block switching Tb isr

T, =T + T (7.13)

bc

Fig.7.5 shows the comparison of the throughput rate of the block
‘'switching to the line switching and that of the block switching the
to the packet switching versus mixture rate r. In this case, let C

be 1 Mbits/sec, CO,SO kbits/sec, and PL 1000 bits. Furthermore, we
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decide the service grade of each switching method as‘follows. In
the packet switching and the S/F mode of the block switching, the
waiting and the transmission time W is chosen to be less than

0.002 second (This means that only the waiting time is less than
0.001). 1In the line switching and the R/B mode of the block switch-
ing, call reject rate is chosen to be iess than 0.001. Further, we
choose =20, B=6.5. Thus, the average holding time of the line
switching and the R/B mode becémes 0.8 sec. Since fhe'Single packet-
ing is utilized in the packet switching and the S/F mode, the trans-
mission efficiency nT'is chosen to be 0.5. As shown in Fig.7.5, the
block switching is superior to the other two switching methods on

the throughput characteristics.

7.6 Considerations

We consider the advantages, the diSadvantaggs, and the important
problems on the block switching and we summarize them as follows.

A) The advantages of the block switching

A-1) In the block switching network, a network user can choose the
transmission mode from two optional modes according to his
message length or holding time.

A-2) If a user chooses R/B mode, hé can easily select the data rate
of link by setting adequate value R, according to his message
length or data rate of his terminal.

A-3) In the line switching, the channel cannot be utilized by any
other users and is empty, during establishing the link-con-
nection. This is an over-head éf the line switching that
cannot be neglected. But, in the block switching, when link-
connection is established, the reserved block which has been
already set-up link can be utilized freely'by other S/F packets.

Thus, thére exists no set-up loss in the block switching.

125



Throughput-rate

R
A
~——ye—— t0 line switching
o to packet switching
2.0 |
1.0 |
mixture rate r
i t | L I .
0 0.2 0.4 0.6 0.8 1.0
Fig. 7.5 Throughput rate versus mixture rate

126



A-4) When the whole network is over-congested and the all lock-up
phenomenum occurs, the packet switching method cannot release
the network from this lock-up without any serious losses. On
the contrary, the block switching has the R/B mode capacity
that cannot cause the lock-up. Thus, even if the area of S/F
mode is fully locked-up, it can easily release the network
from lock-up, utilizing several number of R/B channels as S/F
channels.

A-5) As shown in Fig.7.5, the bléck sWitching is better than other
switchings in throughput characteristics. -

A-6) As described above, this block switching has more efficient
and more flexible ability than the line switching and the
packet éwitching. \

B} The disadvantages of the block switching

B-1) In the block switching, the switching node requires more func-
tions than in other switchings. Thus, the load of the CPU in

, “the node is considered to increase greatly.

B-2) Each channel is slotted by the one-packet-length., Thus, in
éach channel, the timing function is required.

B-3) In each link of the R/B mode, the 1ink-;ontr01-buffers are
réquired at each node on the path of link. Hence, in thg
switching node, a great deal of buffer memory is needed.

B-4) In this method, the Single packeting method is utilized. This
packeting method has worse efficiency than other packeting
methods and the variable-length-type.

C) The important problems in the block switching

C-1) Routing pfbcedures'for the R/B mode packet and the S/F mode\
packet

C-2) Affection of the fluctuation of traffic of the R/B mode on the
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delay and congestion state of the S/F mode

C-3) Schedules of the reservations of the R/B mode in setting up
link

7.6 Conclusion

In this chapter, we present the block switching method as hybrid
switching. The general concepts of block switching are described.
Then, we compare this method with the packet switching and the line
switching in throughput and obtain the superiority of block switching
to these switching methods. Furthermore, we discuss on the advan-
'tages, the disadvantages, and the problems on the block switching,A
and insiét that there are many good points in this method.

In coﬁstructing the hybrid network, there are three types of
the orientations. Those are:

1) Line-switching oriented hybrid network with the ability of packet
switching .

2) Packet—switching oriented hybrid network with the ability of
line-switching |

3) Neutral hybrid network with the ability'of both switchings

The bloék switching can become any of the three hybrid network,
varying the limit number of the link-control-buffer in the node. .It
is strongly insisted that the rate between two switching modes can
be varied, even while network is operating; We insist that the block
~switching system can be actually realized, in addition to those

advantages.
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" CHAPTER 8
CONCLUSIONS

This thesis has pursued to gain insight into the packet switch-
ing system applicable to computer-communication networks. The major
objectives of this thesis are: ’

1) To develop the mathematical tools for évaluation and optimizing
the system ﬁerformance 7

2) To exploit_useful techniques for packet switching

For these pufpbses, we have invesfigated several important prbblems

described as follows. |

1)v Packeting method

2) Analysis of the deli&ering behavior of packet-sequence of the
same message ' |

3) Analysis of the message traverse time

4) Packet-ACK method

5) Isarithmic flow céntrol method

6) Block switching method |
In regard to each problem, the representative results in this

thesis are summarized as follows. (

Packeting'method

. 1-a) Four types of packetiné methods (i.e. Single, Sequential, Ex-

| poneﬁtial, and Complex packetings)‘have been presented.

1-b) Utiliéing three items (i.e. the set of packets P, the proba-
bility Ppm(i) that one message is dividéﬁiinto i packets, aﬁd
the probability\Psp(i) that one packet contains i-segmeht);
four packeting methods have been represented mathematically.

1-c) Transmission efficiency and packet error rate have been defined
as the evaluaion measures, and have been deriyed mathematically

in each packeting method. Utilizing these measures, we can
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design the optimum packet structure.

The delivering behavior of packet-sequence of the same message

2-a) We have been able to represent this process as the Markov chain
- model, introducing some approximations. The validity of these
approximations has been secured by computer simulation.
2-b) Analyzing this Markov model, the probability density function:
of packet-intervening number has been obtained. Utilizing
this probability function, the reassemble delay of a message
can be easily dérived.

The message traverse time

3-a) From the aspects of some unique points, the message traverse
time of general packeting methods has Been obtained.

3-b) Utilizing this as the evaluation measure, the designs of to- -
pological structure and caﬁacity assignment can be accom-
plished.

Packet-ACK method

4-a) Two multi-ACK control methods (i.e. time-control and waiting-
number-control) have been presented.

4-b) Various ACK methods have been classified into three classes.
4-c) The transmission efficiency and the packet response time have
been defined as the»performance measures, and have been

mathematically analyzed on each packet-ACK method.

4-d) As long as the transmissionvefficiency and the packet response
time are concerned, we can insist that time-control multi-ACK
methoa ﬁith piggy-back fashion is the best in the various
packet-ACK methods. ‘

Isarithmic flow control method

5-a) We have represented one switching node in the network as the

duplicated queueing model and have analyzed them mathematically.
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Block

As the résults of this analysis, the effectiveness of the con-
gestion control and the excess-control have been obtained.

The optimum storage size of permit can be}easily derived.
Further, the message traverse time in the Isarithmic network
can be obtained.

The improvement that the external packet which destines for
the adjacent node can be transmitted without a permit, only
when the transmission channel is free, have been introduced.
It is noted that this improvement makes the throughput of
the network quite large, without any serious congestions.

switching method

6-a)

6-b)

6—c)

tools

The block switching that have both abilities of packet switch-
ing and line switching have been presented.

This method has been shoﬁn to have many advantages regarding
‘to thfoughput, flexibility, reliability, and high performance.
We insist that this block switching can be easily realized
and vary its characteristics suitably according to the change
of the input-traffic of the netwdrk;

In this dissertation, we have developed several mathematical

to evaluate and design the packet-switching computer-communi-

cation networks. But we have not dealt with the optimization prob-

lems at all. Therefore, utilizing these results, the optimization

of the packet-switching computer-communication network is left un-

solved for future research.
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