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The lack of high capacity optical RAM makes it difficult to buffer optical packets in
optical packet switching (OPS) networks. According to a rule-of-thumb, buffer size of each
output link of a router must be B = RTT * BW , where RTTis the average round trip time
of flows and BW is the bandwidth of output link, in order to achieve high utilization with
TCP flows. However it requires a huge memory size due to high speed of optical links, so it is
currently unfeasible. Currently, the only available solution that can be used for buffering in
the optical domain is using FDLs. However, FDLs have important limitations. On the other
hand, optical RAM is under research and it may be available in the near future. Optical
RAM solves the problems of FDLs. However, Optical RAM is not expected to have a large
capacity, soon. Therefore, decreasing the huge buffer requirements of OPS networks is
necessary in order to make use of optical buffering.

In this thesis, first we design and propose a new XCP framework called Rate-based
Paced XCP specially designed for small buffered OPS networks. We evaluate the FDL
requirements on a meshed network with multiple-hop paths and show how FDL
requirements change with slot size, utilization, FDL granularity, scheduling and packet size
distribution. As a next step, we propose new switch architectures specially designed for

Rate-based Paced XCP for further decreasing the buffer requirements and switch costs. We
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investigate and compare input and output buffered optical switch architectures. We show
how the FDL requirements of different switch architectures change with FDL granularity
and packet size distribution by using a star topology. We next focus on optical RAM. We
show that proposed architecture has low buffer requirements with optical RAM due to
advantage of O(1) reading operation of optical RAM when compared with FDLs. As a last
step, by using the ideas and results from the rate-based paced XCP, we propose a new core
pacing architecture that is very light-weight, easier to implement and does not require XCP
framework. Simulations show that both of our proposed pacing algorithms and network
architectures increase the achievable utilization of very small optical FDL or RAM buffered

optical core links or namely throughput of TCP flows using these links.
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