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Preface

This dissertation treats a long reach passive optical network (PON) using optical code division multiple access (OCDMA) technologies based on research the author carried out during his Ph. D. studies in the Division of Electrical, Electronic, and Information Engineering, Graduate School of Engineering, Osaka University, and his tenure at the Mitsubishi Electric Corporation.

Chapter 1 is an introduction of the thesis and presents the background and purpose of the study. The historical perspective and recent investigations on access networks are summarized. Optical access network technologies for high-speed, highly flexible, and long-reach transmission are then introduced. Finally, the motivation behind this study, including the reason for focusing on optical code division multiplexing (OCDM)/OCDMA, is presented.

Chapter 2 gives an overview of optical encoding/decoding techniques. Optical devices for optical encoding/decoding are also described in this chapter. Here, the pros and cons are discussed from the viewpoints of the difference in characteristics for optical encoding/decoding schemes. Finally, we introduce the properties of a multi-port encoder/decoder that can simultaneously process several optical codes (OCs).

Chapter 3 deals with 10-Gb/s burst-mode transmission. First, a 10-Gb/s burst-mode transmitter for an optical network unit (ONU) is introduced. The impedance controlled DC-coupled transmission line between a laser diode (LD) driver and a distributed feedback LD (DFB-LD) enables both a fast turn-on/off time and high-launched optical power. Next, a 10-Gb/s burst-mode receiver for an optical line terminal (OLT) is described. To meet the demand for wide dynamic range and good receiver sensitivity, continuous automatic gain control (AGC) and automatic threshold control (ATC) functions are adopted for the burst-mode receiver. In addition, the configuration of an 1/10-Gb/s dual-rate burst-mode receiver, which can be realized by utilizing a serial type transimpedance amplifier (TIA) and limiting amplifier (LIA), is described. The TIA and LIA switch their transimpedance gain, noise equivalent bandwidth, and transient response time by an external rate select signal. The results described in Chapter 3 have been published in II-1, II-6, III-1, III-4, and III-5 that are shown in the list of publications by the author.

Chapter 4 extends the 10-Gb/s time division multiplexing (TDM) PON system over OCDMA (10G-TDM-OCDM-PON) using a super-structured fiber Bragg grating (SSFBG) encoder for the ONU, a
multi-port decoder, and a 10-Gb/s burst-mode receiver for the OLT. Then, we experimentally demonstrate TDM × OCDM uplink transmission. With the assistance of forward error correction (FEC), error-free operation can be achieved in all data of the 10G-TDM-OCDM-PON. In addition, we show that the key to unprecedented symmetric uplink bandwidth is a multi-level phase-shifted encoding/decoding whereby an auto-correlation output can be preferably adopted in the burst-mode receiver. The uplink throughput performances of the 10G-TDM-OCDM-PON are also discussed. The results described in Chapter 4 have been published in I-1, II-2, II-3, II-4, III-2, and III-3 that are shown in the list of publications by the author.

Chapter 5 proposes long reach 10G-TDM-OCDM-PON systems. To achieve long reach transmission over a 65-km single mode fiber (SMF), three schemes are newly adopted in addition to 10G-TDM-OCDM-PON. First, a narrow band optical band pass filter (NB-OBPF), which can tailor the OC spectrum, is applied for the output of the multi-port encoder to transmit OC signals without dispersion compensation. Second, long reach 10G-TDM-OCDM-PON can be scaled up by aggregating 10-Gb/s TDM-PON systems using only a multi-port encoder/decoder pair in an OLT and a remote node (RN). The configuration of the ONU becomes simpler than the 10G-TDM-OCDM-PON by eliminating the encoder/decoder at each ONU. Third, an 82.5 Gsample/s over-sampling clock and data recovery (CDR) is used for a burst-mode 3R receiver. The 10-Gb/s burst-mode 3R receiver can recover a pulse width distorted signal after transmission. We experimentally demonstrate full duplex 10G-TDM-OCDM-PON transmission on a single wavelength over a 65-km SMF without dispersion compensation. Error-free operation with a FEC for all uplink and downlink data can be achieved. In addition, we discuss the causes of power penalty. The transmission penalty has been the most pressing issue in the construction of long reach 10G-TDM-OCDM-PON systems because it is the main cause of power penalty. The results described in Chapter 5 have been published in I-2, II-5, and III-6 that are shown in the list of publications by the author.

Chapter 6 summarizes the above results.

Satoshi Yoshima

July 2013
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Chapter 1

Introduction

Developments to fiber-optic communication technologies have been delivering smarter and more comfortable lifestyles to people for the past several decades [1]. In 1981, the first fiber-optic transmission systems featuring a 32-Mb/s capacity were launched in Japan [2]. At first, these systems were applied only for trunk transmission. Soon after that, submarine transmission was realized by fiber-optic communication technologies. Since the first installation of fiber-optic communication systems, remarkable progress of optical fiber transmission technologies has been seen. For example, nowadays fiber-optic transmission systems with 100-Gb/s capacity per one wavelength channel can be realized [3–5], but access networks have been constructed by twisted pairs for a long time.

The remarkable expansion of Internet services, such as video on demand, online video games, file sharing, and music distribution, as well as the numerous social media services, has created a demand for high-speed access networks. In order to meet this demand, optical access networks started being introduced from the end of the 1990s. Of particular note are Gigabit Ethernet passive optical networks (1G-EPON) [6], which can deliver more than 1-Gb/s high-speed transmission and provide low-cost services for residences. Due to the spread of 1G-EPON systems, there were more than 23.2 million fiber-to-the-home (FTTH) subscribers in Japan by the end of September 2012 [7]. This growth of optical access networks comes with the demand for access networks that are higher speed, more flexible, and more intelligent.
Chapter 1. Introduction

In this chapter, historical perspective on access networks, including the architecture of optical access networks, are introduced. More recent and future optical access networks are also reviewed.

1.1 Demand for High-Speed Access Networks

The rise of new content-rich services and the increasing demand for faster services have driven the progress of high-speed access networks. Nowadays, several online services are able to be utilized, including video on demand, online video games, file sharing, and music distribution, as well as numerous social media services. These services require transmitting not only text-based content but also multimedia content including music and video. In order to satisfy the large bandwidth requirements, broadband services were installed toward the end of the 1990s in Japan. Access networks can be mainly classified into four types: copper-based digital subscriber lines (DSLs) [8, 9], which were almost asynchronous DSL (ADSL), hybrid fiber and coaxial (HFC) networks for CATV [10], fiber optic-based fiber-to-the-x (FTTX) [11], and high-speed mobile services including 3.9-generation mobile communication called long-term evolution (LTE) [12] and broadband wireless access (BWA) adopting the 2.5-GHz frequency band [13]. Here, the x of FTTX indicates home (H), building (B), curb (C), and so on, depending on the network architecture. FTTH and FTTB mean that the fiber reaches the boundary for the living space such as the home and the building, respectively. FTTC means that the fiber reaches the street cabinet, which is close to the user’s premises, typically within several hundred meters. In all of the FTTX systems, a metallic cable or wireless systems such as wireless local area network (LAN) are used for networks between the optical network unit (ONU) and user terminal such as a personal computer (PC).

Figure 1.1 shows the evolution of the number of broadband service subscribers in Japan [7]. As shown in the figure, ADSL services were commercialized in the early 2000s as the first widespread broadband service to meet the new demand for high-speed data communication networks. The ADSL technologies were able to realize faster data communication services on the installed metal cable than the previous integrated services digital network (ISDN) systems with 64-kb/s. The number of DSL subscribers increased to 14.5 million in the first quarter of 2006. However, there were several issues for realizing high-speed broadband services. One was the limitation of transmission distance. The signal to noise ratio of ADSL services is degraded due to line noise in the metallic cables, which means that only low-speed services are provided for subscribers located a long distance from the central office (CO) of the service provider. The second issue was the limitation of transmission speed.
1.1. Demand for High-Speed Access Networks

High-speed ADSL was realized by a multi-level modulation format such as 64 quadrature amplitude modulation (QAM) and high-frequency transmission higher than a normal voice telephony channel. However, the highest transmission speed of ADSL was only several Mb/s due to the transmission frequency limitation of up to several MHz. Therefore, the number of subscribers has been decreasing since 2006.

In contrast, FTTH services started to widely spread from the middle of the 2000s because they can provide symmetric high-speed communication systems more reliably than ADSL services. FTTH systems can provide faster than 100-Mb/s high-speed symmetric transmission services for each subscriber, 20-km long transmission lines, and high-quality services. This style of high-speed access system is paving the way for a new generation of broadband services. As a result, the number of FTTH users exceeded that of ADSL users at the end of June 2008. Nowadays, FTTH is the most popular broadband infrastructure in Japan. At the end of September 2012, the number of FTTH subscribers in Japan was 23.2 million. In addition, the number of subscribers of CATV services has gradually increased. From the beginning of 2012, the number of subscribers of broadband mobile services, including the 3.9G mobile service and BWA, has rapidly increased because mobile phones with more advanced computing and connectivity (“smartphones”) can access the Internet easily and from anywhere. These broadband mobile services will play an important role in broadband services in the near future.

![Number of broadband subscribers in Japan](image)

Fig. 1.1: Number of broadband subscribers in Japan.

(Based on Ministry of Internal Affairs and Communications Japanese Government Report)
1.2 Architecture of Optical Access Network

Figure 1.2 shows the topologies of optical access systems [14, 15]. In general, there are three categories of architecture to realize an optical access network. One is the point-to-point (P2P) system shown in Fig. 1.2(a), which is the basic configuration for optical access networks. This system features a CO comprised of several media converters connected to each residential user. In this P2P network, individual fibers run from a CO to each residential home. Another architecture is the point-to-multipoint system (P2MP) with an active switch, which is called active star architecture. In this network, only one fiber is installed between a CO and an active switch, and the CO needs only one media converter to communicate with all residential homes. The total cost of the active star architecture is less than that of the P2P system because there is only one media converter per CO and only one feeder fiber between a CO and an active switch. However, the active switch requires powering and maintenance, and it should be capable of operation over a wide temperature range because it is an outdoor device. The other architecture is the P2MP with passive devices such as optical splitters, which is called passive star architecture or passive optical network (PON). In this architecture, a CO is connected to each residential home via an optical power splitter. In a PON system, subscriber equipment, which is called an ONU, can be accommodated by a single piece of CO equipment called an optical line terminal (OLT). This architecture reduces costs because a splitter requires no power supply and little maintenance. As a result, PON systems currently play the main role in optical access networks.

PON systems feature four optical access technologies: time division multiple access (TDMA) [16], wavelength division multiple access (WDMA) [17], orthogonal frequency division multiple access (OFDMA) [18], and optical code division multiple access (OCDMA) [19]. Figure 1.3 compares these technologies using their schematic representations. In the TDMA, each ONU upstream time slot is controlled by an OLT access controller to avoid collisions. As a result, upstream packets from the ONUs are time-interleaved at the power splitter. The OLT receiver has to adjust its gain, threshold, and clock synchronization to receive burst signals because the transmission loss and time slot of each ONU are different [20–22]. The TDM-PON plays the main role in optical access systems due to low cost capable equipment. Although the cost of a burst-mode receiver and an access controller is higher than that of other equipment, they can be shared by all of the residential users. There has been a tremendous amount of research and development on TDMA systems, going all the way back to the first proposal of TDM-PON systems back in 1987 [23, 24]. Early experiments and field trials were performed using the synchronous transfer mode (STM) and the
asynchronous transfer mode (ATM). In Japan, the first commercial system was launched as a STM-PON with 16-Mb/s in 1997 [25]. After that, the broadband PON (B-PON) with 622-Mb/s [26], 1G-EPON with 1.25-Gb/s [6], and Gigabit-capable PON (G-PON) with 2.5-Gb/s [27] capacities were standardized in 2001, 2004, and 2004, respectively. These systems have also been commercially launched all over the world for use in FTTX systems.

In WDMA networks, a wavelength channel is assigned to each ONU. There is no interaction or coupling between subscribers. As a result, each subscriber gets a dedicated point-to-point path to an OLT. In a typical WDMA, wavelength channels are multiplexed or demultiplexed by an arrayed waveguide grating (AWG) instead of an optical power splitter, as shown in Fig. 1.3(b). WDMA networks require wavelength selected transceivers for each ONU. This “colored” ONU increases the network cost. To resolve this, research on WDMA networks with an injection-locked Fabry-Perot laser diode or a reflective semiconductor optical amplifier (RSOA) as a “colorless” ONU transmitter have been energetically pursued [28–30]. However, at present, there have only been field trials in limited regions such as Korea, and thus far there has been no large scale commercial deployment.

In OFDMA networks, the overall bandwidth is divided into orthogonal subcarriers. Each ONU is allocated one or more subcarriers that can be realized by fast Fourier transform (FFT) and inverse FFT (IFFT). Different modulation formats can be assigned for each subcarrier based on the channel conditions and the transmitter frequency response. In addition, the upstream bandwidth of each ONU can be changed by changing the assigned number of subcarriers. Therefore, OFDMA networks can provide flexibility and scalability for each ONU. OFDMA has functioned as the major access technology in RF communications such as LTE. Nevertheless, its application to optical communication is challenging because high-speed digital signal processing (DPS) is expensive for optical access networks and the synchronization of multiple upstream laser frequency offset from each ONU is difficult. In recent years, several studies have reported methods for realizing OFDMA-PON. In 2007, 10-Gb/s optical OFDMA transmission using a direct modulated laser (DML) in a 2.5-GHz channel bandwidth was experimentally demonstrated offline, for the first time [31]. Recently, real-time 40-Gb/s WDM-OFDMA-PON transmission has been demonstrated using a field programmable gate array (FPGA)-based DSP [32]. In addition, to realize a bandwidth-elastic and power-efficient OFDMA network, coherent interleaved frequency division multiple access (IFDMA) has been proposed and experimentally demonstrated [33, 34].

In an OCDMA network, upstream signal transmission is realized by the optical encoder (ENC) and optical decoder (DEC). OCDMA can multiplex a number of channels on a single wavelength and identical time slot by using different optical codes for each channel, similar to spread-spectrum wireless CDMA [35]. In contrast to the frequency spread/despread, time and/or optical frequency
spread/despread techniques are adopted in OCDMA. OCDMA has been studied and experiments have been performed since the 1980s [36, 37]. Early studies showed promise in overcoming some of the nagging drawbacks in those days, which included laser frequency drift, broad laser line widths, and limited hardware speeds. In recent years, coherent OCDMA has been energetically studied in pursuit of its unique characteristics such as high frequency efficiency, good correlation performance, low signal processing latency, and asynchronous access capacity [19]. Encoding/decoding of a coherent time-spreading (TS)-OCDMA system has been realized by using compact optical passive devices such as a super-structured fiber Bragg grating (SSFBG) [64] and/or a multi-port optical encoder/decoder in an AWG configuration [67]. Recently, a field trial of 3-WDM × 10-OCDMA × 10.71-Gb/s, asynchronous 111-km transmission [97] and an experimental demonstration of asynchronous 4 × 40-Gb/s full-duplex transmission [38] have been achieved.

Fig. 1.2: Architectures of optical access network.
1.2. Architecture of Optical Access Network

Fig. 1.3: Optical access technologies.
1.3 Roadmap of Optical Access Network

Figure 1.4 shows the roadmap of optical access network technologies [45–50]. Currently, 1-Gb/s TDM-PON systems including 1G-EPON and G-PON have become widely spread thanks to a bit rate higher than 1.25 Gb/s, a possible number of shared users as high as 32, and a transmission length of 20 km. In order to meet the demand for high-speed optical access systems, 10-Gb/s TDM-PON systems including 10-Gigabit Ethernet PON (10G-EPON) [39, 43] and 10-Gigabit-capable PON (XG-PON) [40, 44] were standardized in 2009 and 2010, respectively. These 10-Gb/s TDM-PON systems are called next-generation PON1 (NG-PON1). For NG-PON1, the most crucial challenge is high-speed 10-Gb/s burst-mode transmission. In order to realize 10-Gb/s TDM-PON systems, research on 10-Gb/s burst-mode transmitters [68, 71–73], receivers [69, 74–84], and clock and data recovery (CDR) [86–88] have been pursued. Furthermore, in recent years, 40-Gb/s capable NG-PON2 has been energetically discussed in the full service access network (FSAN) [41]. As a result of this discussion, hybrid TDM and WDM PON (TWDM-PON) systems, which are realized by 4 wavelength channels multiplexed for both upstream and downstream, will be standardized as an NG-PON2 [51, 52, 90]. The reason the TWDM-PON is selected as the NG-PON2 is that TWDM-PON is more cost-effective compared with other proposed methods such as high-speed TDM, orthogonal frequency division multiplexing (OFDM), and so on. On the other hand, several approaches, including high-speed TDM, dense WDM (DWDM), OCDM, and OFDM, have been proposed to realize a capacity larger than 40-Gb/s that is more flexible and enables higher functionality of optical access networks. These high-capacity networks are called NG-PON3.

NG-PON1 is required for the coexistence with the current 1-Gb/s TDM-PON that has been widely installed. In addition, network operators require that NG-PON2 preferably support operation over legacy power splitter-based PONs and possibly aggregate several such legacy PONs in order to reduce total costs of building and operating optical access networks [49]. Moreover, long-reach transmission longer than 40 km and a high splitting ratio of more than 64 are required for NG-PON2 to expand the coverage area. Especially, long-reach transmission is strongly required because metro-access hybrid networks can be costly by aggregating OLT equipment with a metro ring node. Now, standardization activity for NG-PON3 by applying revolutionary technologies has not yet started because NG-PON2 has not been realized by revolutionary technologies as originally envisioned but by the evolutionsal technologies of TWDM. However, the requirements for NG-PON3 will be increased sooner or later. For NG-PON3, there are two potential approaches in terms of optical distribution network (ODN) migration. One is coexistence on the legacy ODN. The other is a
modified ODN, which means addition to or modification of the ODN outside the OLT site. Coexistence on the same ODN is a preferable alternative, but there is little wavelength region available for NG-PON3. Therefore, high spectral efficiency will be necessary for NG-PON3 in order to coexist with legacy networks.

OCDMA has unique characteristics capable of multiplexing a number of channels on a single wavelength and an identical time slot with up to 40-Gb/s capacity per channel. Especially, OCDMA with multi-level phase shift keying (PSK) optical code theoretically realizes good spectral efficiency. For example, 10G-OCDMA with a 16-level PSK optical code can achieve 0.8 bit/s/Hz when a 16-channel with 12.5-GHz channel spacing is multiplexed within a 200-GHz bandwidth [67]. This spectral efficiency, which is as high as current long-haul WDM systems, can be realized because 40-Gb/s differential quadrature phase shift keying (DQPSK) WDM systems with a 50-GHz channel spacing have 0.8 bit/s/Hz. Therefore, OCDMA is suitable for NG-PON3 because it can realize high spectral efficiency in optical access networks that require multiple access technologies.

Fig. 1.4: Roadmap of optical access network technologies.
1.4 Purpose of This Study

There are three issues for realizing high-speed, high spectral efficiency, long-reach optical access systems. The first is a 10-Gb/s burst-mode transmitter/receiver. In order to launch the NG-PON1, 10-Gb/s burst-mode transceivers with a fast burst-mode response time, a high power budget, and a wide dynamic range are required. The second one is a hybrid TDM × OCDM transmission. In future optical access networks following NG-PON2, hybrid multiplexing technologies such as TWDM will become the mainstream because it will be difficult to realize high-speed, cost-effective networks by adopting only one access technology. OCDMA has huge potential to realize the high-speed and flexible optical access networks described in the previous section. Several hybrid OCDM × WDM networks have been studied [19, 97], but few OCDM × TDM hybrid networks have been reported due to the lack of a high-speed burst-mode transceiver. Feasibility studies of a 1-Gb/s TDM × OCDM hybrid system have been reported, where an SSFBG encoder/decoder and a burst-mode receiver for 1G-EPON were used [42]. However, a TDM × OCDM capable of more than 10-Gb/s has not been reported. The third issue is a long reach transmission to directly connect an existing optical access network to a metro network. Recently, a long-distance transmission over a 100-km single mode fiber (SMF) without inline dispersion compensation was achieved by tailoring the optical spectrum of the encoded signal in an OCDMA-PON system [101]. However, there still remains a long reach transmission of 10-Gb/s burst-mode optical code signal without dispersion compensation.

In this thesis, we study a 10-Gb/s burst-mode transmitter and receiver for realizing a 10-Gb/s TDM-PON system. In addition, we propose a 10-Gb/s TDM × OCDM hybrid PON system (10G-TDM-OCDM-PON) and investigate long reach 10G-TDM-OCDM-PON systems that can realize direct connections between metro and access networks.

1.5 Overview of the Dissertation

Figure 1.5 shows the organization of this thesis. Following the introduction of optical encoding and decoding schemes in OCDM networks in Chapter 2, 10-Gb/s burst-mode transmitter and receiver techniques are described in Chapter 3. The 10G-TDM-OCDM-PON and long reach 10G-TDM-OCDM-PON systems are proposed in Chapters 4 and 5, respectively. The contents of
Chapter 2 describes the optical encoding and decoding techniques. The fundamentals of the optical encoding and decoding schemes adopting a planer lightwave circuit (PLC), an FBG, and an AWG are introduced in this chapter. Then, we introduce the properties of a multi-port encoder/decoder for a PSK optical code (OC). This multi-port encoder/decoder is suitable for our proposed long reach 10G-TDM-OCDM-PON systems because it can process several OCs at the same time.

In Chapter 3, the 10-Gb/s burst-mode transmitter and receiver are described. First, we show the block diagram and optical performances of the 10-Gb/s burst-mode transmitter. In order to realize fast turn-on/off time, a laser driver and a distributed feedback laser diode (DFB-LD) are connected by an impedance controlled DC coupling transmission line. Second, the configuration and performances of the 10-Gb/s burst-mode receiver are described. The 10-Gb/s burst-mode receiver can deliver a fast receiver settling time and a wide dynamic range by adopting continuous automatic gain control (AGC) and automatic threshold control (ATC) for a transimpedance amplifier and a limiting amplifier. The configuration of the dual-rate receiver, which can be realized by switching its transimpedance gain and equivalent noise bandwidth, is also described. The results described in Chapter 3 have been published in II-1, II-6, III-1, III-4, and III-5 that are shown in the list of publications by the author.
In Chapter 4, we propose a 10G-TDM-OCDM-PON system that multiplexes 10-Gb/s TDM-PON systems by using OCDMA techniques. The proposed system is able to increase the total capacity without sacrificing the uplink bandwidth currently assigned to each ONU. A 16-ONU (4-OCDMA × 4-packet) uplink burst transmission is experimentally demonstrated by using a hybrid 16-chip (200 Gchip/s), 16-phase-shifted SSFBG encoder/multi-port decoder and a burst-mode receiver along with forward error correction (FEC). Finally, we discuss how the newly introduced multi-level phase-shifted encoding/decoding, with which auto-correlation waveform can be preferably adopted in the burst-mode reception at 10-Gb/s, is the key to the proposed system. The results described in Chapter 4 have been published in I-1, II-2, II-3, II-4, III-2, and III-3 that are shown in the list of publications by the author.

In Chapter 5, we propose a long reach 10G-TDM-OCDM-PON architecture using only a multi-port encoder/decoder pair at an OLT and a remote node (RN), which eliminates the need for an encoder/decoder at each ONU. The 10G-TDM-OCDM-PON can be scaled up by aggregating 10-Gb/s TDM-PON systems with OCDMA techniques. In addition, a narrow band optical band pass filter (NB-OBPF) enables a long reach transmission of 10G-TDM-OCDM-PON systems without dispersion compensation by tailoring the optical spectrum. In the long reach 10G-TDM-OCDM-PON system, full duplex 4-packet × 4-OC transmission on a single wavelength over a 65-km SMF without dispersion compensator is demonstrated by using a 16 × 16 multi-port encoder and decoder, an NB-OBPF, and a 10-Gb/s burst-mode 3R receiver. We also discuss the sources of power penalty in the proposed long reach 10G-TDM-OCDM-PON system. The results described in Chapter 5 have been published in I-2, II-5, and III-6 that are shown in the list of publications by the author.

Chapter 6 concludes the dissertation with a summary of the overall results.
Chapter 2

Overview of Optical Code Division Multiplexing

2.1 Introduction

This chapter introduces the OCDM technologies, including optical encoding and decoding, on which the long reach 10G-TDM-OCMD-PON system proposed in this thesis are based. In Section 2.2, fundamental mechanisms of an optical encoding and decoding are described. There are several approaches to encode optical plain data in time and/or wavelength domains. Section 2.2 focuses on a time domain coherent decoding scheme that can deliver better correlation performances than other schemes. Section 2.3 describes the configuration of optical devices for optical encoding/decoding including optical delay lines, a planar lightwave circuit (PLC), a fiber Bragg grating (FBG), and an arrayed waveguide grating (AWG). In particular, the optical encoder/decoder with an AWG configuration, called a multi-port encoder/decoder, has remarkable characteristics that can process several optical codes simultaneously. Section 2.4 shows the details of the multi-port encoder/decoder configuration and correlation performances [67].
2.2 Principle of Optical Encoding/Decoding

2.2.1 Optical Encoding

An optical encoding operation optically transforms each data bit into an optical code before transmission. Optical encoding involves translating a data bit by a code sequence either in the time domain or the wavelength domain, or in a combination of the two called two-dimensional coding (2D-coding) [54]. Figure 2.1 shows an illustration of these classifications.

![Classification of different optical encoding schemes](image-url)
In a time-domain optical encoded signal, each bit is split into time components shorter than the original bit slot, called chips. This type of time-domain optical encoding scheme can be classified into two categories: an incoherent scheme [36, 37] and a coherent scheme [55]. In the time-domain incoherent optical encoding scheme, the optical intensity is manipulated but the phase is not. In contrast, in the time-domain coherent optical encoding scheme, the phase of the optical signal is manipulated. The benefit of the incoherent scheme is that it can be realized by an incoherent light source. However, the correlation property of the incoherent scheme is poorer than that of the coherent one because of its unipolar characteristic.

In the wavelength-domain optical encoding signal, one encoded signal consists of a unique subset of wavelengths forming the code. The encoding process is based on Fourier transform and does not require the high-speed optical modulators used in time-domain encoding systems. 2D-coding combines the above time-domain chip spreading and wavelength selection. One data bit is encoded as consecutive chips of different wavelengths, forming a unique wavelength sequence in time constituting one optical code.

### 2.2.2 Optical Decoding

At a receiver, an optical decoding operation reverse to the encoding process is performed to recover the original data in the optical domain. Figure 2.2 shows an example of optical decoding for a time-domain coherent binary phase shift keying (BPSK) code. The transmitted signal is encoded by an 8-chip BPSK signal as \((\pi, \pi, \pi, \pi, 0, 0, 0, 0)\). There are two optical decoders, to which different optical code sequences are assigned, at the receiver. The optical decoder, to which the same optical code sequence of an incoming signal is assigned, outputs the auto-correlation, which has a large peak in the center of the output waveform (as shown in Fig. 2.2(a)) because of the exact matching of an incoming code sequence. The other optical decoder, to which a different optical code sequence such as \((\pi, \pi, 0, 0, \pi, \pi, 0, 0)\) is assigned, outputs the cross-correlation, which has no large peak [55] (as shown in Fig. 2.2(b)). Note that the cross-correlation output does not vanish perfectly. This unwanted signal appears as noise in the decoder output, which is called multiple access interference (MAI) noise. MAI is the principal source of noise in OCDM systems. The larger the number of multiplexed optical codes used, the larger the MAI noise output. This MAI noise degrades the performance of OCDM systems. In order to suppress it, optical thresholding [56] and/or optical time gating [57] have been proposed. These approaches can improve the system performance, but it is costly to introduce optical thresholding devices, and
optical time gating limits the asynchronous operation. It is important for an OCDM network to choose a proper code having a good correlation performance. Several optical codes, such as M sequence and gold codes, have been proposed to meet such requirements [19]. Code length is also an important factor in system design, because a longer code length delivers a good correlation property, whereas the bit rate of plan data is limited by the product of the code length and the chip duration.

![Auto-correlation and Cross-correlation Output of Time-Domain Coherent Optical Code](image)

**Fig. 2.2:** Auto-correlation and cross-correlation output of time-domain coherent optical code.

### 2.3 Optical Devices for Optical Encoding/Decoding

Figure 2.3 shows several approaches for optical encoding and decoding [58–66]. In a scheme that demonstrated OCDMA for the first time, an input laser pulse is split into a set of delay lines in order to realize incoherent optical orthogonal codes (OOCs), as shown in Fig. 2.3(a). To passively generate an OOC, a bank of delay lines is placed between a splitter and a combiner. The combination of delay lines determines the optical code strain. At the receiver side, received signals are decoded in the electric domain, where a suitable clock recovery circuit is required [59]. Figure
2.3(b) shows the configuration of the spectral encoding technique using optical gratings, lenses, and a phase or amplitude mask [60, 61]. The phase or amplitude mask is placed in the Fourier plane to imprint a code sequence onto the spatial frequency spectrum. The signal is then reflected by the second diffraction grating to recombine the spectrum into one spatial mode, which is coupled into a fiber. The decoding process is reciprocal to the encoding scheme. For a time-domain coherent optical code, a PLC device consisting of tunable taps and thermo-controlled optical phase shifters has been proposed, as shown in Fig. 2.3(c) [62]. The phase shifter is an optical waveguide partly covered with a heater electrode. The optical carrier phase can be varied by changing the temperature of the waveguide that changes the waveguide refractive index. In this optical encoding, an input single pulse is duplicated to a set of chip pulses with an identical amplitude, and the optical carrier of each chip pulse is phase-shifted to either 0 or \( \pi \) by phase shifters. Then, the chip pulses are recombined by an optical combiner to form a bipolar signature code. In optical decoding, the same procedure as that in the encoding is performed for all incoming optical code sequences. This architecture has several benefits in terms of tunability and controllability for changing an optical code sequence. However, it does have some drawbacks, such as polarization dependency and the impossibility of realizing long code sequences due to constraints in device fabrication.

Figure 2.3(d) shows the block diagram of an optical encoder with an FBG [63–65]. The FBG can easily generate a PSK optical code longer than the above PLC encoder can due to its low insertion loss. Actually, a long 511-chip 640-Gchip/s signal coded by a super-structured FBG (SSFBG) has been reported [66]. This long PSK code can realize a 10-user truly asynchronous 1.25-Gb/s coherent OCDMA network.

Figure 2.4 shows a SSFBG configuration and an OC generation scheme [64]. A SSFBG is defined as an FBG with a slowly varying refractive-index modulation profile imposed along its length [100]. In addition, a complex refractive-index modulation profile can be realized in an SSFBG by inserting phase shifts between different segments, as shown in Fig. 2.4(a). The input optical short pulse can penetrate the whole grating length, and the individual segments of the grating contribute more or less equally to the reflected response when the lengths of all segments are all the same as \( L_{\text{chip}} \) and the refractive-index modulation is constant along the whole grating. The phase-shifted SSFBG thus works as an optical transversal filter to generate a PSK OC from its impulse response, and it can also perform correlation for OC recognition. Figure 2.4(b) shows the principles of BPSK OC generation. This sort of phase-shifted SSFBG can be fabricated with a single short phase mask of length \( L_{\text{chip}} \) by continuous grating writing [100] or holographic techniques [65]. These techniques provide a high flexibility in producing different long optical code. High-precision phase control can be achieved as well for PSK OCs.
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(a) A set of the delay lines for OOC  (b) Gratings, lenses, and a mask for frequency spread OC

(c) PLC for PSK OC  (d) FBG for long length OC

Fig. 2.3: Optical encoding/decoding devices.

(a) SSFBG configuration  (b) Working principle for BPSK OC generation

Fig. 2.4: SSFBG with phase shifts for BPSK OC.

Recently, as described in the previous chapter, most optical access networks have been constructed in a PON configuration, i.e., a point-to-multipoint network. Therefore, it is desired to generate multiple optical codes by a single optical device, especially for OLT sides. A novel multi-port optical encoder/decoder was proposed by adopting an AWG configuration, which is known as a wavelength multiplexer/demultiplexer. Figure 2.5 shows the configuration of this multi-port encoder/decoder and its operation [67]. Here, the numbers of input and output ports are equal to \( N \). An incoming optical short pulse is input from an arbitrary input port. \( N \) copies of the
input pulse are generated in the input slab coupler. The optical pulses travel through different paths in the grating, and then the output slab coupler recombines them to build $N$ copies at the device outputs. Each PSK code is composed of $N$ optical chips, and the differential path delay in the grating is set to be larger than the input pulse width so that chips in the OC do not overlap in time. This multi-port encoder/decoder is able to measure the correlation between any pair of codes, simultaneously. In fact, if an OC is sent to the input port, an auto-correlation peak (ACP) appears at one of output ports and low power cross-correlation signals appear at the others, univocally determining the incoming OC.

![Optical Encoding Diagram](image1.png)

(a) Optical encoding diagram

![Optical Decoding Diagram](image2.png)

(b) Optical decoding diagram

Fig. 2.5: Multi-port encoder/decoder with AWG configuration.
2.4 Multi-Port Encoder/Decoder

2.4.1 Configuration of Multi-Port Encoder/Decoder

The mechanism to build a set of OCs can be easily described by analyzing the AWG in the time domain. Referring to Fig. 2.6 and the parameters listed in Table 2.1, the impulse response from input port \( i \) to output port \( k \) can be written as

\[
h_{ik}(t) = \sum_{l=0}^{N-1} \exp \left[ -j \pi \frac{n_d}{\lambda} (2l - N + 1)(\sin \theta_i + \sin \theta_o) \right] \times \delta \left( t - n_s \frac{L + l\Delta L}{c} \right)
\]

\[
i, k = 0, 1, \ldots N - 1,
\]

where \( j = \sqrt{-1} \), \( \delta(t) \) is the Dirac’s delta function, \( L \) is the shortest waveguide length, and \( \theta_i \) and \( \theta_o \) are the diffraction angles in the input and output slab couplers, respectively.

\[
\sin \theta_i \cong (2i - N + 1) \frac{d_r}{2R}, \quad \sin \theta_o \cong (2k - N + 1) \frac{d_o}{2R}.
\]

For the sake of simplicity, \( L \) is assumed to be 0, as its value affects a constant time delay but not the code generation process. The chip interval, i.e., the time interval between two consecutive pulses in each code, is \( \Delta \tau = n_s \Delta L / c \), which equals the inverse of the free spectrum range (FSR) of an AWG multiplexer/demultiplexer, and the correlation time is given by \( (N - 1)\Delta \tau \). From the parameters listed in Table 2.1, \( \Delta \tau = 5 \) ps.

The exponential term in Eq. (2.1) corresponds to the phase of each chip in the code. We set \( d_r = d_o \), i.e., identical spacing in the input and output gratings. Equation (2.1) can then be reduced to

\[
h_{ik}(t) = \sum_{l=0}^{N-1} \exp \left[ -j \frac{\pi}{N} (2l - N + 1)(i + k + 1) \right] \times \delta(t - l\Delta \tau)
\]

\[
i, k = 0, 1, \ldots N - 1.
\]

The OCs are \( N \)-array PSK codes. For a given input port \( i \), the code generated at output port \( k = N - i - 1 \) has all chips with an identical phase.
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Fig. 2.6: Multi-port encoder/decoder configuration.

Table 2.1: Parameters of multi-port encoder/decoder.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_0$</td>
<td>Carrier frequency ($\lambda = 1550.984$ nm)</td>
<td>193.292</td>
<td>THz</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of ports</td>
<td>16</td>
<td>–</td>
</tr>
<tr>
<td>$R$</td>
<td>Input/output slabs focal length</td>
<td>20.85</td>
<td>mm</td>
</tr>
<tr>
<td>$d$</td>
<td>Spacing of waveguide array at the input/output slab couplers</td>
<td>24.6</td>
<td>µm</td>
</tr>
<tr>
<td>$w_g$</td>
<td>AWG waveguide width</td>
<td>7</td>
<td>µm</td>
</tr>
<tr>
<td>$d_i$</td>
<td>Input waveguide spacing at the input slab coupler</td>
<td>56.47</td>
<td>µm</td>
</tr>
<tr>
<td>$d_o$</td>
<td>Output waveguide spacing at the output slab coupler</td>
<td>56.47</td>
<td>µm</td>
</tr>
<tr>
<td>$w$</td>
<td>Waveguide width in the input/output grating</td>
<td>50</td>
<td>µm</td>
</tr>
<tr>
<td>$\Delta L$</td>
<td>Differential path length</td>
<td>1.0316</td>
<td>mm</td>
</tr>
<tr>
<td>$n_s$</td>
<td>Effective refractive index</td>
<td>1.468</td>
<td>–</td>
</tr>
</tbody>
</table>
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2.4.2 Correlation Property

According to Parseval’s theorem, the correlation function between two OCs generated at output ports $k$ and $k'$ can be evaluated in the frequency domain as

$$h_{ik}(t) * h_{ik'}(t) = \int_{-\infty}^{\infty} H_{ik}(f)H_{ik'}(f)\exp(j2\pi ft)dt$$

where $*$ denotes the convolution unit and $H_{ik}(f)$ is the transfer function from the input port $i$ to the output port $k$, obtained by the Fourier transform of Eq. (2.3) as

$$H_{ik}(f) = \sum_{l=0}^{N-1} \exp \left[ -j\pi(2l - N + 1)\left(\frac{i + k + 1}{N} + f\Delta\tau\right) \right]$$

$$= \exp \left[ -j\pi(N - 1)f\Delta\tau \right] \frac{\sin\left[\pi(i + k + 1 + Nf\Delta\tau)\right]}{\sin\left[\pi\left(\frac{i + k + 1}{N} + f\Delta\tau\right)\right]}$$

$i, k = 0, 1, \ldots, N - 1$. (2.5)

The power spectra of output port $k$ are plotted in Fig. 2.7. Two OCs are orthogonal when the cross-correlation function of Eq. (2.4) vanishes everywhere, which happens when the two corresponding transfer functions $H_{ik}(f)$ and $H_{ik'}(f)$ do not overlap with each other and their product is zero. Therefore, Eq. (2.4) indicates the code-recognition capability of a full encoder/decoder, and the lower the crosstalk between two adjacent frequency channels, the “more orthogonal” the corresponding OCs. OCs generated at two adjacent outputs are “less orthogonal” since the crosstalk between two adjacent frequency channels is higher than the others.
The correlation signal is computed by substituting Eq. (2.3) into Eq. (2.4) and performing simple algebra:

\[
\begin{align*}
    h_{ik}(t) * h_{ik}(t) &= \sum_{i=0}^{N-1} \sum_{l=0}^{N-1} \exp \left[ -\frac{j \pi}{N} (2l - N + 1)(i + k + 1) \right] \\
    &\quad \times \exp \left[ -\frac{j \pi}{N} (2l' - N + 1)(i + k' + 1) \right] \\
    &\quad \times \delta[t - (l + l')\Delta \tau] \\
    &= \sum_{i=0}^{N-1} \exp \left[ -\frac{j 2\pi (l + 1)}{N} (i + k + 1) \right] \\
    &\quad \times \sum_{l=0}^{i} \exp \left[ -\frac{j 2\pi l'}{N} (k' - k) \right] \delta(t - l\Delta \tau) \\
    &\quad + \sum_{l=N}^{2N-2} \exp \left[ -\frac{j 2\pi (l + 1)}{N} (i + k + 1) \right] \\
    &\quad \times \sum_{l'=i+1}^{2N-1} \exp \left[ -\frac{j 2\pi l'}{N} (k' - k) \right] \delta(t - l\Delta \tau)
\end{align*}
\]

\[i, k, k' = 0, 1, \ldots, N - 1. \quad (2.6)\]

To evaluate the auto-correlation function, \( k' = k \) is considered in Eq. (2.6):
\[ h_{ik}(t) * h_{ik}(t) = \sum_{l=0}^{N-1} \exp \left[ -j \frac{2\pi (l + 1)(i + k + 1)}{N} (l + 1)\delta(t - l\Delta\tau) \right] \]
\[ + \sum_{l=N}^{2N-2} \exp \left[ -j \frac{2\pi (l + 1)(i + k + 1)}{N} (l + 1)\delta(t - l\Delta\tau) \right] \times (2N - l - 1)\delta(t - l\Delta\tau) \]
\[ i, k = 0, 1, \ldots, N - 1. \quad (2.7) \]

and the ACP appears at \( t = (N - 1)\Delta\tau \) as

\[ ACP = \left| h_{ik}(t) * h_{ik}(t) \right|_{t = (N - 1)\Delta\tau} = N \]
\[ i, k = 0, 1, \ldots, N - 1. \quad (2.8) \]

Furthermore, the maximum sidelobe (MSL) of the autocorrelation function is \( MSL = (N - 1) \). In the case of \( k' \neq k \), the cross-correlation function of Eq. (2.6) becomes

\[ h_{ik}(t) * h_{ik'}(t) = \exp \left[ -j \frac{\pi (k - k')}{2N} \right] \]
\[ \times \sum_{l=0}^{2N-2} \exp \left[ -j \frac{2\pi (l + 1)(i + k + 1)}{N} \left( i + 1 + \frac{k - k'}{2} \right) \right] \]
\[ \times \frac{\sin \left( \frac{\pi (l + 1)(k - k')}{N} \right)}{\sin \left( \frac{\pi (k - k')}{N} \right)} \delta(t - l\Delta\tau) \]
\[ i, k, k' = 0, 1, \ldots, N - 1, \quad (2.9) \]

and the maximum CCP appears at \( t = \left[ \frac{(2q + 1)}{2(k - k') - 1} \right]\Delta\tau \) with \( q = 0, 1, \ldots, \left[ \frac{2(N - 1)(k - k')}{N} \right] \), where \([ \ )\] denotes the integer part, and is

\[ CCP = \left| h_{ik}(t) * h_{ik}(t) \right|_{t = \left[ \frac{(2q + 1)}{2(k - k') - 1} \right]\Delta\tau} = \frac{1}{\sin \left( \frac{\pi (k - k')}{N} \right)} \]
\[ i, k = k' = 0, 1, \ldots, N - 1. \quad (2.10) \]
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Figure 2.8(a) shows the intensity and the phase of an OC generated by a 4-ps width Gaussian-shape pulse, and Fig. 2.8(b) shows its auto-correlation function. Figures 2.8(c) and (d) show the cross-correlation functions between OCs generated at two adjacent output ports and at two far-apart ports, respectively. As shown in Fig. 2.8, the ratio of APC and max CCP is enough to recognize auto-correlation output.

Fig. 2.8: (a) PSK code generated by the device for an input 4-ps Gaussian-shape pulse. (b) Auto-correlation waveform. (c) Maximum cross-correlation waveform. (d) Minimum cross-correlation waveform.
2.5 Conclusion

In this chapter, an overview of OCDM technologies has been described. Section 2.2 has described the fundamentals of optical encoding and decoding. We have shown that a difference in the peak power between auto- and cross-correlation signals can distinguish a desired received signal from the others. We have also explained that the output powers of cross-correlation signals do not vanish, which leads to MAI noise. In Section 2.3, optical devices for optical encoding/decoding have been discussed. Among several optical devices proposed to date, a multi-port encoder/decoder with an AWG configuration is the most suitable device for OCDMA systems in PON architectures. In Section 2.4, the configuration of a multi-port encoder/decoder and the properties of a PSK OC have been described. These devices and the OC techniques form the basis of our proposed system, which is described in the following chapters.
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10-Gb/s Burst-Mode Transmission Technologies

3.1 Introduction

In this chapter, the performances of a 10-Gb/s burst-mode transmitter for an ONU [68] and a 10-Gb/s burst-mode receiver for an OLT [69], both for 10G-EPON systems, are shown. The key issue for ONU and OLT transceivers is a sufficient response time to deal with fast burst modes. Section 3.2 describes the configuration and performances of our 10-Gb/s burst-mode transmitter. In order to obtain a fast response waveform in the transmitter, an impedance controlled DC-coupled transmission line is applied to the burst-mode transmitter in the ONUs. Section 3.3 shows our 10-Gb/s burst-mode receiver configuration and its performances. For smooth migration from 1-Gb/s to 10-Gb/s access systems, the OLT of the 10G-EPON must be able to receive 10-Gb/s and 1-Gb/s packets. Dual-rate burst-mode automatic gain control (AGC)/automatic threshold control (ATC) functions are applied to our OLT receiver in order to ensure a wide dynamic range for dual-rate burst-mode optical signals.
3.2 10-Gb/s Burst-Mode Transmitter Technologies

3.2.1 10-Gb/s Burst-Mode Transmitter Configuration

Figure 3.1 shows the block diagram of our 10-Gb/s burst-mode transmitter. It consists of a burst-control circuit, an LD driver, a bias circuit, a feedforward automatic power control (APC) circuit, and a 1.27-μm un-cooled DFB-LD suitable for 10-Gb/s direct modulation. The burst control circuit can generate 10.3-Gb/s burst data based on both external 10.3-Gb/s continuous data and burst gate signals. The LD driver is able to provide a modulation current ($I_{\text{mod}}$). The bias circuit can supply a stable bias current ($I_{\text{bias}}$) with a rapid on/off time. On/off switching of the burst-mode current is controlled by a pre-bias signal.

The LD modulation current and the bias current are controlled by the feedforward APC circuit with an electrically erasable and programmable read-only memory (EEPROM) that stores a lookup table of appropriate modulations and bias currents for the entire temperature range. In typical continuous-mode transmitters, the optical output power is controlled by monitoring the monitor photo detector (PD) current, which is called a feedback APC. However, it is difficult to achieve a burst-mode fast response of modulation and bias currents with the feedback APC due to a slow response time of the monitor PD current. In contrast, in the feedforward APC, the modulation and

![Fig. 3.1: Block diagram of 10-Gb/s burst-mode transmitter.](image-url)
bias currents are uniquely determined based on the temperature. Therefore, the feedforward APC circuit is suitable for burst-mode operation and can keep the output launch power and extinction ratio constant over the full temperature range.

An impedance-controlled DC-coupled transmission line is inserted between the DFB-LD and the LD driver circuit in the optical transmitter. The transmission interface between the DFB-LD and the driver circuits includes an optimally designed RC network and a flexible strip-line cable to compensate for the parasitic inductance of the optical module. In order to realize a DC-coupled transmission line in the burst-mode transmitter, supply voltages to the output stage of the LD driver and DFB-LD are set to be as high as 5.0 V and the supply voltages to other parts are 3.3 V to reduce the power consumption. With the DC-coupled transmission line, this impedance controlled line enables both high current modulation above 10.3-Gb/s and fast burst-mode control without transmitter waveform distortion.

### 3.2.2 Experimental Results

Figure 3.2 shows the measured turn-on, turn-off, and optical output eye waveforms after the 4th-order 10.3-Gb/s Bessel-Thomson filter at case temperatures of $T_c = 0$, +25, and $+75 \, ^\circ C$. The input data pattern was PRBS $2^{31}-1$. In the measurement, we applied a pre-bias burst-mode [40], and the turn-on time represents the convergence time to within 10% deviation of the first bit pulse-width distortion induced by the turn-on delay of the direct modulated DFB-LD and the transient response of the driver circuit. As shown in Fig. 3.2, a fast turn-on time of less than 10 ns and a turn-off time of 7 ns were achieved. In addition, clear eye mask margins (MM) of up to 24% higher than the IEEE802.3av standard [39] were obtained. The measured average power and the extinction ratio of the transmitter output are shown in Fig. 3.3. We confirmed that a high average output power of more than +7.0 dBm and an extinction ratio of 7.0 dB, together with very small temperature-dependent power and extinction ratio deviations of less than 0.1 dB, were achieved over a wide temperature range due to using the feedforward APC circuit. These optical output power and extinction ratios satisfy IEEE802.3av PR30 standards over the full temperature range.
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<table>
<thead>
<tr>
<th>Case Temperature (°C)</th>
<th>Turn-on (5 ns/div)</th>
<th>Turn-off (5 ns/div)</th>
<th>Optical eye waveforms (20 ps/div)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°C</td>
<td>10 ns</td>
<td>7 ns</td>
<td><img src="image" alt="Optical eye waveform at 0°C" /> MM=24%</td>
</tr>
<tr>
<td>+25°C</td>
<td>10 ns</td>
<td>3 ns</td>
<td><img src="image" alt="Optical eye waveform at +25°C" /> MM=34%</td>
</tr>
<tr>
<td>+75°C</td>
<td>10 ns</td>
<td>5 ns</td>
<td><img src="image" alt="Optical eye waveform at +75°C" /> MM=27%</td>
</tr>
</tbody>
</table>

Fig. 3.2: Output waveforms of turn-on/off and optical eye waveforms.

![Optical output power and extinction ratio](image)

(a) Optical output power

(b) Extinction ratio

Fig. 3.3: Optical output power and extinction ratio of 10-Gb/s burst-mode transmitter.
3.2.3 Analysis of Burst-Mode Performances

Figure 3.4 shows the measured and calculated pulse-width distortions versus pre-bias setting time of $Tc = +25$ °C. In this figure, the calculated curve uses the rate equations for the intrinsic transient response of the directly modulated DFB-LD [70]. The rate equations are as follows:

\[
\frac{dN}{dt} = \frac{I}{q \cdot V_v} - G_N \cdot (N - N_0) \cdot (1 - \epsilon \cdot P) \cdot P - \frac{N}{\tau_s},
\]

(3.1)

\[
\frac{dP}{dt} = \Gamma \cdot G_N \cdot (N - N_0) \cdot (1 - \epsilon \cdot P) \cdot P - \frac{P}{\tau_{ph}} + \frac{\Gamma \cdot \beta \cdot N}{\tau_s},
\]

(3.2)

where $N$ is the carrier density, $P$ is the photon density, $I$ is the injection current, $q$ is the elementary charge, $V_v$ is the volume of the active region, $\epsilon$ is the phenomenological gain compression factor, $\tau_s$ is the carrier lifetime, $G_N$ is the gain coefficient, $\Gamma$ is the optical confinement factor, $N_0$ is the transparent carrier density, $\tau_{ph}$ is the photon lifetime, and $\beta$ is the spontaneous emission coupling factor. It can be clearly seen in Fig. 3.4 that our burst-mode transmitter can achieve a fast LD turn-on time close to the intrinsic DFB-LD lifetime-dominated transient response because the pulse-width distortion with 3-ns pre-bias setting time is less than 10%. The difference between the measured and theoretical results can be explained by the circuit delay due to inductance in the bias line. As shown in Fig. 3.4, a pre-bias setting time of longer than 10 ns is suitable for a 10-Gb/s burst-mode transmitter to avoid pulse-width distortions.

![Fig. 3.4: Measured and calculated pulse-width distortions versus pre-bias setting time.](image-url)
3.3 10-Gb/s Burst-Mode Receiver Technologies

3.3.1 Burst-Mode Receiver Configuration

In general, a burst-mode optical receiver consists of an avalanche photo diode (APD), a transimpedance amplifier (TIA), and a limiting amplifier (LIA) incorporating burst-mode AGC/ATC functions. Burst-mode receivers can be categorized roughly into two types: step detection and continuous detection [85]. Received burst optical packets have different power levels, so each packet should be normalized by amplification with an appropriate gain and regeneration at a proper decision threshold level in a burst-mode optical receiver, as shown in Fig. 3.5. The technical challenge for burst-mode AGC/ATC is to simultaneously support quick response to incoming burst packets and high tolerance to long consecutive identical digits (CIDs). A burst-mode receiver of the step detection sets its gain to the highest mode before receiving a packet. Then, it determines its gain and threshold according to the received power at the beginning of an incoming packet. With these operations, a burst-mode receiver of the step detection type [83, 84] can realize a receiver settling time as fast as 51 ns as well as tolerance to a long CID. However, the drawback is that it needs a reset signal input at the leading edge of each packet at the right moment. In contrast, a burst-mode receiver of the continuous detection type can vary its gain and threshold continuously according to the received power averaged over the time. As a result, a burst-mode receiver of the continuous detection type [76, 81] can realize a simple configuration and robustness against power fluctuation in a packet. However, it is difficult to achieve a fast receiver settling time shorter than 150 ns in order to retain sufficient strength for a long CID. Therefore, we adopt the continuous detection type for the 10-Gb/s burst-mode receiver.

![Block diagrams of burst-mode receiver](image)

Fig. 3.5: Block diagrams of burst-mode receiver for TDM-PON.
3.3.2 Dual-Rate Receiver Configuration

In this section, the dual-rate receiver configurations that have also been proposed are discussed. In 10G-EPON systems, the upstream wavelength regions of 10-Gb/s and 1-Gb/s systems are overlapped from 1260 nm to 1280 nm. Therefore, an OLT receiver has to receive both 10-Gb/s and 1-Gb/s packets. In order to meet such demand, there are three main configurations of a dual-rate receiver. Figures 3.6(a), (b), and (c) show the block diagrams of parallel (optical splitting [75] and TIA output splitting types [76]), and serial types of a dual-rate optical receiver for a 10G-EPON OLT, respectively. In the optical splitting type, the received optical signal is divided by a 3-dB coupler and 10-Gb/s and 1-Gb/s signals are received by each data rate receiver including an APD, a TIA, and a LIA. The advantage of this method is that cost-effective 1-Gb/s optical and electrical components for 1G-EPON can be applied. However, the receiver sensitivity becomes worse than that achieved by other methods due to the 3-dB coupler. In addition, the number of components in the receiver is large. The TIA output splitting type can be realized by a single APD and 10-Gb/s TIA, as well as by parallelized 10-Gb/s LIA and 1-Gb/s LIA following a low-pass filter (LPF) with a 1-GHz cutoff frequency. This type can reduce the number of components compared with the optical splitting type, but the receiver sensitivity for the 1-Gb/s signal is not optimized due to applying a 10-Gb/s TIA, which has a transimpedance gain lower than that of a 1-Gb/s TIA. The serial type dual-rate receiver can realize optimized transimpedance gain and equivalent noise bandwidth by changing the operation mode with an external rate select signal. In addition, the number of optical components, the power consumption, and the cost can be minimized. Therefore, we adopt the serial type for the dual-rate burst-mode receiver.

![Block diagrams of parallel and serial types of dual-rate receiver for 10G-EPON OLT.](image)

Fig. 3.6: Block diagrams of parallel and serial types of dual-rate receiver for 10G-EPON OLT.
3.3.3 Dual-Rate Burst-Mode Transceiver Configuration

Figure 3.7 shows the block diagram of a dual-rate optical transceiver for a 10G-EPON OLT. It consists of a dual-rate burst-mode optical receiver and 10-Gb/s and 1-Gb/s downstream transmitters integrated into an XFP-E size package via a triplexer optical module [89]. The burst-mode optical receiver employs a dual-rate APD-preamplifier and a dual-rate limiting amplifier that can switch their transimpedance gain, equivalent noise bandwidth, and transient response time optimized for each 10-Gb/s and 1-Gb/s packet in order to achieve the receiver sensitivity and receiver settling time specified in the IEEE802.3av PR30 standards. These dual-rate preamplifier and limiting amplifier ICs are fabricated by the 0.13-μm SiGe BiCMOS process to realize single-core chip sets and low power consumption. The APD bias control circuit applies the optimized voltage for the APD over the entire temperature range in order to achieve a high receiver sensitivity. The 10-Gb/s and 1-Gb/s transmitters employ a cooled 10-Gb/s electro-absorption modulator integrated laser (EML), an un-cooled 1-Gb/s DFB-LD, and driver ICs to drive these light sources.

Fig. 3.7: Block diagram of dual-rate burst-mode transceiver for 10G-EPON OLT.
3.3.4 Experimental Results

The measurement results of our dual-rate burst-mode dynamic receiving response are shown in Fig. 3.8. In Fig. 3.8(a), the input signal consists of 10-Gb/s optical soft packets with an optical power of –30 dBm and 1-Gb/s loud packets with –6 dBm without guard time for the worst case condition. In Fig. 3.8(b), the input signal consists of 10-Gb/s packets with a power level of –6 dBm and 1-Gb/s packets with a power level of –35 dBm. Figure 3.8 clearly shows that the dual-rate burst-mode AGC and ATC could rapidly regenerate the received 10-Gb/s and 1-Gb/s mixed packets within 800 ns for the 10-Gb/s packet and 400 ns for the 1-Gb/s packet, which are specified as the receiver settling time in IEEE802.3av, over the entire dynamic range.

Figure 3.9 shows all of the BER measurement conditions in the 10-Gb/s and 1-Gb/s coexisting 10G-EPON systems. In the dual-rate 10G-EPON systems, there are three BER measurement
conditions for each 10-Gb/s and 1-Gb/s optical burst packet in terms of the optical input power and the line-rate of the first (previous) packet because the dual-rate burst-mode AGC and ATC have to regenerate a second (BER measurement) packet during a preamble period under all of the first packet conditions. We measured the BER of payload in a second packet to confirm the feasibility of the dual-rate burst-mode AGC and ATC. The preamble periods of 10-Gb/s and 1-Gb/s packets are 800 ns and 400 ns, respectively, which are specified as the receiver settling time in IEEE802.3av. The guard time of the first loud packet with –6 dBm and BER measurement packet was set to 0 ns for the BER measurement condition with the widest dynamic range. The 10-Gb/s and 1-Gb/s payload data patterns were 64B/66B and PRBS $2^{27}-1$, respectively.

The BER performances of the dual-rate burst-mode receiver are shown in Fig. 3.10. A minimum receiver sensitivity of –30.6 dBm and an overload of –5 dBm at BER = $10^{-3}$ for 10-Gb/s operation and a minimum receiver sensitivity of –34.6 dBm and an overload of –9 dBm at BER = $10^{-12}$ for 1-Gb/s operation were achieved. The receiver sensitivities in all the measurement conditions satisfied the requirements of IEEE802.3av PR30 within an appropriate margin.

A 10-Gb/s cooled EML with a wavelength of 1577 nm controlled by an APC circuit was used for an OLT 10-Gb/s downstream transmitter. A high average output power larger than +2.6 dBm and an extinction ratio higher than 8.9 dB at the case temperature range from –5 to 70 °C, both of which meet the IEEE802.3av PR30 standards, were achieved. A measured 10-Gb/s transmitted optical
waveform after a 4th-order Bessel-Thomson filter enabling a clear eye opening is shown in Fig. 3.11. In the 1-Gb/s downstream transmitter, a 1-Gb/s un-cooled DFB-LD with a wavelength of 1490 nm was used. The DFB-LD drive current was controlled by an APC controller to compensate for the transmitter output power and the extinction ratio over the entire temperature range. A high average output power larger than +5.3 dBm and a high extinction ratio larger than 14.3 dB in the case of temperatures ranging from −5 to 70 °C were obtained, both of which meet the IEEE802.3-2008/1000BASE-PX20 standards. The measured 1-Gb/s transmitted optical waveform after the 4th-order Bessel-Thomson filter enabling a clear eye opening is shown in Fig. 3.11.

![Fig. 3.10: Dual-rate BER performance.](image)

![Fig. 3.11: Output waveforms of (a) 10-Gb/s and (b) 1-Gb/s transmitters.](image)
3.4 Conclusion

In this chapter, we have described the performances of our ONU and OLT transceivers for 10G-EPON systems, including 10-Gb/s burst-mode transmitting and dual-rate receiving technologies. Table 3.1 shows the summary of the burst-mode transmission performances including the ONU transmitter and the OLT transceiver. The burst-mode transmitter for the ONU could achieve a fast burst-mode response time shorter than 10 ns and a high launched optical power larger than +7.0 dBm. The OLT transceiver could achieve high receiver sensitivities of less than –30.6 dBm for 10-Gb/s packets and less than –34.6 dBm for 1-Gb/s packets, with fast receiver settling times of 800 ns for the 10-Gb/s packets and 400 ns for the 1-Gb/s packets.

<table>
<thead>
<tr>
<th>Description</th>
<th>Unit</th>
<th>IEEE802.3 PR30</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>nm</td>
<td>1260 – 1280</td>
<td>1265 – 1273</td>
</tr>
<tr>
<td>Average launch power</td>
<td>dBm</td>
<td>4 – 9</td>
<td>7.01 – 7.02</td>
</tr>
<tr>
<td>Extinction ratio</td>
<td>dB</td>
<td>&gt; 6</td>
<td>7.03</td>
</tr>
<tr>
<td>Turn-on/off time</td>
<td>ns</td>
<td>&lt; 512</td>
<td>&lt; 10</td>
</tr>
</tbody>
</table>

Table 3.1: Summary of burst-mode transmission performances.

<table>
<thead>
<tr>
<th>Description</th>
<th>Unit</th>
<th>IEEE802.3</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>nm</td>
<td>1575 – 1580</td>
<td>1578.5 – 1495</td>
</tr>
<tr>
<td>Average launch power</td>
<td>dBm</td>
<td>2 – 5</td>
<td>2.6 – 3</td>
</tr>
<tr>
<td>Extinction ratio</td>
<td>dB</td>
<td>&gt; 6</td>
<td>8.9</td>
</tr>
<tr>
<td>Overload</td>
<td>dBm</td>
<td>&gt; –6.0</td>
<td>–5</td>
</tr>
<tr>
<td>Receiver sensitivity</td>
<td>dBm</td>
<td>&lt; 28</td>
<td>–30.6</td>
</tr>
<tr>
<td>Receiver settling time</td>
<td>ns</td>
<td>&lt; 800</td>
<td>&lt; 800</td>
</tr>
<tr>
<td>Burst dynamic range</td>
<td>dB</td>
<td>&gt; 24</td>
<td>&gt; 20.4</td>
</tr>
</tbody>
</table>
Chapter 4

10G-TDM-OCDM-PON System

4.1 Introduction

In this chapter, we propose our novel 10G-TDM-OCDM-PON system that can scale up conventional 10-Gb/s TDM-PON by aggregating systems using an OCDMA technique. The proposed system is able to increase the total capacity without sacrificing the uplink bandwidth currently assigned to the individual optical network unit (ONU). Section 4.2 presents the 10G-TDM-OCDM-PON system configuration, which includes an ONU with a compact super-structured fiber Bragg grating (SSFBG) [99], an optical line terminal (OLT) with a single multi-port encoder/decoder [67], and a 10-Gb/s burst-mode receiver [75]. Section 4.3 describes a 16-ONU (4-OCDMA × 4-packet) uplink burst transmission experiment using 16-chip (200 Gchip/s), 16-phase-shifted OCs which generations and recognitions were described in Chapter 2. In Section 4.3, we discuss how the newly introduced multi-level phase-shifted encoding/decoding, whose auto-correlation waveform can be preferably adopted in the burst-mode reception at 10-Gb/s, is the key to the proposed system and the uplink throughput performances.
4.2 10G-TDM-OCDM-PON System Configuration

Figure 4.1 shows the upgrade scenario of a single 10-Gb/s TDM-PON to \( n \times \) 10G-TDM-OCDM-PON systems. When \( n \) conventional 10-Gb/s TDM-PON systems including \( m \times \) ONUs are accommodated, the bandwidth per user is reduced by a factor of \( n \) due to the nature of time division multiple access (TDMA), resulting in the bandwidth reduction factor of \( m \times n \), that is, \((10-\text{Gb/s} \times m)/n\) per ONU. Here, the bandwidth means the data rate for each user. In contrast, the 10G-TDM-OCDM-PON system can maintain the bandwidth reduction factor of only the number of ONUs (= \( m \)) by assigning different optical codes (OCs), OCs No. 1–\( n \), to an individual 10-Gb/s TDM-PON system. For example, OC No. 1 is shared with No. 1-1–1-\( m \) ONUs where uplink signals No.1-1–1-\( m \) in a group are time-aligned without contention. As a result, the uplink bandwidth per user can be increased by a factor of \( n \), compared with TDM-based systems, that is, 10-Gb/s/\( m \). From the viewpoint of the upgrade cost of 10-Gb/s TDM-PON systems, our proposed system is more expensive because OCDMA-specific components have to be additionally implemented. OCDMA-specific components additional to conventional PON systems would include an encoder/decoder as well as a special class of short pulsed lasers. However, the costs of the multi-port decoder as well as that of the short pulsed laser can be shared by a number of different ONUs, and the SSFBG type of encoder could be inexpensive if it were mass-produced.

For 10G-TDM-OCDM-PON systems, a single multi-port encoder/decoder [67] is located at an OLT, which can generate \( n \) different OCs, while each ONU uses a multi-level phase-shifted SSFBG. The multi-port encoder/decoder can lower the budget loss due to simultaneous processing of multiple OCs without splitters. It is also cost-effective because the cost can be shared between all ONUs. In contrast, an SSFBG has the ability to process an ultra-long OC, perform polarization-independent operation, has a compact structure, and also has a low-cost capability for mass production [65]. Therefore, it is appropriate to allocate a multi-port encoder/decoder to the OLT and SSFBG encoder/decoders to the ONUs, respectively. A crucial challenge of 10G-TDM-OCDM-PON systems is the detection of uplink optical “burst” signals, decoded after the transmission. To study the feasibility of 10G-TDM-OCDM-PON systems, we developed a 10-Gb/s burst-mode receiver consisting of an avalanche photodiode (APD)-preamplifier module and a limiting amplifier. This burst-mode receiver can achieve high sensitivity by adopting a high-sensitivity APD with a large gain-bandwidth product [91] and a low-noise preamplifier.
4.3 Burst-Mode Uplink Transmission Experiment

Figure 4.2 shows the experimental setup for the 16-ONU uplink burst-mode transmission of our 10G-TDM-OCDM-PON system. 16 ONUs can be accommodated by a 4-packet 10-Gb/s TDM-PON over 4-OC OCDMA. A 1.8-ps pulse train was generated by a mode-locked laser diode (MLLD), as shown in Fig. 4.3(a). The center wavelength was 1546 nm and the repetition rate was 9.95328 GHz. The output from the MLLD was modulated to 4 packets by optical burst-mode modulators (BM Mod.) constructed by a LiNbO$_3$ (LN) intensity modulator and an acousto-optic modulator (AOM) that worked as a burst-mode gate switch (SW). The switching speed and extinction ratio of the burst-mode gate switch were about 100 ns and over 40 dB, respectively. Therefore, the optical burst-mode modulators could simultaneously realize a fast burst turn-on/off time and sufficient power suppression during idle periods. Figure 4.3(b) shows the LN intensity modulator output data with a $2^{31}-1$ pseudo random bit sequence (PRBS). Each packet length was 64 $\mu$s, which includes a 10-$\mu$s overhead, as shown in Fig. 4.3(c). Figure 4.3(d) shows the packet pattern, which had a guard
time of 0 ns. This no-guard time was set to cope with the most severe condition for a fast response of the burst-mode receiver. The packets were encoded by 4 different 16-chip, 16-phase-shifted SSFBGs. In the SSFBG encoder, the input optical pulse was time-spread into 16 pulses, called chip pulses, at 5-ps intervals. These chip pulses had relative phase shift with respect to each other’s codes. In terms of the design parameters of the SSFBG encoder, the center wavelength was 1546 nm, the chip length was ~ 0.52 mm, the total length of the grating was 8.32 mm, and the 16 phase levels were generated by shifting the chip grating. These encoded signals were time-multiplexed into a TDM × OCDM signal. A tunable optical attenuator (ATT), a tunable delay line (TDL), and a polarization controller (PC) were inserted in each path to investigate the system performance in the worst scenario where interference would become the most serious, as shown in Fig. 4.3(e).

At the OLT side, the received signal was decoded by a 16-chip with a 5-ps interval (200 Gchip/s), 16-phase-shifted multi-port decoder that could simultaneously process the 16 OCs. We set a PC and inline polarizer (POL) at the front of the multi-port decoder due to the polarization dependence of the multi-port decoder. In the decoding process, each chip pulse was time-spread again into 16 pulses and experienced a relative phase shift with respect to the combination of the input and output.
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ports. The frequency deviation (channel spacing) between neighboring ports of the $16 \times 16$ port decoder was 12.5 GHz. Figure 4.3(f) shows the decoded signal of OC No. 1, showing a high-peaked auto-correlation waveform with multiple access interference (MAI) noise skirts. Each decoded signal was processed by our originally developed 10-Gb/s burst-mode receiver. This 10-Gb/s burst-mode receiver provides a high-sensitivity burst-mode 2R function with the optimal multiplication factor $M$ of the APD ($M = 8.0$). Figure 4.3(g) shows a good electrical eye opening obtained from the decoded signal despite MAI noise thanks to the adequate bandwidth of the burst-mode receiver, which was wider than 6.0 GHz. In this experiment, erbium doped fiber amplifiers (EDFAs) were inserted to compensate for the optical loss of each component, such as the SSFBG encoders and the multi-port decoder.

Figure 4.4 shows the measured bit error rate (BER) performances for all 16-ONU of the 4-OC × 4-packet and those of the back-to-back (B-to-B) non-encoded and non-decoded signals. All packets achieved error-free (BER < $10^{-3}$) operation with the FEC of Reed-Solomon (RS) (255, 223). In the 4-OC multiplexed system, a BER of less than $10^{-7}$ could not be measured due to MAI noise. However, the feasibility of the 10G-TDM-OCDM-PON system was clear because the 10-Gb/s TDM-PON system operates with a FEC. We obtained good eye openings for all four decoded signals of OCs No. 1–4, as evidenced by the BER measurements in Fig. 4.4. These results confirm an uplink bandwidth of 10-Gb/s/4, which is four times larger than that in conventional 10-Gb/s TDM-PON systems, e.g., 10-Gb/s/16. Figure 4.5 shows the receiver sensitivity at BER = $10^{-3}$ for all 16-ONU uplink data. Receiver sensitivity of less than –29.9 dBm was successfully achieved by adopting the high-sensitive burst-mode receiver, and the power penalties between 4-OC × 4-packet and back-to-back were less than 2.0 dB and were caused by degradation of optical signal-to-noise ratio (OSNR) due to amplified spontaneous emission (ASE) from each EDFA and the MAI noise. A small deviation in the receiver sensitivities would be caused by the characteristic mismatch of correlation properties and the extinction ratio of each packet.

In this experiment, BER results by changing the received optical power of each packet and the length of guard time are not shown due to the lack of a burst-mode optical amplifier [95]. However, the system feasibility was demonstrated by using the burst-mode receiver, which can process 10-Gb/s uplink packets with different optical power [75].
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Fig. 4.3: Waveforms of burst-mode OC transmission signals.
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Fig. 4.4: Measured bit error rate performances of all 16 ONUs.

Fig. 4.5: Measured receiver sensitivity of all data at BER = 10^{-3}.
4.4 Discussion

4.4.1 Correlation Performances for 10-Gb/s Burst-Mode Reception

A burst-mode reception is a "must" for PON systems and has never been realized at 10-Gb/s in any OCDMA system. This is because the auto-correlation waveforms in optical decoding have a sharp peak, requiring tens of gigahertz bandwidth of the burst-mode receiver at 10-Gb/s. This requirement can be met by narrowing the bandwidth of the decoded signal, and so this is the approach that we have taken. Two different phase-shifted encoding schemes for coherent TS-OCDMA have previously been proposed and demonstrated [93]. One is bipolar phase-shifted encoding (0, $\pi$) by using an SSFBG [65]. The other is multi-level phase-shifted encoding by using a multi-port encoder/decoder [67]. Figures 4.6(a) and (b) compare the auto-correlation waveforms of the bipolar and the 16-level phase-shifted encodings used in the transmission experiments, respectively. The pulse width of the auto-correlation signal of the bipolar phase-shifted code (63 chips and 640 Gchip/s) is a few picoseconds with side-lobe suppression while the envelope width of the 16-level phase-shifted auto-correlation signal is approximately 80 ps (= 16 chip/200 Gchip/s). The difference in the pulse width is the key to successful burst-mode reception at 10-Gb/s. For 1G-TDM-OCDM-PON [42], the bipolar phase-shifted encoding has been adopted for the burst-mode reception, but this narrow pulse width was a stumbling block at 10-Gb/s. This is because it is difficult to receive the bipolar phase-shifted auto-correlation signal without OSNR degradation, and a wide bandwidth receiver (tens of gigahertz) is required. Currently, it is not feasible to achieve both high-bandwidth and high-gain burst-mode reception under the condition that the gain-bandwidth product remains constant. In addition, the bipolar phase-shifted encoding has another issue resulting from use of long OCs. The longer the code length becomes for a high bit rate, the narrower the auto-correlation waveform because the chip pulse width has to become narrower. This property indicates that the bipolar phase-shifted encoding is inadequate for our proposed systems. This is why we employed the multi-level phase-shift encoder, which provides a broad and smooth auto-correlation temporal waveform. It is noteworthy that the multi-level phase-shifted encoding can generate a larger number of codes than the bipolar phase-shifted encoding with an identical number of chips. Regarding inter-symbol interference (ISI), the ISI noise has the same effect as the MAI and results in the power penalty in systems [96]. The auto-correlation pulse widths of the 63-chip bipolar (640 Gchip/s) and the 16-chip multi-level (200 Gchip/s) are 200 and 160 ps, respectively. Therefore, the 16-chip multi-level phase-shifted code can reduce the influence of ISI more effectively than the
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63-chip bipolar code. In addition, the multi-level phase-shifted code has a better power contrast ratio (PCR) characteristic than the bipolar code [97]. It can suppress both the coherent beat noise and the MAI noise. Therefore, the multi-level phase-shifted encoding is the best solution for 10G-TDM-OCDM-PON uplink burst transmission because a burst-mode receiver with a wide bandwidth is not required for processing the multi-level phase-shifted auto-correlation signal.

4.4.2 Uplink Throughput Performances

The uplink performances of the proposed system are discussed in this subsection. Figure 4.7 shows the uplink burst frame model discussed here. In a case in which the data payload is fully loaded, uplink bandwidth per user can be written as

\[
BW = BR \times \frac{GP - (m \times OH_{PMD})}{GP} \times \frac{100 - OH_{FEC}}{100} \times \frac{n}{m},
\]

where \(BW\) is the bandwidth per user, \(BR\) is the bit rate of the system, \(GP\) is the grant period equal to the optical burst frame length, \(m\) is the number of ONUs belonging to a 10-Gb/s TDM-PON system, \(OH_{PMD}\) is the PMD overhead consisting of burst-mode turn-on/off and sync times, \(OH_{FEC}\) is the FEC overhead ratio after the FEC frame mapping, and \(n\) is the number of systems multiplexed by using OCDMA techniques. Table 4.1 shows the parameter values assumed in calculating the throughput of the proposed system. In this calculation, we assume that \(OH_{PMD}\) includes the burst-mode CDR lock time because burst-mode CDR can realize a quick burst-mode data recovery [87]. In addition, \(OH_{FEC}\)
\[ n \times m \times \text{OH}_{\text{PMD}} \times \text{OH}_{\text{FEC}} \times \text{Data payload} \times \text{OH}_{\text{FEC}} \times \text{Data payload} \]
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Fig. 4.8: 10G-TDM-OCDM-PON uplink bandwidth calculation result.

4.5 Conclusion

In this chapter, a novel 10G-TDM-OCDM-PON system that does not sacrifice the currently assigned uplink bandwidth per user has been described. The uplink burst-data transmission of $4 \times 10$-Gb/s TDM-PON systems over $4 \times OC$ has been demonstrated by using a 16-chip (200 Gchip/s), 16-level phase-shifted SSFBG encoder at ONUs and a single multi-port decoder at an OLT. With the assistance of FEC, error-free operation could be achieved in all 16 ONUs of the 10G-TDM-OCDM-PON, resulting in a total capacity four times larger than the conventional 10-Gb/s TDM-PON. Finally, we have revealed that the key to unprecedented symmetric uplink bandwidth is a newly introduced 16-level phase-shifted encoding/decoding, of which an auto-correlation waveform can be preferably adopted in a burst-mode reception at 10-Gb/s. We have also showed that 32 users can be accommodated by being provided with an up/down link of symmetric gigabit-bandwidth in 10G-TDM-OCDM-PON systems.
Chapter 5

Long Reach 10G-TDM-OCDM-PON System

5.1 Introduction

In this chapter, we propose a novel long reach 10G-TDM-OCDM-PON architecture using only a multi-port encoder/decoder pair at an optical line terminal (OLT) and a remote node (RN), thus eliminating the need for an encoder/decoder at each optical network unit (ONU) [103]. This long reach 10G-TDM-OCDM-PON can realize cost-effective configuration by removing the dispersion compensator for long reach transmission. Section 5.1 shows the general architecture of the long reach 10G-TDM-OCDM-PON. The three key devices required for long reach transmission without dispersion compensation—a single multi-port encoder/decoder pair, a narrow band optical band pass filter (NB-OBPF), and a 10-Gb/s burst-mode 3R receiver—are described. In section 5.2, an experimental demonstration of full duplex 4-packet × 4-OC transmission on a single wavelength over a 65-km SMF without dispersion compensator is described. In section 5.3, we discuss the sources of the power penalty in the proposed system [104].
5.2 Long Reach 10G-TDM-OCDM-PON System

Configuration

Figure 5.1 shows the general architecture of the long reach 10G-TDM-OCDM-PON, which can be scaled up by aggregating 10-Gb/s TDM-PON systems with the OCDMA technique. We realize our long reach 10G-TDM-OCDMA-PON, \( m \times n \)-ONU (\( m \)-TDM packet \( \times n \)-OCDMA), by eliminating the need for an encoder/decoder at each ONU and dispersion compensator. Instead, only the NB-OBPF and the multi-port encoder/decoder are introduced at both the OLT and the RN. Thus, a dispersion compensation-free long reach can be realized by narrowly tailoring the optical code (OC) spectrum. In downlink, each 10.3-Gb/s piece of data is encoded by the multi-port encoder to aggregate 10-Gb/s TDM-PON downlink signals. The OC spectrum is tailored by using NB-OBPF to mitigate the chromatic dispersion effect. Therefore, encoded signals can be transmitted over a trunk span and decoded at the RN. Furthermore, each decoded signal is transmitted over an access span and received by each ONU, while in uplink, 10.3-Gb/s burst data from each ONU is multiplexed as TDM signals and transmitted over an access span. Then, uplink \( m \)-TDM signals are encoded with different OCs, followed by tailoring their spectra at the RN. After the trunk span transmission, uplink signals are decoded and recovered at the OLT. As a result, the proposed system is able to gather central offices and directly connect to the metro/core networks, leading to a cost-effective, high-capacity 10-Gb/s TDM-PON. The three key technologies for long reach 10G-TDM-OCDM-PON—a single multi-port encoder/decoder pair, an NB-OBPF, and a 10-Gb/s burst-mode 3R receiver—will be introduced in the next section.

![Fig. 5.1: The architecture of long reach 10G-TDM-OCDM-PON.](image-url)
5.2.1 Multi-Port Encoder/Decoder Pair at OLT and RN

We applied a 16-chip with 5-ps interval (200 Gchip/s), 16-phase-shifted multi-port encoder/decoder pair, which can simultaneously process the 16 OCs, in the 10G-TDM-OCDM-PON. The insertion loss of this multi-port encoder/decoder is about 10 dB. This insertion loss might be smaller by eliminating device mismatches such as coupling loss because the insertion loss of a typical AWG achieves only a few dB. An optical amplifier is inserted at an input port in order to compensate for the insertion loss. From the insertion loss point of view, the multi-port encoder/decoder can increase the number of ports to more than 16. However, we only applied a 16 × 16 port encoder/decoder pair because we prepared only this one device for the experiment. In addition, a thermal controller for the multi-port encoder/decoder, whose control accuracy was less than 0.1 °C, is necessary to obtain good correlation performances. In order to use this multi-port encoder/decoder for an outdoor component, athermal technologies which are adopted for a part of AWG will be required.

By using just an encoder/decoder pair at an OLT and an RN, long reach 10G-TDM-OCDM-PON can be scaled up by aggregation with 10-Gb/s TDM-PON systems. The configuration of ONU becomes simpler than the 10G-TDM-OCDM-PON by eliminating the need for an encoder/decoder at each ONU, as shown in Fig. 5.1. Note that the multi-port encoder/decoder can be located anywhere on the SMF transmission line between the OLT and ONUs because the nonlinear effect is negligible. As a result, our proposed system is able to gather central offices and directly connect to metro/core networks, leading to a cost-effective high-capacity 10-Gb/s TDM-PON.

5.2.2 Extended Reach by NB-OBPF

For realizing long-reach transmission of OC signals without dispersion compensation, the NB-OBPF can tailor the OCs spectrum. In conventional OCDMA systems, the encoded signals cannot be transmitted more than a few km on the SMF without dispersion compensation because the spectral width of a non-filtered OC is about 3 nm due to applying an optical short pulse source. However, N. Kataoka et al. proposed 10-Gb/s OCDMA systems capable of SMF transmission without dispersion compensation by tailoring the extra spectrum components of the OC [53].

Figure 5.2 shows the ideal principle operation of tailoring OC spectrum components produced by the 16 × 16 port encoder/decoder. This encoder/decoder has the free spectral range (FSR) of 200 GHz, which is nearly equal to 1.6 nm at 1550 nm. Note that the output wavelength component of the
multi-port encoder/decoder has a cyclic nature due to the AWG configuration, as shown in Fig. 5.2. Here, only one FSR component filtered by NB-OBPF can keep the signal information and decrease the effect of chromatic dispersion. Figure 5.3 shows the wavelength response of the rectangular shaped NB-OBPF. The bandwidth of NB-OBPF is set to the FSR of the multi-port encoder/decoder in order to tailor the OCs spectrum. The tailored spectrum has a bandwidth of just 1.6 nm that can be obtained by adapting a rectangular shaped NB-OBPF. As a result, the NB-OBPF output spectrum includes only 4-OC components. If the bandwidth of NB-OBPF is larger than FSR, the received optical signal to noise ratio (OSNR) is decreased because of the chromatic dispersion [53]. On the other hand, if the bandwidth of NB-OBPF is narrower than FSR, the correlation performance degradation occurs because each OC can’t keep the orthogonal relation.

Figure 5.4 shows the 10.3-Gb/s decoded optical eye diagrams of one OC functioning as 4 multiplexing OCs whose spectra are tailored by the NB-OBPF. The back-to-back decoded eye diagram with a multiple access interference (MAI) noise skirt can achieve a clear eye opening because of the excellent correlation characteristic of the multi-port encoder/decoder and adequate spectrum tailoring, as shown in Fig. 5.4(a). Figure 5.4(b) shows the decoded optical eye diagram after 65-km transmission of SMF as 4 OCs multiplexing. This eye diagram has more inter-symbol interference (ISI) compared with the back-to-back one due to the chromatic dispersion. However, the receiver can process the transmitted signal because the decoded OC signal can obtain a sufficient eye opening. This demonstrates that the combination of a multi-port encoder/decoder and NB-OBPF can achieve over 65-km transmission on SMF without dispersion compensation.

Fig. 5.2: Ideal operation principle of tailoring OC by 16 × 16 port encoder.
5.2. Long Reach 10G-TDM-OCMD-PON System Configuration

Fig. 5.3: Wavelength response of the rectangular shaped NB-OBPF.

(a) Back-to-back                        (b) 65-km SMF transmission

Fig. 5.4: Decoded optical eye diagrams as 4 multiplexing OCs whose spectra are tailored by the NB-OBPF.

5.2.3 10-Gb/s Burst-Mode 3R Receiver

10-Gb/s burst-mode receiving techniques are one of the most crucial challenges after long-reach transmission without dispersion compensation. Due to the degradation of OSNR after long-reach transmission, it is necessary for the OLT receiver to have both good receiver sensitivity and high pulse width distortion tolerance. In order to study the feasibility of the 10G-TDM-OCMD-PON systems, we developed the 10-Gb/s burst-mode 3R receiver incorporating a burst-mode automatic gain control (AGC) optical receiver and an 82.5 Gsample/s (8 × 10.3125 GHz) over-sampling
burst-mode CDR to fully comply with IEEE802.3av 10G-EPON PR30 standards [78]. Figure 5.5 shows the block diagram of the 10-Gb/s burst-mode 3R receiver. The 10-Gb/s burst-mode 3R receiver is constructed by an APD-preamplifier IC, a limiting amplifier IC, and an 82.5 Gsample/s sampling CDR [87]. The function of the burst-mode AGC/ATC receiver has been described in Chapter 3. The 82.5 GSample/s over-sampling CDR produces eight 10.3-GHz multi-phase clocks. These eight clocks are sequentially shifted by 45 degrees per phase. Thus, incoming data can be successfully captured by the sampling IC at the sampling resolution of a high 12-ps, which is equal to 45° in phase at 10.3-Gb/s. This very high speed sampling resolution can elevate the pulse-width distortion tolerance of the oversampling based CDR [21] because it can sample a very narrow eye opening region of data. The incoming burst-mode data can be retimed by selecting the adequate phase at an 82.5 GSample/s equivalent rate by eight 45° phase-shifted clocks. The burst-mode receiver can realize high sensitivity as well as a fast response by adapting in combination with the burst-mode AGC, ATC, and 82.5 GSample/s over-sampling techniques.

Fig. 5.5: Block diagram of 10-Gb/s burst-mode 3R receiver.
5.3 Full-Duplex Transmission Experiment without Dispersion Compensation

5.3.1 Experimental Setup and Transmission Performance

The transmission performances of our proposed long reach 10G-TDM-OCDM-PON systems were measured in two stages. First, the total transmission performance was evaluated under the condition of fixing the port numbers of multi-port encoder/decoders. Figure 5.6 shows the experimental setup and results of full duplex 4-packet × 4-OC transmission over a 65-km SMF without dispersion compensation on a single wavelength. Four different transmission lengths (25, 15, 10, and 1 km) between an RN and ONUs were tested because the practical 10-Gb/s TDM-PON system is operated under various access spans within 20 km [39]. For BER measurements of different transmission distances, the connections between access spans and ONUs were changed at the connection points for the first experiment, as shown in Fig. 5.6. In this experiment, a 16 × 16 port encoder/decoders pair was adopted as the multi-port encoder/decoder. Port names of D1, D2, D3, D4, U1, U2, U3, U4, D, and U were set to port numbers No. 1, 5, 9, 13, 3, 7, 11, 15, 8, and 6, respectively. Mode-locked laser diodes (MLLDs) with a 10.3125 GHz repetition rate and 1551 nm center wavelength were used for the OLT and ONUs, respectively. The 10-Gb/s burst-mode 3R receivers (BM-Rxs) were placed at the OLT. Use of the same wavelength for both uplink and downlink was the most serious condition due to reflections from each component.

In the downlink, the MLLD output a 2.4-ps pulse train, as shown in Fig. 5.6(a). It was modulated to the continuous data with PRBS $2^{31} - 1$ by a LiNbO$_3$ intensity modulator (LN-IM). The modulated data was split into 4 branches and encoded by the 16-chip (200 Gchip/s), 16-phase-shifted multi-port encoder with 200-GHz FSR, as shown in Fig. 5.6(b). In order to reduce the chromatic dispersion effect, the spectrum of each OC signal was tailored by filtering out the sideband components by using the rectangular shaped NB-OBPF with a 1.6 nm bandwidth, as shown in Fig. 5.6(c). Figure 5.6(d) shows the completely closed eye diagram of 4-OC data after 40-km SMF transmission due to the chromatic dispersion. However, a good eye opening was obtained from the multi-port decoder, which has the same structure as the OLT multi-port encoder, at the RN (Fig. 5.6(e)) because the decoded signal has a single spectrum component. At the ONU, a clear eye diagram after the total 65-km SMF transmission was achieved, as shown in Fig. 5.6(f). For the BER measurement, the transmitted signal was recovered by the 3R receiver, as shown in Fig. 5.6(g). In this experiment, the
10-Gb/s burst-mode 3R receiver for the OLT was also applied for ONUs to measure the penalty between uplink and downlink.

In the uplink, 3.2-ps optical pulses were generated by the MLLD, as shown in Fig. 5.6(h). The output of the MLLD was modulated to 4 optical packets with PRBS $2^{31}-1$ data by the burst-mode modulators. Each burst-mode modulator was constructed by both a LN-IM and an acousto-optic modulator (AOM). The switching speed and the extinction ratio of the AOMs were about 100 ns and over 45 dB, respectively. Therefore, the burst-mode modulators could simultaneously achieve a fast burst turn-on/off time and sufficient power suppression during idle periods. The packet length was 100 $\mu$s with an overhead length of 800 ns, which is compliant with IEEE802.3av standards (Fig. 5.6(i)). These optical packets were combined and each guard time between packets was set to less than 300 ns. Other uplink signals were also modulated to the continuous data with PRBS $2^{31}-1$ due to a lack of equipment. However, this experimental setup is sufficient to demonstrate the feasibility of this system. Figure 5.6(j) shows the pulse broadening waveform after 25-km SMF transmission due to the chromatic dispersion. However, the envelope of the multi-port encoder output was shaped like a downlink optical encoded waveform, as shown in Fig. 5.6(k). Figure 5.6(l) shows that the spectrum of 4-OC data was limited to only 4 spectrum components as the downlink. After 40-km SMF transmission, 4-OC data were decoded and recovered for BER measurement by the multi-port decoder and burst-mode 3R receiver at the OLT, as shown in Figs. 5.6(m) and (n), respectively. The 10-Gb/s burst-mode 3R receiver can provide a burst-mode 3R function with 82.5 Gsample/s over-sampling.

Figures 5.7 and 5.8 show the BER measurement results of the downlink and uplink, respectively. The solid and dashed lines indicate SMF transmission and B-to-B results, respectively. In all cases, a BER of less than $10^{-7}$ could be achieved. This demonstrates that the system can realize error-free operation with the forward error correction (FEC) of RS (255, 223). In the cases of both downlink and uplink, the power penalties increased with further SMF transmission due to the increase of cumulative chromatic dispersion as well as optical signal to noise ratio (OSNR) degradation. In contrast, in the uplink, the power penalty between packets for the same OC at BER = $10^{-3}$ was as low as 0.3 dB because the burst-mode 3R receiver could recover the received packet data quickly. A receiver sensitivity of less than $-29.8$ dBm at BER = $10^{-3}$ was also achieved.
5.3. Full-Duplex Transmission Experiment without Dispersion Compensation

Fig. 5.6: Experimental setup and results of 10G-TDM-OCDM-PON full-duplex transmission over 65-km SMF.

Fig. 5.7: Measured BER performances of downlink 4-OC data.
5.3.2 65-km SMF Transmission without Dispersion Compensation

In the next step, we studied the feasibility of the multi-port encoder/decoder over 65-km SMF transmission in the long reach 10G-TDM-OCMD-PON system. We additionally measured the BER performances of all encoder/decoder ports after the transmission because the multi-port encoder/decoder might have some performance deviations depending on the port. Although the performance of the multi-port encoder/decoder varied port by port to some extent, the overall data will confirm the 65-km transmission even for the worst case. We also measured the crosstalk between uplink and downlink and the MAI with 4-OC.

Figure 5.9 shows the measured total chromatic dispersions of the 65-km, 55-km, 50-km, and 41-km SMFs, which at 1551 nm were around 1258 ps/nm, 1098 ps/nm, 1008 ps/nm, and 867 ps/nm.
respectively. In this experiment, the total chromatic dispersions of all transmission lines were larger than those adopting standard SMF, which had a dispersion parameter of about 17 ps/nm/km at 1550 nm, because the dispersion parameter of the 40-km SMF was about 21.4 ps/nm/km at 1551 nm in this experiment. Therefore, the total transmission length can be extended to about 74 km by adapting a standard SMF to all transmission lines.

![Graph showing measured total chromatic dispersion of all transmission lines.](image)

Fig. 5.9: Measured total chromatic dispersion of all transmission lines.

Figure 5.10 shows the measured BER of the downlink and uplink after 65-km SMF transmission. In all cases, a BER of less than $10^{-7}$ could be achieved, similar to the result of the first experiment. This confirms that all data after 65-km SMF transmission can realize error-free operation with the FEC of RS (255, 223). In the downlink, the deviation of the measured receiver sensitivities of all OCs at BER = $10^{-3}$ was less than 0.4 dB. In contrast, in the uplink, that of all 16-data (4-packet × 4-OC) was less than 0.8 dB. These deviations of receiver sensitivity were caused by a mismatch of the correlation characteristics between the multi-port encoder/decoder ports. The receiver sensitivity of the downlink was better than that of the uplink, and the power penalty between uplink and downlink was about 0.4 dB. This power penalty may be caused by the burst transmission in the uplink. However, an uplink receiver sensitivity of less than –29.2 dBm at BER = $10^{-3}$ was achieved by adapting the high-sensitivity burst-mode 3R receiver. These results of low deviations and high receiver sensitivity confirm the feasibility of the proposed long reach 10G-TDM-OCDM-PON system.
None of the experiments showed any dynamic range dependence between packets and guard time dependence due to the lack of a burst-mode optical amplifier [105]. However, the system feasibility can be demonstrated by using the 10-Gb/s burst-mode receiver, which can process 10-Gb/s uplink packets with different optical powers, as discussed in Chapter 3.
5.4 Discussion on Power Penalty

Figure 5.11 shows the measured BER performances of uplink from ONU No. 1-1 after 65-km SMF transmission. The filled circle, open circle, and cross mark indicate the BER results under conditions of bi-directional 4-OC multiplexing, uni-directional (only uplink) 4-OC multiplexing, and uni-directional 1-OC, respectively. As shown in the figure, the crosstalk between uplink and downlink was negligible because of the minimization of reflections from each component and the different code assignment for uplink and downlink. Moreover, the MAI of 4-OC was about 0.6 dB at BER = 10^{-3} due to the good correlation properties of the multi-port encoder/decoder. Figure 5.12 shows the SMF transmission distance versus minimum receiver sensitivity at BER = 10^{-3} for all 4 combinations of uplink/downlink and bi-directional × 4-OC / uni-directional × 1-OC. The maximum burst penalty between uplink and downlink was only 0.4 dB. This small penalty was thanks to the fast response of the burst-mode receiver. However, the power penalty was proportional to the SMF transmission distance due to the increase of the cumulative chromatic dispersion. As a result, the maximum transmission penalty was 1.8 dB compared with the difference in the receiver sensitivity between 0-km and 65-km transmission of uplink bi-directional × 4-OC. Table 5.1 shows the comparison of the power penalty. The sensitivity variations and power penalties other than transmission penalty were less than 0.6 dB. This indicates that the variations of the TDM and OCDM signals were small enough to ignore. The power penalty of the 65-km SMF transmission was the largest of the power penalty sources, meaning that the transmission penalty is the most significant parameter in the construction of long reach 10G-TDM-OCDM-PON systems. T. Kodama et al. showed the theoretical analysis for the ultimate distance of this dispersion compensation-free transmission by using the NB-OBPF [106]. In this analysis, 100-km standard SMF transmission is the maximum distance without dispersion compensation by using a 16 × 16 port encoder/decoder.

In addition, we would like to discuss the number of OCs using the 16 × 16 port encoder/decoder. In this experiment, we applied only 4 OCs for both uplink and downlink due to the beat noise and MAI. In a coherent OCDMA, the required power contrast ratio (PCR) of the cross-correlation to the auto-correlation is more than 15 dB in order to suppress the beat noise and the MAI noise [102]. The 16 × 16 port encoder/decoder can achieve the PCR more than 15 dB when neighboring output ports are not used. However, the PCR of neighboring output ports was only about 6 dB [102]. Half-ports of the 16 × 16 port encoder/decoder have already been used for duplex 4-OC systems. Therefore, the BER performance will be degraded by adopting more optical codes even if the chromatic dispersion effect is perfectly compensated. However, the port count of the optical multi-port encoder/decoder
can be increased up to more than 50 [107]. This indicates that the proposed long reach 10G-TDM-OCMD-PON can scale up the number of OCs by adopting the high port count multi-port encoder/decoder.

![Graph 1](image1)

**Fig. 5.11:** Measured BER performances of uplink from ONU No. 1-1 with 65-km SMF.

![Graph 2](image2)

**Fig. 5.12:** Transmission distance vs. receiver sensitivity of all 4 combinations of up/down link and bi-directional × 4-OC/uni-directional × 1-OC.
5.4. Discussion on Power Penalty

Table 5.1: Comparison of power penalties.

<table>
<thead>
<tr>
<th>No.</th>
<th>Sources of power penalty</th>
<th>Max. penalty</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Packet variation</td>
<td>0.5</td>
<td>dB</td>
</tr>
<tr>
<td>2</td>
<td>OC variation</td>
<td>0.4</td>
<td>dB</td>
</tr>
<tr>
<td>3</td>
<td>Bi-directional transmission</td>
<td>0.1</td>
<td>dB</td>
</tr>
<tr>
<td>4</td>
<td>4-OC MAI</td>
<td>0.6</td>
<td>dB</td>
</tr>
<tr>
<td>5</td>
<td>Burst-mode transmission</td>
<td>0.4</td>
<td>dB</td>
</tr>
<tr>
<td>6</td>
<td>65-km SMF transmission</td>
<td>1.8</td>
<td>dB</td>
</tr>
</tbody>
</table>

5.5 Conclusion

In this chapter, we have proposed a novel 10G-TDM-OCDM-PON system using only a multi-port encoder/decoder pair both at the OLT and RN. This configuration enables us to increase the total capacity of existing 10-Gb/s TDM-PON by a factor of OC count by mitigating the system complexity. Use of a full duplex, 4-packet × 4-OC 10G-TDM-OCDM-PON transmission on a single wavelength over 65-km SMF without dispersion compensation using 200 Gchip/s OC was successfully demonstrated by tailoring the OC spectrum and adapting a 10-Gb/s burst-mode 3R receiver. We have also explored the sources of power penalty and found that the transmission penalty is the most delicate parameter for long reach 10G-TDM-OCDM-PON systems because it is the largest power penalty source.
Chapter 6

Conclusion

This dissertation has presented our study on a long reach hybrid 10-Gb/s TDM-PON system and OCDMA (10G-TDM-OCDM-PON) systems for the purpose of achieving a high-speed, high spectral efficiency, long-reach optical access network. A detailed discussion of the validity of the proposed scheme has been presented. The main results obtained in this dissertation can be summarized as follows.

In Chapter 3, we have focused a 10-Gb/s burst-mode transmitter for an ONU and a 10-Gb/s burst-mode receiver for an OLT. The burst-mode transmitter could achieve a fast burst-mode response of less than 10 ns and high-launched optical power of more than +7.0 dBm by adopting an impedance controlled DC-coupled transmission line between an LD driver and a DFB-LD. In addition, to meet the demand for wide dynamic range and good receiver sensitivity, the continuous-mode AGC and ATC functions were used for a preamplifier and a limiting amplifier of a burst-mode receiver. We also described the configuration of a dual-rate burst-mode receiver that can be realized by using a serial type preamplifier and limiting amplifier that switch their transimpedance gain, noise equivalent bandwidth, and transient response time by an external rate select signal. As a result, the OLT burst-mode receiver could achieve a high receiver sensitivity for 10-Gb/s and 1-Gb/s of less than −30.6 dBm and −34.6 dBm, respectively, with fast receiver settling times of 800 ns for 10-Gb/s packets and 400 ns for 1-Gb/s packets.

In Chapter 4, we have proposed 10G-TDM-OCDM-PON systems that enable the total capacity of
existing 10-Gb/s TDM-PON to be increased by a factor of OC count by mitigating the system complexity. The uplink burst-data transmission of $4 \times 10$-Gb/s TDM-PON systems over $4 \times OC$ was demonstrated using a 16-chip (200 Gchip/s), 16-level phase-shifted SSFBG encoder at ONUs and a single multi-port decoder at an OLT. With the assistance of FEC, error-free operation could be achieved in all 16 ONUs of the 10G-TDM-OCDM-PON while maintaining a four times larger total capacity than the conventional 10-Gb/s TDM-PON. Finally, we have shown that the key to unprecedented symmetric uplink bandwidth is a newly introduced 16-level phase-shifted encoding/decoding whose auto-correlation waveform can be preferably adopted in the burst-mode reception at 10-Gb/s. In addition, we have also shown that the 10G-TDM-OCDM-PON system can accommodate 32 users with symmetric gigabit-bandwidth.

In Chapter 5, we have proposed the long reach 10G-TDM-OCDM-PON system. Three key devices for achieving long reach transmission are described: a single multi-port encoder/decoder pair at an OLT and a RN, an NB-OBPF, and a 10-Gb/s burst-mode 3R receiver. Use of a full duplex, 4-packet $\times$ 4-OC 10G-TDM-OCDM-PON, transmission on a single wavelength over 65-km SMF without dispersion compensation using 200 Gchip/s OCs was successfully demonstrated by tailoring the OC spectrum and adopting the 10-Gb/s burst-mode 3R receiver. In addition, we have discussed the sources of power penalty. The transmission penalty is the most delicate parameter in terms of constructing long reach 10G-TDM-OCDM-PON systems because it has the largest power penalty.

All the results shown in Chapters 3, 4, and 5 demonstrate the high reliability of the proposed long reach 10G-TDM-OCDM-PON systems. We have also discussed the three key technologies for future optical access networks: 10-Gb/s burst-mode transmitter and receiver technologies, 10-Gb/s burst-mode optical code transmission technologies, and long-reach 10-Gb/s TDM $\times$ OCDM transmission technologies without dispersion compensation.

In the future development of the system, the maturity of optical devices is an important issue. Currently, optical amplifiers are inserted to compensate for the insertion loss of each optical encoder/decoder device. In addition, other immature devices such as MLLD are currently used in the proposed system, making it more complex and expensive. The maturity of optical and electrical devices crucially depends on several technological innovations in the future.

Finally, from all the obtained results and findings, the author hopes that the work in this thesis will contribute to the development of future optical access networks.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACP</td>
<td>autocorrelation peak</td>
</tr>
<tr>
<td>ADSL</td>
<td>asynchronous digital subscriber line</td>
</tr>
<tr>
<td>AGC</td>
<td>automatic gain control</td>
</tr>
<tr>
<td>AOM</td>
<td>acousto-optic modulator</td>
</tr>
<tr>
<td>APC</td>
<td>automatic power control</td>
</tr>
<tr>
<td>APD</td>
<td>avalanche photo diode</td>
</tr>
<tr>
<td>ASE</td>
<td>amplified spontaneous emission</td>
</tr>
<tr>
<td>ATC</td>
<td>automatic threshold control</td>
</tr>
<tr>
<td>ATM</td>
<td>asynchronous transfer mode</td>
</tr>
<tr>
<td>ATT</td>
<td>attenuator</td>
</tr>
<tr>
<td>AWG</td>
<td>arrayed waveguide grating</td>
</tr>
<tr>
<td>BER</td>
<td>bit error rate</td>
</tr>
<tr>
<td>BM</td>
<td>burst-mode</td>
</tr>
<tr>
<td>B-PON</td>
<td>broadband passive optical network</td>
</tr>
<tr>
<td>BPSK</td>
<td>binary phase shift keying</td>
</tr>
<tr>
<td>b/s</td>
<td>bit per second</td>
</tr>
<tr>
<td>B-to-B</td>
<td>back-to-back</td>
</tr>
<tr>
<td>BWA</td>
<td>broadband mobile access</td>
</tr>
<tr>
<td>CATV</td>
<td>cable television</td>
</tr>
<tr>
<td>CCP</td>
<td>cross-correlation peak</td>
</tr>
<tr>
<td>CDR</td>
<td>clock and data recovery</td>
</tr>
<tr>
<td>CID</td>
<td>consecutive identical digit</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>CLK</td>
<td>clock</td>
</tr>
<tr>
<td>CO</td>
<td>central office</td>
</tr>
<tr>
<td>DEC</td>
<td>decoder</td>
</tr>
<tr>
<td>DFB-LD</td>
<td>distributed feedback laser diode</td>
</tr>
<tr>
<td>DML</td>
<td>direct modulated laser</td>
</tr>
<tr>
<td>DQPSK</td>
<td>differential quadrature phase shift keying</td>
</tr>
<tr>
<td>DSL</td>
<td>digital subscriber line</td>
</tr>
<tr>
<td>DSP</td>
<td>digital signal processing</td>
</tr>
<tr>
<td>DWDM</td>
<td>dense wavelength division multiplexing</td>
</tr>
<tr>
<td>EDFA</td>
<td>erbium-doped fiber amplifier</td>
</tr>
<tr>
<td>EEPROM</td>
<td>electrically erasable and programmable read-only memory</td>
</tr>
<tr>
<td>ENC</td>
<td>encoder</td>
</tr>
<tr>
<td>EML</td>
<td>electro-absorption modulator integrated laser</td>
</tr>
<tr>
<td>FBG</td>
<td>fiber Bragg grating</td>
</tr>
<tr>
<td>FEC</td>
<td>forward error correction</td>
</tr>
<tr>
<td>FFT</td>
<td>fast Fourier transform</td>
</tr>
<tr>
<td>FPGA</td>
<td>field programmable gate array</td>
</tr>
<tr>
<td>FSAN</td>
<td>full service access network</td>
</tr>
<tr>
<td>FSR</td>
<td>free spectral range</td>
</tr>
<tr>
<td>FTTH</td>
<td>fiber-to-the-home</td>
</tr>
<tr>
<td>FTTX</td>
<td>fiber-to-the-x</td>
</tr>
<tr>
<td>G-PON</td>
<td>Gigabit-capable passive optical network</td>
</tr>
<tr>
<td>HFC</td>
<td>hybrid fiber and coaxial</td>
</tr>
<tr>
<td>IC</td>
<td>integrated circuit</td>
</tr>
<tr>
<td>IFDMA</td>
<td>interleaved frequency division multiple access</td>
</tr>
<tr>
<td>IFFT</td>
<td>inverse fast Fourier transform</td>
</tr>
<tr>
<td>ISDN</td>
<td>integrated services digital network</td>
</tr>
<tr>
<td>ISI</td>
<td>inter-symbol interference</td>
</tr>
<tr>
<td>LAN</td>
<td>local area network</td>
</tr>
<tr>
<td>LD</td>
<td>laser diode</td>
</tr>
<tr>
<td>LIA</td>
<td>limiting amplifier</td>
</tr>
<tr>
<td>LN</td>
<td>LiNbO₃</td>
</tr>
<tr>
<td>LN-IM</td>
<td>LiNbO₃ intensity modulator</td>
</tr>
<tr>
<td>LPF</td>
<td>low pass filter</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>LTE</td>
<td>long term evolution</td>
</tr>
<tr>
<td>MAI</td>
<td>multiple access interference</td>
</tr>
<tr>
<td>MM</td>
<td>mask margin</td>
</tr>
<tr>
<td>MLLD</td>
<td>mode-locked laser diode</td>
</tr>
<tr>
<td>MSL</td>
<td>maximum sidelobe</td>
</tr>
<tr>
<td>NB-OBPF</td>
<td>narrow band optical band pass filter</td>
</tr>
<tr>
<td>NG-PON</td>
<td>next generation passive optical network</td>
</tr>
<tr>
<td>OBPF</td>
<td>optical band pass filter</td>
</tr>
<tr>
<td>OC</td>
<td>optical code</td>
</tr>
<tr>
<td>OCDM</td>
<td>optical code division multiplexing</td>
</tr>
<tr>
<td>OCDMA</td>
<td>optical code division multiple access</td>
</tr>
<tr>
<td>ODN</td>
<td>optical distribution network</td>
</tr>
<tr>
<td>OFDM</td>
<td>orthogonal frequency division multiplexing</td>
</tr>
<tr>
<td>OFDMA</td>
<td>orthogonal frequency division multiple access</td>
</tr>
<tr>
<td>OLT</td>
<td>optical line terminal</td>
</tr>
<tr>
<td>ONU</td>
<td>optical network unit</td>
</tr>
<tr>
<td>OOC</td>
<td>optical orthogonal code</td>
</tr>
<tr>
<td>PC</td>
<td>personal computer</td>
</tr>
<tr>
<td>PC</td>
<td>polarization controller</td>
</tr>
<tr>
<td>PCR</td>
<td>power contrast ratio</td>
</tr>
<tr>
<td>PD</td>
<td>photo detector</td>
</tr>
<tr>
<td>PLC</td>
<td>planar lightwave circuit</td>
</tr>
<tr>
<td>PLL</td>
<td>phase locked loop</td>
</tr>
<tr>
<td>POL</td>
<td>polarizer</td>
</tr>
<tr>
<td>PON</td>
<td>passive optical network</td>
</tr>
<tr>
<td>PPG</td>
<td>pulse pattern generator</td>
</tr>
<tr>
<td>PRBS</td>
<td>pseudo-random bit sequence</td>
</tr>
<tr>
<td>PSK</td>
<td>phase shift keying</td>
</tr>
<tr>
<td>P2MP</td>
<td>point-to-multipoint</td>
</tr>
<tr>
<td>P2P</td>
<td>point-to-point</td>
</tr>
<tr>
<td>QAM</td>
<td>quadrature amplitude modulation</td>
</tr>
<tr>
<td>OSNR</td>
<td>optical signal-to-noise ratio</td>
</tr>
<tr>
<td>RN</td>
<td>remote node</td>
</tr>
<tr>
<td>RS</td>
<td>Reed-Solomon</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------------------------------------------------</td>
</tr>
<tr>
<td>RSOA</td>
<td>reflective semiconductor optical amplifier</td>
</tr>
<tr>
<td>SMF</td>
<td>single mode fiber</td>
</tr>
<tr>
<td>sample/s</td>
<td>sample per second</td>
</tr>
<tr>
<td>SSFBG</td>
<td>super-structured fiber Bragg grating</td>
</tr>
<tr>
<td>STM</td>
<td>synchronous transfer mode</td>
</tr>
<tr>
<td>SW</td>
<td>switch</td>
</tr>
<tr>
<td>TDL</td>
<td>tunable delay line</td>
</tr>
<tr>
<td>TDM</td>
<td>time division multiplexing</td>
</tr>
<tr>
<td>TDMA</td>
<td>time division multiple access</td>
</tr>
<tr>
<td>TIA</td>
<td>transimpedance amplifier</td>
</tr>
<tr>
<td>TS</td>
<td>time-spreading</td>
</tr>
<tr>
<td>TWDM</td>
<td>time and wavelength division multiplexing</td>
</tr>
<tr>
<td>WDM</td>
<td>wavelength division multiplexing</td>
</tr>
<tr>
<td>WDMA</td>
<td>wavelength division multiple access</td>
</tr>
<tr>
<td>XG-PON</td>
<td>10-Gigabit-capable passive optical network</td>
</tr>
<tr>
<td>1G-EPON</td>
<td>Gigabit Ethernet passive optical network</td>
</tr>
<tr>
<td>10G-EPON</td>
<td>10-Gigabit Ethernet passive optical network</td>
</tr>
<tr>
<td>2-D</td>
<td>two-dimensional</td>
</tr>
</tbody>
</table>
List of Publications by the Author

I. Journals


II. International Conferences


III. Domestic Conferences


