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ABSTRACT

     The objective of this thesis is to investigate the effect 

of window flow control mechanism on delay system models of 

computer networks. 

     Chapter I gives fundamental aspects of computer network and 

flow control procedure in computer network. Furthermore, the 

problem, which will be discussed in this thesis, is provided. 

     Chapter 2 describes a review of the previous researches on 

the window mechanism and also clarifies the difference between 

them and this research, by introducing performance measures for 

the evaluation of flow control, namely power in loss system models 

and-total delay in delay system models respectively. 

     Chapter 3 investigates elementary effect of the window 

mechanism on delay performance in a simple delay system model 

under simplified and artificial assumptions. And from simulation 

results, we find the phenomenon that in a properly window flow 

controlled case the total delay, which consists of admission delay 

and network delay, can be minimized and can be lower than that in 

no controlled case. Additionally, we observe that packet admission 

interval can be regularized by the window mechanism. 

     Chapter 4 investigates effect of the window mechanism on 

delay performance in extended network models under various con-

straints. There consists of investigations in some network to-

pologies, comparison between End-to-End flow controlled network 

and Link-by-Link flow controlled network, and affect of acknowl-

edgement delay. For each case we find the similar phenomenon as 

Chapter 3. 
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     Chapter 5 examines the reason of the phenomenon. We analyze 

Input-Sequencing of the window mechanism, which means rearrange-

ment of packets on inputting to the network. And from numerical 

results, it is certified that the phenomenon should be due to 

Input-Sequencing. 

     Chapter 6 summarizes the overall conclusions obtained in , 

this thesis.
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 CHAPTER I 

INTRODUCTION

         Both computer technology and communication technology 

have been playing an extremely important role in human society . 

The integration of these technologies has yielded a concept of 

computer network. The main purpose of computer network is to 

exploit and share resources (i.e. hardware, software and data 

base), by connecting geographical distributed computer systems. 

         In the recent past, we have witnessed an explosion in 

the analysis, design and implementation of computer network, 

however there exist several open problems. This dessertation 

studies window mechanism for flow control which is one of the 

most important problems in computer network.

1.1 Computer Network 

         Fig. 1.1 shows a simplified computer network. It consists 

of local networks and a communication sub-network. A local net-

work consists of one or more HOST computers (HOSTs) connected to 

communication sub-network via a switching center. Users' terminals 

are also connected to HOSTs. The communication sub-network is a 

network of facilities (hardware and software) to deliver messages 

from one HOST to another. It consists of switching centers which 

are connected to each other via communication media. There are 

two types of communication media; broadcast and point-to-point.

- 1 -
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        The technique incorporated in a communication net to 

transmit messages from one HOST to another is called switching 

technique. Three different switching techniques are usually used 

in computer network, as follows 

(1) Circuit or Line Switching 

             In this technique, a complete path of communication 

   must be set up by a call between source to destination, before 

   communication begins. Once a path is set up, it is tied up 

   from the time the first message begins to be sent until the 

   last message is transmitted. Circuit switching is a common 

   technique for telephone switching and it is suitable to trans-

   mit long messages as file messages. 

(2) Message Switching 

             In this technique, a message is defined to be the 

   logical unit of information to which address information (usu-

   ally called header) is attached. First a message travels from 

   its source to the next node. When this transmission is finished, 

   this message selects channel towards the destination; if the 

   selected channel is busy, the message waits in queue, and when 

   the channel becomes available, transmission starts, namely 

   store-and-forward fashion [41, [6]. 

(3) Packet Switching 

            This technique is basically the same as message swit-

   ching, except that message is subdivided into packets with 
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   address information. Many packets of the same message may be 

   transmitted simultaneously. Higher channel utilization and 

   lower network delay can be achieved by this technique, due to 

   more complete resource sharing [21, [31, [6]. The ARPANET [71-

   [91, the British NPL E101, the French CYCLADES [391 and the 

   TELENET are examples of packet switching networks . 

         One thing is clear, if messages are very long as file 

messages, circuit switching is a good choice. On the other hand , 

if messages are relatively short, store-and-forward switching , 

especially packet switching is a good choice 1111, E121. There is 

wide range of message lengths in practice, the concept of hybrid 

switching incorporated both store-and-forward and circuit switch-

ing capability has been proposed E131, [141j E441-[471.

1.2 

puter 

switc 

to fl 

of re

Routing and Flow Control in Computer Network

         In the previous section we described the concept of com-

      network and switching technique in computer network . Packet 

     hing offers attractive advantages over circuit switching due 

     exibility in setting up user connections, more effective use 

     sources by multi-nodal traffic and so on. 

         However, in designing a packet switching network we en-

counter many problems, as follows 

(1) topological design 

(2) capacity allocations

- 4 -



(3) routing procedures 

(4) flow control procedures 

        In this research, it is out of scope to study topological 

design and capacity allocation problems. Several formulations 

have been proposed in E41, E61, E151, E161 etc.. 

        Advantages of packet switching do not come without any 

control. If demands are allowed to exceed the system capacity, 

unpleasant congestion may occur, which rapidly neutralize the de-

lay and efficiency advantages. Internal network congestion may be 

relieved by rerouting a portion of traffic from heavily loaded 

channels to underutilized channels. There are some approaches to 

establish route for packets in packet switching network; namely, 

centrally or locally, fixed or adaptive, deterministic or stocha-

stic. Several classifications have been devised to categorize 

routing policy, and various routing procedures have been proposed 

[171-E211, E431. Routing is also out of scope in this research. 

        Even with well defined routing procedure, network can not 

afford to accept all the offered traffic without control. This 

control is commonly called flow control procedure. The basic prin-

ciple of flow control is to kee p the excess load out of the net-

work. In order to keep the network traffic within a limit, flow 

control procedures must be equipped with throttling mechanism. 

Existing flow control in packet switching network can be catego-

rized into local control and global control. Local control is not 

sufficient by itself to prevent congestion, so global control is 

necessary to supervise the admission of packets to the network.

- 5 -



        Examples of global control procedures are isarithmic flow 

control studied for the NPL network [221-E241 and end-to-end flow 

control used in the ARPANET E25], E26]. End-to-end flow control 

mechanism is usually refered to as window mechanism, where the 

total number of packets simultaneously outstanding between a sour-

ce and a destination is limitted to window size. 

         Several authors have discussed the mechanism for flow 

control, however due to complex environment of flow control,quan-

titative and analytical studies have-been lacking [161,[271-[311. 

Critical problem is the optimal selection of system parameters, 

especially the window size. The recent researches on this issue 

are extremely welcome [321-E381, E411. However, they suffer from 

the limitation that they only focused on loss system models, 

hence there was no account of the admission delay to the network. 

         Computer network is basically a mixed structure which 

consists of loss system and delay system, therefore it should be 

necessary to study for the latter. On this point of view, in 

this research we investigate effect of the window mechanism on 

delay system models of computer networks [481-[531.

- 6 -
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                CHAPTER 2 

        WINDOW MECHANISM AND PERFORMANCE MEASURE 

2.1 Introduction 

     It is essential to study for the optimal selection of system 

parameters in designing computer network with window mechanism 

for flow control of packet level, based-on C.C.I.T.T. Recommenda-

tion X.25 [281. Critical parameters in the mechanism are the window 

size and retransmission time-out interval if error and loss reco-

very will be provided. Some investigators have discussed on this 

problem and yielded some guidelines regarding optimal selection. 

However, the previous studies suffer from the limitation that only 

loss system models have been investigated. In real life, however, 

computer network is basically a mixed structure consisting of loss 

and delay systems, hence it should be welcome to study for the lat-

ter. 

     On this point of view, in this chapter we investigate elemen~ 

tary effect of the window mechanism on a simple delay system model. 

2.2 Review of the Previous Researches for Window Mechanism

     End-to-end flow control is exercised on a logical channel 

(a virtual circuit) which is provided between source and destina-

tion nodes (devices). The main objective of end-to-end control is 

to protect the destination node from congestion, due to the fact 

that remote sources are sending traffic at a higher rate than 

7



can be accepted by terminals, fed by the distination node . And 

important byproduct is the prevention of internal congestion . 

Most end-to-end control mechanisms use a variant of the credit 

throttling technique, usually called window , which permits up 

W (window size) packets to be outstanding on a logical channel 

     We show an outline of the mechanism in Fig. 2.1.

   NETWORK ENTRY TO EXIT 
   ACCESS 

 DTE         DCE 

                    Fig.2.1 Network Stru( 

The logical channel is implemented as t 

protocol segments: 

A packet level X.25 protocol from the s 

terminating equipment or DTE) to source 

cation equipment or DCE), an internal p 

destination DCE, and a packet level X.2 

DCE to destination DTE. 

Each one of three protocol segments is 

mechanism. For example, let us assume t 

W=3, and that the window between source 

full (i.e. there are three outstanding 

packet arriving from the source DTE to 

will not be immediately acknowledged; r 

withheld until an ACK (acknowledgement)

NETWORK 
ACCESS

to

DCE DTE

Structure 

as the concatenation ofthree 

he source device (i.e., data 

Durce node (i.e., data communi-

aal protocol from source DCE to 

 X.25 protocol from destination

 flow controlled by window 

that all windows are of size 

e and destination DCE is 

 packets). The following 

DCE will be accepted, but 

rather the packet will be 

) from the destination DCE
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is received, thus a window opens. Therefore, window mechanism 

serves the function of promptly reflecting a congestion situation 

in network back to the source by withholding packets. 

     A variant of this mechanism was originally used in the French 

Cyclade Network E39] and the ARPANET VDH (Very Distant Host) con-

nections [40]. The mechanism is categorized into two strategies, 

namely End-to-End window flow control and Link-by-Link window flow 

control [16]. The restriction is imposed*on a logical channel for 

 the former, and on each link belonging to a logical channel for 

the latter, respectively. We mainly concerned with the former, and 

for simplicity, when there is no ambiguity, we will use " window 

control" to indicate End-to-End window flow control, in this thesis. 

     It is essential to investigate the effect of the mechanism and 

study for the optimal selection of system parameters in designing 

computer network with the mechanism. Critical parameters in the 

window mechanism are the window size and retransmission time-out 

interval if error and loss recovery will be provided. Several 

analytic and simulation studies have been reported to investigate 

the effect of these parameters on throughput and delay performance. 

We now review some of the most significant contributions in this 

area. 

     Kleinrock and Kermani develop an analytic model in which 

a single source-to-destination traffic is flow controlled by window 

mechanism E36j. In this model, network delay is simplified as an 

M/M/1 queue delay, and round trip delay therefore follows an 

Erlang-2 distribution. The destination node is assumed to have 

finite storage and deliver packets to the destination host on

- 9 -



a finite capacity channel, therefore the destination node occasion-

ally drops packets. To provide for transmission integrity , the 

source node must retransmit an unacknowledged packet a time-out 

interval. The simplified window model is solved analytically , 

yielding some guidelines regarding the optimal selection of system 

parameters, namely window size and time-out interval. 

     In a subsequent paper E371, an adaptive policy for the dyna-

mic adjustment of window size to time- varying traffic rate , is 

proposed by the same authors. Numerical results shows that the 

delay versus throughput performance of adaptively controlled scheme 

is somewhat superior to that of non- adaptively controlled scheme . 

Network being regarded as a single queue in these models, there-

fore insight into the independence of window size on the number 

of intermediate hops has not offered. 

In order to remove this limitation, the same authors also develop 

a simple multinode model, where a single source-to-destination 

traffic flowing through the network via a k-hop path is window 

controlled [331, E35]. In this model, infinite buffer storage 

and negligible error rate are assumed. And they find that 11 power" , 

which is a compact measure of combined throughput and delay perfor-

mance, is optimized by setting window size W=k. 

      The two previous models assuming a single source-to-destina-

tion traffic, interference at a node by other traffic traversing 

it is out of consideration. Pennotti and Schwartz take the effect 

of interference into the tandem network model in an approximate 

fashion E161, [27]. They analyze performance of the network con-

gestion versus probability of lost packet at the source node,

- 10 -



in End-to-End and Link-by-Link flow controlled case, and show that 

the latter exhibits similar performance as the former. Some insight 

of multiuser flow control is obtained from this study, however the 

model suffer from the limitation that only one logical channel can 

be flow controlled at a time, the remaining traffic component be-

ing constant. 

     To remove this limitation, a number of multiple source, 

multiple destination models need to be developed, but the exact 

analysis for multinode network with individually controlled node 

pair, will be impractical. Reiser recently proposes an approximate 

solution technique applicable to large networks [38]. 

     However, all the previous researches mainly focus on man-to-

machine communication system, so these models developed in them 

are viewed as loss system models. This implies that once a request 

for service (i.e. packet) finding no available window at the entry 

to the network is dropped from the system and is lost, hence admi-

ssion delay incurred by packets is out of consideration. In real 

life, however, computer network is basically a mixed structure 

consisting of man-to-machine and machine-to-machine communication 

system. So it should be welcome to study for the latter. On this 

point of view, in this thesis we will investigate effect of the 

window mechanism on delay system models, where packet finding no 

available window waits for a window to be free. 

2.3 Performance Measures 

     We wish to define a quantitative measure of flow control per-

formance for various reasons.



     First, we wish to establish a well defined performance 

criterion in order to tune the parameters of a given flow con-

trol.Second, we wish to carefully weigh performance benefit 

against overhead introduced by flow control. Third, we are inter-

ested in comparing the performance of alternative flow control 

schemes in quantitative term. 

      In this section, we clarify the difference between loss sys--

tem and delay system by introducing performance measure suitable 

to each system. Before proceeding, we start with the following 

assumptions which are accepted throughout the analysis in this 

thesis: 

      1. External Poisson arrival 

     2. Exponential distributed message lengths 

     3. Infinite nodal capacity 

      4. Fixed routing 

     5. Independence Assumption [4] 

     6. Negligible propagation delay 

     7. Messages consisting of single packets 

2.3.1 Power in Loss System Model 

     We begin by introducing one of the previous reseaches by 

Kleinrock and Kermani [331,[351. They developed a simple loss 

system model of k-hop tandem network with a certain input traffic, 

with each hop modelled by an M/M/l queue and with an instantaneous 

end-to-end acknowledgement, as shown in Fig.2.2.

- 12 -
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delay. On the other hand, if low network delay is favored , a 

window size W=O is the best. In order to combine both throughput 

and network delay, it is need to define a proper performance mea-

sure for the evaluation which reflects the opposite effect . 

      They use the ratio of t hroughput and network delay as their 

performance measure, which is first defined in [311 and is referred 

to as 11 power P: 

                   P A YM 
                     T(y(X)) 

                                               (2.1) 

The name 11 power 11 is originated the power (energy/time) used in 

physics. 

     Assuming that each hop may be modelled by an M/M/l queue, 

each hop adds an amount 1/(V-y(X)) seconds to the average delay, 

so the total average network delay T(y(X)) is given by

              T(y(X)) k 
M 
                                                 (2.2) 

Using Eq. ,(2.1) and (2.2) gives 

                    P - Y(M 
k 

                                               (2.3) 

     In Fig.2.3 a sketch of power is shown as a function of 

throughput. The condition for the maximum value of power is that 

X should be flow controlled such that throughput y(X)=p/2 ( uti-

lization p=0.5), and also this means T(y(A))=2k/p ( the average 

number of messages R=k ). That is, throughput and network delay
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            Fig. 2.3 Power vs. Throughput 

should be balanced such that half the maximum throughput and 

twice the minimum delay. 

    Additionally, they considered flow control procedure using 

window mechanism, where the average number of messages in the 

network (N) is restricted to a maximum number W (window size). 

From well known Little's result, 

                         W = y(X)T(y(X)) 
                                               (2.4) 

            or 

                       W YM 
                                  11-YM (2.5) 

which gives 

              YM W 
                                k + W (2 .6) 

With Eq.(2.6) they described that:
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For optimality, we know that y(X)=p/2 which implies W=k. This 

implies that the network should contain k messages on average 

to give maximum power. That is, we should just keep the pipe full 

(i.e., one message per hop). 

     Loss system means that once a request for service (in this 

case message or packet) finds no available window, it is dropped 

from the system and is lost. So power, which represents a trade-

off between two major criteria: throughput and network delay, 

should be regarded as a proper measure in loss system. On the 

other hand, packet in delay system must wait outside the system 

and is not lost, so constant throughput can be obtained with pro-

perly flow controlled case. Therefore, in delay system there is no 

difference between power and delay as a measure for evaluating. 

     In the following section, we focus on delay system and intro-

duce 11 total delay 11 as a measure. 

2.3.2 Total Delay in Delay System Model

     In this section we consider effect of window mechanism on 

delay system model, comparing with the loss system model develop-

ed in the previous section. The difference between two models is 

as follows: 

     In loss system, if input traffic (packet) finds no available 

window, it is dropped from the system and is lost, hence admis-

sion delay is out of consideration. On the other hand, in delay 

system, if input traffic can not find a free window, it must wait 

at IQ ( Input Queue ) for its window to become open (rather than 
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being lost). This implies that traffic applied to network is 

garanteed delivery to its destination and constant throughput can 

be obtained in delay system. So we had better evaluate "total de-

lay", which consists of admission delay incurred in IQ and network 

delay incurred in network, as a measure, rather than "power" rai-

sed in the last section. 

     We develop a simple delay system model of 2-hop tandem net-

work with a certain input traffic (LC 13 packet), as shown in Fig. 

2.4. this model is similar to the model in the last section, ex-

cept that the former has IQ (Input Queue). Furthermore, based on 

the result obtained from the last section, constraints are accept-

ed that window size W 13 =2 and network utilization p=0.5. 

                      NETWORK
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 2.5 State-Transition-Rate 

can immediately write down 

= pp(O 'O'l) 

= UP(0 ,1,0) + PP(0,0,2) 

  UP(0,1,1) 

  XP(0,0,0) + PP(0,1,1) 

  xp(O,1,O) + pp(l,l,l) 

  XP(0,0,1) + pP(0,2,O) + 
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> 

 ( X+ II)P(i,2,O) ~ Xp(i-1,2,O) + PP(i+1,1,1) (2.14) 

 ( X+2p)P(i,1,1) = XP(i-1,1,1) + pP(i,2,O) + VP(i+1,0,2) (2.15) 

 ( X+ v)P(i,0,2) = XP(i-1,0,2) + pP(i,1,1) (2.16) 

   We choose to use the method of z-transform for solving this set 

   of equations. The z-transform of P(i,j,k) is defined as Eq.(2.17). 

               2 2 j k 
G ( z I Z 2 Z 3 A P(i,j,k)Zl'7d Z3 

                i=OJ=Ok=O 

             P(010,0) + P(0,1,0)Z2 + P(0,0,1)Z3 

                                                           00 00 

            + 2 1 2                1 P(i,2,O)ZlIZ2+ I P(i,1,1)ZllZ2Z3+ I P(i,0,2)zIZ3 
                i=O i=O i=O 

                                                            (2.17) 

   By applying Eqs.(2.8)-(2.16) to Eq.(2.17), we can obtain + 

 G(z,,Z2,Z3) = P(0,0,0) X 1+ X(X2 +2Xp+p 2 ) Z2 + z 
                                2p 2 (X+p) 

    2 2 2 2 
  + x (X+2p-Xzl){(X+P-XZ1)Z2Z3+PZ + x z 2 x        2 2 2 

    P{Xz,-X(A+3P)zj+2jj }(X+li-Xzl) 211 (x+Ij)

f A! -(I I
       2 2 _ 3 2 2 * +2XV+2p )Z1 2X(X +4x i1+5Xij +311

  -1 ( 'I -L.~ ) -LO 2 1 ( -1 _L I
     I,- z I

      2 2
z - U Zi ]i{A

byP(O, 0, 0)constanttheevaluatemayWe

3)zl+x 4 +6x3u+llx 2 11 2 +8x,,3+41,4)
              (2.18) 

recognizing G(1,1,1)=l.

+ D
erivation of Eq.(2.18) is given in Appendix A. 
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                P(0,0,0) = 21j-3X 
                            211+ X 

    Substituting this into Eq.(2.18) 

G(z,,Z2,Z3)= 211-3X x 1+ X(X2 +2XV+lj 
2               21l+ X 2

11 (X+11) 

    + x 2 (X+2U-Xzl)J(X+p-Xzl)Z2Z3+PZ 2
2_ 2 2 x 1 X(X+3p)zl+2p I(X+P-Xzl) 2V (x+lj) 

      2 2 _ 3 2 2 3 4 3 2 +2Xp+2p )ZI 2X(X +4x ii+5Xii +31j )z,+X +6x ij+llx

, we 

2 

   Z 2

f ind 

 + Z 3 

  2 2  x 
z 2

(2.19)

Ii fxz

                                                         (2.20) 

Various derivations of z-transform evaluated for z=1 gives the 

various moments of the random variable."Differentiating Eq.(2.20) 

with respect to z setting z=1 and moreover recalling Little's 

result, we find average admission delay T1, average network delay 

T 2 and average total delay T(W 13=2), in window flow controlled 

network with W 13=2. 

     1 r, 1 2- 2-

  2 2

- = 1 ~dz T -T 

     1 d if 
X ~  2 z 

     W13 =2) 

where p is

fd z 
 C d 

dZ2

G(zi,1,1) IZ1=1 - p 2 (9p 2 +16P+32)                  2p(p+2)(p+l)(2-3p) 

G(1,Z2,1) + d G(1,1,Z3)        IZ2=1 dZ3 IZ3=11. 
            4(p 2_ 2)  T 

1 + T 2=          p(p+2)(3p -2) 

line utilization factor (=X/p). 

                  20

jj2+8Xp3+4,,4)

     (2.21) 

3p 3+10P 2 +20p+8 

2u(p+2)(p+l) 

     (2.22) 

     (2.23)



on the other hand, in no flow controlled case we can regard each 

hop as an M/M/1 queue independently, by accepting independence 

assumption [4]. So average total delay T(W 13~' ) in no flow con-

trolled network is given by 

2                   T ( W 13 =-) = -
                             11(1-p) (2.24) 

     We show an example of delay performance obtained from above 

discussion in Table 2.1, where we set 1/U =0.04(see) + (average 

service time of a packet) and p =0.5. 

     Table 2.1 A n Example of Delay Performance

window control(W13=2) no control

average admission.delay T I 0.1128 0.0,

average network delay T 2 0.1112 0.16

average total delay T 0.2240 0.16

                                                           (see) 

From this table, it is recognized that in window controlled case 

network delay can be reduced, however total delay turns out to 

increase due to admission delay, comparing with no flow controlled 

case. 

     Up to this point we only consider the case for W 13~2. Even 

on a simple model as Fig.2.4, it is difficult to analyze the case 

for W > 3, because the number of states increases as a combina-    13 ~ 

torial function of W 13* So we will use simulation method for the 

latter case.

+ Thi
s corresponds average 

capacity of line equals to

packet size equals to 2K 

50K (bit/sec). 
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      In Fig.2.6 the total delay characteristics for p =0 .5 is 

shown as a function of W 13' When W 
13 is setted too small, the 

total delay increases unbounded due to the increase of the admis-

sion delay. Especially , packet may insignificantly incurr the ad-

mission delay at the state (i,O,W 13 ), which implies all the win-

dows are used on line 2. Because packet can not enter the network 

in spite of finding line 1 free at this state. We will call the 

situation which can not be neglected the probability of the state , 
11 over control 11 in our future discussion . As W 13 increases, the 

total delay gradually decreases to be equivallent to that in no 

flow controlled case (dashed line), which is independent on W 
13* 
     From this figure, it is recognized that the optimal window 

size, which minimizes the total delay , is infinite, hence the price 

for window flow control procedure is a increased total delay in
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delay system model as shown in Fig.2.4. 

2.4 Conclusion 

     In this chapter, we have investigated elementary effect of 

the window mechanism for flow control on a simple delay system 

model. First, we have given a fundamental aspect of the window 

mechanism. Then, we have described a review of the previous re-

searches on the window mechanism and also clarified the differ-

ence between viewpoints of them and this reseach. Finally, we 

have considered the window mechanism having on total delay per-

formance in a simple delay system model,where a single input 

traffic is flow controlled. 

     We summarize the significant findings in this chapter as 

follows 

     (1) Power, which represents a tradeoff between through-

        put and network delay, should be regarded as a proper 

         measure in loss system. On the other hand, since constant 

        throughput can be obtained in delay system, we had better 

         evaluate total delay, which consists of admission delay 

         and network delay, as a measure 

     (2) The price for window flow control procedure is an 

        increased total delay in a simple delay system model with 

         a single source-to-destination traffic. 
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                CHAPTER 3 

EFFECT OF THE WINDOW MECHANISM IN A SIMPLE DELAY SYSTEM MODEL 

3.1 Introduction 

      In the last chapter, we have evaluated total delay perfor-

mance in a simple delay system model with the window mechanism , 

and found that the price for window flow control procedure is an 

increased total delay. However, the Model in the last chapter 

suffers from the limitation that only a single source-to-destina-

tion traffic is flow controlled; therefore, insight into model 

with simultaneously flow controlled multi-logical channels , has 

not yet offerd. 

     It is generally dificult to analyze the latter model . In 

this chapter, we simulate a simple delay system model of 3-node 

tandem network with individually window flow controlled logical 

channels, under simplified and artificial assumptions. 

3.2 The Model and Assumptions 

     In this section, we develop a simulation model for a net-

work with the window mechanism and elaborate on the assumptions 

involved in our simulation. We now describe a simple delay system 

model as shown in Fig.3.1 for which simulation results can be 

obtained in Section 3.3.
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   Fig. 3.1 Simulation Model (3-node tandem) 

    Assuming the routing strategy for the network fixed, messages 

are transmitted along the fixed path through the network. This 

path consists of series tandem nodes (N i ) connected by communica-

tion lines (L k ), each modeled in the usual way by a queue. We 

will call this path between source node N i and destination node 

N i , logical channel LC ij. And we will describe an amount of 

traffic on each LC ij by using a traffic matrix [y ij I as Eq.(3.1). 

The total number of messages on each LC 
ij is restricted to a 

maximum value W ij (i.e. window size) for end-to-end window flow 

controlled network. We will describe this by using a window mat-

rix C W I as Eq.(3.2). 

          0 1 1 0 W 12 W 13 

  E Y ij I= Y 0 0 1 EW 0 0 W 23 

             -0 0 0 -0 0 0 

                      (3.1) (3.2)
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    Outside the network,each LC ij has its input queue IQij 

which is connected to the source node i (N i ). Note that in end-

to-end window flow controlled network, messages generated by users 

of LC when the number of messages outstanding on LC.. is below      ij, 
13 

W ij (namely, window is open), can enter the network. On the other 

hand, when W ij messages are already outstanding on LC ij (namely, 

all the windows are busy), they are blocked from entry to the net-

work and stored in IQ ij ; until an acknowledgement is received by 

the source node Ni , indicating that'a message has successfully 

reached its destination node N So some messages can incur 

admission delay at IQ ij-

    On the other hand, in no controlled network, all the windows 

being assigned infinite, messages enter -the network without any 

input regulation hence, they do not incur admission delay at 

IQ. 

3.2.2 Assumptions 

    Measurements on existing network, in particular on ARPANET 

[421, show that the average number of packets per message is very 

close to one; hence we make the simplifying assumption that mes-

sages consist of single packets and we do not differentiate bet-

ween packet- and message- switching. 

    In our simulation we will accept the following assumptions: 

    (1) Fixed message (packet) length ( with 2.0 K bit). 

    (2) Poisson arrival of messages to input queue (IQ) 
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(4) 

(5) 

(6)

(7) 

(8) 

(9)

Capacity of communication line between two nodes 

is 50K (bit/sec). 

Negligible nodal processing time. 

No failure in the system. 

Size of input queue (IQ) is unlimited; hence no 

is lost at IQ. 

Negligible transmission error rate. 

Negligible transmission time of acknowledgement 

Parameter is the window size of logical channel 

which has maximum number of hops, and the others 

fixed.

packet

(ACK) 

(LC) 

are

Remarks : 

    (1) As for assumption (4) 

          The network delay consists of the waiting time for 

      nodal processing and the waiting time for transmission on 

      line. Which affects influentially, the former or the latter, 

      depends on the ratio the nodal processing rate to the line 

      transmission rate. From assumption (3), it is natural that 

      the nodal processing rate should be faster than the line 

      transmission rate. And we will study characteristics under 

       11 heavy traffic 11 conditions
, there almost always exists 

      long queues on communication lines. In these conditions, 

      the waiting time for nodal processing time is completely 

      masked by the waiting time for transmission on line. 

          So mention above justifies assumption (4).
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      (2) As for assumption (8) 

              This assumption implies that the acknowledgements 

      generated by the destination node are not returned via the 

      network, but are returned directly to the source node. 

      Although the model becomes rather simplified and possibly 

      artificial by this assumption, it should provide a first 

      approach to a designer interested in implementing flow 

      control procedure in networks. 

              Furthermore., in the following chapter we will focus 

      on more realistic model in which acknowledgement is consi-

      dered according to the RECOMMENDATION X.25. 

     With these assumptions, we will be mainly concerned with 

total delay, which consists of admission delay and network delay. 

All simulations run were made for the same fixed length of simu-

lated time with the same traffic pattern offerd to the network.

3.3 

a si 

led 

nism 

Exce 

(3.3

Simulation Results and Considerations

     In this section we describe some simulation results done on 

    mple delay system model with individually window flow control-

    logical channels, and evaluate the effect of the window mecha-

     having on delay performance which contains admission delay. 

    pt for Fig.3.8, we use the window matrix [W] as shown in Eq. 

    ), where W 13 (window size of 2-hop LC 13 ) is a parameter and
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the others are fixed 8. 

                    0 8 W 13 

          [W 0 0 8 

                        - 0 0 (3.3) 

3.3.1 Delay Characteristics 

      Fig.3.2 shows the congestion control behavior under heavy 

traffic condition by the window mechanism, where the average num-

ber of busy windows on each logical channel is shown as a function 

of W 13* Plots for LC 23 (1-hop logical channel), which is similar 

to these for LC 121 will be omitted in our future figures. As W 13 

increases, the degree of input regulation for LC 13 becomes lower,
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hence,the number of busy windows gradually grows to be a constant 

value; on the other hand, for LC 12 the number of busy windows 

also grows due to the increase in the number of packets outstand-

ing on LC 13* It can be seen that, when W 13 is assigned to be less 

than or equal to 5, the number of busy windows turns out to be 

equal to W 13' 

     The reason of this is the following 

     When W 13 is too small, the number of LC 13 packets generated 

is greater than the number admitted to enter the network; hence, 

all the windows for LC 13 are always busy and there always exists 

packets in IQ13 . This situation is called over control as mention-

ed in the last chapter. As pointed out in the last chapter, in 

over control region packet will insignificantly incur admission 

delay in spite of finding line 1 (L 1 ) is free, therefore network 

will perform ineffectively. Hence, we will exclude the situation 

of over control in our future discussion, and the offered traffic 

to the network is held fixed in our future figures. 

      Fig.3.3 shows the admission delay characteristics, where the 

average admission delay for each LC is shown as a function of W 13* 

As W 13 increases, the admission delay for LC 13 rises beyond bound, 

due to over control. 

     Fig. ~.4 shows the network delay characteristics, where the 

average network delay for each LC is shown as a function of W 131 

and also characteristics of no controlled cases, which are inde-

pendent on W 13' are shown. It is recognized that this figure is 

equivalent to Fig.3.2, by invoking Little's result to relate 

the network delay to the number of busy windows. The network delay 
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in window controlled case is lower than that in no controlled 

case, because the former case has the effect on limiting the num-

ber of packets outstanding in the network at any time. 

     Fig.3.5 shows the distribution characteristics of the network 

delay, where an Erlangian distribution of a degree K for each LC 

is shown as a function of W 13' As W 13 decreases, K for LC 13 grows, 

and when W 13 is too small, it becomes beyond bound. On the other 

hand, K for LC 12 is always about 3, independ on W 13' In addition, 

in window controlled network, K is always greater than that in no 

controlled network.
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     From Fig.3.4 and Fig.3.5, it is recognized that we can settle 

the network delay lower and more stable than that in no controll-

ed network. 

     Fig. 3.6 shows the total delay characteristics, where the 

average total delay for each LC, which consists the admission de-

lay plus the network delay, is shown as a function of W 13*
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     When W 13 is too small, the total delay rises unbounded due 

to the increase of the admission delay of LC 13 packets by over 

control as pointed out previously; As W 13 increases, the total 

delay first reaches a minimum and then gradually grows to be equal 

to or a little greater than that in no controlled case. 

     Here we encounter the unexpected phenomenon : I 

     The window flow controlled total delay can be lower than the 

no flow controlled one under a heavy traffic condition p > 0.954; 

though no packet is lost and the offered traffic is held fixed in 

delay system , hence some packets incur the admission delay in IQ 

due to input regulation. There exists the optimal window size 

which optimizes minimizes ) the total delay under a heavy traf-

fic condition. Note that for p=0.964 the optimal value of"W 13 is 

12~or 13.) Similar phenomena appear for p< 0.9 as well as p>0.954. 

The lower is p, the less remarkable becomes the effect; that is, 

we can observe in this figure that the total delay curve for 

p< 0.9, after an initial decrease, remains flat to be equivalent 

to that in no controlled case. ( Note that for p< 0.9, the smaller 

is assigned the size of all windows, the more remarkable becomes 

the effect; which we have not drown.) 

     Overall, this figure gives us the following information 

      For p< 0.964, total delay can be improved or equivalent 

when the window size W 13 is assigned about 13, compared with no 

flow controlled total delay. 

      The optimal assignment of window size for each LC, which we 

 do not study analytically, should be almost equivalent to the 

average number of packets outstanding on each LC in no flow
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3.3.2 Distribution Characteristics of Packet Admission Interval

     Continuing our discussion about the effect of the window 

mechanism on the total delay, we now investigate the distribution 

characteristics of packet admission interval to the network. 

     In Fig.3.9 the number of sampled LC 13 packets is shown as a 

function of the admission interval of LC 13 packet,in no controlled 

case and in window controlled case, respectively. It can be seen 

that for no controlled case the admission intervals are exponent-

ially distributed, because packets generated by user can immedi-

ately enter the network without any input regulation. On the other 

hand, for window controlled case, partially they are also expo-

nentially distributed, except that some peaks appear at the multi-

ple of 0.04 (se c) of interval. So, we can appreciate that packets 

forming peaks have been regulated on entering the network. We will 

call the first three peaks whose intervals are 0.04, 0.08, 0.12 

(see), peak A, B, C, respectively in our future discussion. Simi-

lar results are obtained for other logical channels ( we have not 

shown these.). 

     Now let us mark packets which belong to peak.-As pointed out 

above, the tagged packets have been regulated on entering the net-

work, therefore the admission interval between the tagged packets 

depends on the arrival interval between acknowledgements which 

indicate windows open, not on its arrival interval at IQ (assumed 

Poisson arrival, asassumption (2) ). Assuming that,the acknowled-

gement delay is negligible ( assumption (8) ), the admission 

interval between the tagged packets is regarded as the interval 

at which previous packets reached the destination.
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successively transmitted.on line 2. Case (B), (C) is corresponded 

to the peak B, C respectively, as well. 

     From these two figures, we can observe that: 

      In no controlled network, as packets are inputted in the 

order of their arrival ( in a first-in first-out fashion 

packets belonging to the same logical channel can be successively 

transmitted on line, if they arrive at their source node in a 

cluster. On the contrary, in window controlled network, packets 

can"be replaced on inputting to the network, so that the nature 

of a cluster can be released and the sequence of the same logical 

channel packets on line can be more regular than that in no cont-

rolled network. 

      In no controlled network , the following case (of unfortunate 

LC 13 packet (2-hop)) often can be seen . 

     LC 12 packets arrive in a cluster at their source node N 1 

when line 2 is not so busy. The tagged LC 13 packet arriving at N, 

just a few seconds after their arrivals, must wait on line 1, 

until their transmission is finished. Still worse, the tagged LC 13 

packet, which arrives at node 2 (N 2 ) when LC 23 packets have al-

ready arrived in a cluster at N 21 must unfortunately wait on line 

2. In this case, in order to decrease insignificant delay of LC 13 

packet, it should be rapidly transmitted on line 1 prior to LC 12 

packets until line 2 becomes so busy. 

      In window flow controlled network, we expect window will 

play an important role in decreasing this insignificant delay 

incurred by LC 13 packets, for the sequence of the same logical 

channel packets on line can become more regular than that in no 
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controlled network. We call this effect of the window mechanism 

  Input-Sequencing effect 11 in our future discussion. 11 Input-

Sequencing 11 implies rearrangement of packets on inputting adap-

tively to the network condition. The precise discussion for 

  Input-Sequencing 11 being out of scope in this chapter, no lon-

ger we continue to discuss here. And we will analytically study 

it in Chapter 5.

3.4 Conclusion 

     In this chapter, we have simulated a simple delay system 

model of 3-node tandem network with individually window flow 

controlled logical channel, and have investigated elementary 

effect of the window mechanism on delay performance, under sim-

plified and artificial assumptions. 

     We summarize the significant results in this chapter as 

follows 

     (1) The phenomenon can be observed that in a properly 

         window flow controlled network, the total delay, which 

         consists of admission delay and network delay, can be 

        minimized and can be lower than that in no flow control-

        led network. 

     (2) Network performs most effectively when each window 

         size is assigned according to the average number of pac-

        kets outstanding on each logicalchannel in no flow
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controlled network.

(3)

the

 Packet 

window

 admission interval can 

mechanism.

be regularized by
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                CHAPTER 4 

         EFFECT OF THE WINDOW MECHANISM 

           IN EXTENDED NETWORK MODELS 

4.1 Introduction 

     The last chapter has investigated elementary effect of the 

window mechanism on delay performance in a simple delay system 

model. And from simulation results, we have found the phenomenon 

that in a properly window flow controlled network the total delay 

can be optimized and lower than that in no flow controlled net-

work. However, the model in the last chapter suffers from the 

limitation that the model accepts some simplified and artificial 

assumptions, therefore insight into more realistic models has not 

yet offered. 

     In this chapter, we focus on extended network models. 

We consider 

     (1) Investigations in some network topologies 

     (2) Comparison between End-to-End window flow controlled 

        network and Link-by-Link window flow controlled network 

     (3) Affect of acknowledgement delay 
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4.2 Some Network Topologies 

     in this section we investigate effect of the window mechanism 

in some network topologies. We focus on tandem networks, 3-node 

loop network and 6-node ladder network. Similar assumptions are 

accepted in this section as in the last chapter.

4.2.1 Tandem Networks  

I . We simulate 4-node and 5-node tandem networks as shown in 

Table 4.1. (the next page) Each network is assumed to be assigned 

its own window matrix. 

     Optimal window size is not offered in the table, however, 

in any case we can recognize that. window controlled total delay 

can be lower than no controlled one.

4.2.2 Loop Network 

     We simulate 3-node loop network as shown in Fig.4.1, where 

the uniform loading [ y a I ( case (A)) and the non-uniform loading 

[ Yb J ( case (B)) to the network are assumed. For each case, we 

set the window matrix [ Wa IJ Wb I as shown in Eq. (4.3), (4.4) 

respectively, where window size for 2-hop logical channel (W 2) 

is a parameter. And also assuming the routing strategy fixed as 

shown in the figure.
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     Fig.4.2 shows total delay characteristics, where average 

total delay for each case is shown as a function of W 2* Similar 

phenomena as Fig.3.7, that lower total delay can be achieved in 

window flow controlled network than in no controlled one, are 

obtained for both cases. Additionally, although we do not study 

analytically, we recognize in our experience that we should assign 

window size according to the average number of packets outstand-

ing on each logical channel in no controlled network; for example, 

the average number on 1-hop , on 2-hop logical channel in case (A) 

is nearly equal to 3.60, 7.17 respectively.
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4.2. 

the

3 Ladder Network 

 We simulate 6-node ladder network as shown in Fig.4 

uniform loading to the network [y ij is assumed. 
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     Fig.4.4 shows total delay characteristics , where average 

total delay is shown as a function of W 
3 . Similar phenomenon can 

be observed in this figure as well as the previous figures . 

4.3 Comparison between End-to-End Flow Controlled Network and 

    Link-by-Link Flow Controlled Network

     Up to this point in this thesis , we have evaluated effect of 

End~to-End flow control procedure. In this section
, we compare 

End-to-End flow control procedure with Link-by-Link flow control 

procedure. 

     Fig.4.5 shows simulation model of Link-by-Link window flow 

controlled network. 

     IQ12 IQ23 WMpj(

       IQ13 

        LC13 

           Fig. 4. 5 

     Total numbe 

by End-to-End fl 

her on each link 

Link flow contro

Ni L, N2 

INTQ13

  LC12

L2

LC23

N3

LC13

ig.4.5 Simulation Model (Link-by-Link flow control) 

 number of packets on a logical channel is restricted 

End flow control procedure, on the contrary , total num-

h link of a logical channel is restricted by Link-by-

control procedure; hence, for the former we use the 
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window matrix [ W I as follows

But for 

Eq. (4.8)

E W I =

the 

 and

latter 

 (4.9)

0 5 W 13 

0 0 5 

-0 0 0 (4.7) 

,the k-th hop window matrix E Wk j is used as

E wi I =

0 

0 

0

5 

0 

0

 13

(4.8)

 W' I =

0

0

0

0 

0 

0

w 2

(4.9)

      k . where W 
ij IS 

ally, in the 

LC 13 packet 

until window 

      Fig.4.6 

total delay 

network, is

 the window size of the k-th link on LC 
ij . Addition-

 latter there is intermediate queue INT Q 13' in which 

finding no available window at node 2(N 2 ) is stored 

 (W2 ) becomes open.   13 

 shows total delay characteristics, where average 

in End-to-End, Link-by-Link window flow controlled 

shown as a function of W (W 1 W 2 ), respectively.                           13, 13, 13
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     Fig.4.7 shows histgram of buffer occupancy time (line 2). 

Upper bound of queue is limitted 14 for the former, 9 for. the 

latter. This implies that more adaptive control according to the 

network condition can be achieved by the former than by the latter. 

latter.
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4.4 Affect of Acknowledgement Delay 

     Up to this point of this thesis, the models were rather 

simplified and possibly artificial, by the assumption of negligi-

ble acknowledgement (ACK) delay. In this section we examine affect 

of ACK delay. We start with basic affect, using a simple model 

shown in Fig.3.1, where constant ACK delay (0.02(sec)x( number of 

hops)) is assumed.

+ 0
. 02 (sec) corresponds to 1/2 packet 
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     Fig.4.8 shows total delay characteristics in both models 

with ACK delay and without ACK delay. Similar curves are observed, 

except that the former rises unbounded at larger window size than 

the latter. This implies that the price for ACK delay is substan-

tially a reducing window size.
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 Fig. 4.8 Total Delay Characteristics in Both Models 

           with and without ACK Delay ( P=0.96) 

     Then, we develop more realistic model, where end-to-end ack-

nowledgement is considered according to the RECOMMENDATION X.25, 

as follows : 

     Acknowledgement, which indicates that packet has successful-

ly reached its destination, is piggy backed onto return packet 

and sent back to its source via a network. If none is available 
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where window size of 2-hop logical channel (W 2 ) is a parameter. 

Additionally, RR is assumed to be fixed with 100 bits of lengths. 

(cf. X.25 recommends 72 bits) 

     Fig. 4.10 shows total delay characteristics, where average 

total delay is shown as a function of W 2* Comparison between 

models with and without ACK delay can not be offered, due to the 

increase of RR traffic for the former, however, also similar phe-

nomenon can be observed in this figure as well as the previous 

figures.
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4.5 Conclusion 

      In this chapter, we have investigated effect of window 

mechanism on delay performance in extended network models . 

First, we have examined effect in some network topologies . Then, 

we have compared End-to-End window flow control procedure with 

Link-by-Link window flow control procedure . Finally, we have 

examined affect of acknowledgement delay. 

     We summarrize the significant results as follows 

(1) In any case, we can observe the phenomenon that,in a 

     properly window flow controlled network,the total delay can 

     be lower than that in no flow controlled network. 

(2) Network performs more effectively by End-to-End window 

      flow control procedure than by Link-by-Link window flow cont-

     rol procedure,on a viewpoint of total delay. 

(3) The price for acknowledgement delay is substantially 

     a reducing window size.
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INPUT-SEQUENCING

 CHAPTER 5 

EFFECT OF THE WINDOW MECHANISM

5.1 Introduction 

     The last two chapters were mainly concerned with the delay 

performance by window flow control mechanism, on delay system of 

computer communication network. From simulation results, we ob-

served the phenomenon that in a properly flow controlled network 

the performance of the total delay can be superior to that in no 

controlled network. And we suggested this phenomenon should be 

due to 11 Input-Sequencing 11 of the window mechanism, which implies 

rearrangement of packets on inputting to the network. 

     In this chapter we analyze " Input-Sequencing Effect " and 

certify that the phenomenon should be due to the effect.

5.2 

by us 

shown 

t ion 

used 

assum 

of me 

this

Outline of Input-Sequencing

     n this section we 

      ing the End-to-End 

       in Fig.5.1, from 

     results in Section 

     in Chapter 3. And 

     ptions as well as 

     ssage lengths. The 

     chapter.

 describe an outline of Input-Sequencing 

 window flow controlled network model 

which we will obtain numerical and simula-

 5.4. This model is the same that we 

also in this chapter, we accept similar 

in Chapter 3, except for the distribution 

 exponential distribution is assumed in
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Each case i is assumed to occur with the probability a i* 

     The distribution characteristics of packet arrival interval 

(in the M/D/1 queueing system) shown in Fig.3.9 , suggests that 

the value of al. a 2) a 3 might be larger in window flow controlled 

network than in no controlled network. This suggestion leads us 

to the following fact 

      In no controlled network, since packets are inputted in the 

order of thier arrival without any input regulation (so, in first-

in first-out fashion), packets belonging to the same logical chan-

nel will be successively transmitted on line, if they enter the 

network in a cluster. 

     On the other hand, in a properly window flow controlled net-

work, packets are sometimes replaced on entering the network by 

the window mechanism as the case may be, so that the nature of a 

cluster might be released and the sequence of the same logical 

channel packets on line might be more regular than in no control-

led network. 

     We will call this"Input-Sequencing"and call the effect of 

this"Input-Sequencing effect" simply, in our future discussion. 

     Now we describe an example, where Input-Sequencing becomes 

effective. In no controlled network, sometimes the following 

situation can be seen in the model of Fig.5.1. LC 12 packets arri-

ve in a cluster at their source node (N I ) when the line 2 (L 2) 

is not so busy. LC 13 packet arriving at N 1 just after their 

arrivals, must wait on the line 1 (L 1 ) until their transmission 
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is finished. Still worse -, the tagged LC 13 packet, which arrives 

at the node 2 (N 2) when a mass of LC 23 packets have already arri-

ved at their source node N 2Y must unfortunately wait on L 2' 

In this circumstance, the tagged LC 13 packet should be rapidly 

transmitted on L, prior to LC 12 packets until L 2 becomes busy, 

so that L 2 might be more effectively utilized. Input-Sequencing 

is expected to play an important role in decreasing in signifi-

cant delay of LC 13 packet, as mentioned above. 

     We continue our discussion about Input-Sequencing effect on 

delay performance. Average total delay which consists of 

admission delay and network delay, may be given by

;T = (N 12 +N 13 ) T 1 + (N 13 +N23 ) T2

N12 + N13 + N23
(5.3)

where T I is the average delay incurred on L 1 (including IQ 12 and 

IQ 13 ) by LC 12 and LC 13 packets, T2 is the average delay incurred 

on L 2 (including IQ 23 ) by LC 13 and LC 23 packets, and N ij is the 

number of sampled LC ij packets. 

     Our presumption for Input-Sequencing effect on delay perfor-

mance is as follows 

     Input-Sequencing will not bring in a decreasing delay on LV 

since T 1 will be invariable whether in a properly flow controlled 

network or not, even if LC 12 and LC 13 packets are inputted to the 
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network in any sequence. However, in a properly window flow cont-

rolled network, due to Input-Sequencing , LC 13 packets being able 

to arrive at N 2 more regularly than in no controlled one, their 

intermediate line (L 2 ) can be more effectively utilized ; hence, 

we presume that T 2 will possibly decrease due to Input-Sequencing. 

     Later in this chapter , we will analyze Input-Sequencing 

effect on the total delay performance, where we will apply M/M/1 

to Tj and G/M/1 to T 2 in our future calculation. 

5.3 Analysis of Input-Sequencing 

     In this section, we develop an analytic model for LC 131 LC 23 

packet's interarrival process and find the Laplace transform for 

the pdf of the compound interarrival time LC 131 LC 23 packets 

feeding the line 2 (L 2). 

5.3.1 The Model and Assumptions 

     Fig. 5.3 shows the model for interarrival process of LC 131 

LC 23 packets, where that of LC 13 packets is based on Fig. 5.2 

(transmission behavior of them on the line 1). 

     In our analysis, we accept the following assumptions 

     (1) Poisson arrivals of LC ij packets to their input 

        queue IQ ij (with mean 1/X ij of interarrival time). 
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     (2) Service times of packets are exponentially distri-

        buted with mean 1/p . 

      (3) In a window flow controlled network, arrival 

         process of LC 23 packet is assumed to be modelled as shown 

        in Fig.5.3 (2). 

      This diagram shows two parallel 11 stages ", upon entry into 

the arrival facility, LC 23 packet will proceed to an exponential 

stage (with parameter A 23 ) with the probability B1 or will pro-

ceed,to two exponential stages (with parameter 2A 23 with proba-

bility a 2* + Additionally, in no flow controlled network, since 

LC 23 packets are inputted without any input regulation, we assume 

a1=1 and ~ 2=0 . The conservation relation is required as 

         ~1 + 02 = 1 (5 .4)

 + We will make a comparison between numerical result and simu -

lation result in the section 5.4,where we will calculate the for-

mer by using values of parameters (ai, Bi etc.) obtained from 

the latter. Assumption (3) comes from the fact that we can obser-

ve more regular packet arrival in a window controlled network 

than in no controlled one. A verification of this modelling is 

offered in Appendix B .
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The state probability offinding LC 23 packet on the (i-k+l)-th 

stage in the i-th branch, which is denoted by Q ik in the figure , 

is given by 

              Q11 ~ ~1 

              Q22 ~ Q21~ ~2/2 (5 .5) 

     (4) Arrival process of LC i3 packet is modelled as 

         shown in Fig.5.3 (1), due to the transmission behavior 

        of LC 13 packets on L, (Fig.5.2) . 

     This diagram shows (N+2) parallel branches, which are cate-

gorized into the first branch and others. We will call the for-

mer 11 a 0 branch ", and the latter 11 a branch ", in our future 

discussion. The a 0 branch, which corresponds to case 0 in Fig . 

5.2, is assumed to consist of m-stage series system. On the other 

hand, the a i branch, which corresponds to case i in Fig.5.2 , 

consists of i-stage series system ( i= 1, 2, ..., N+1 ). 

     Each branch being with the probability ai . we require the 

conservation relation :

     In assumption (4), we assume that 

packets on the a 0 branch are Erlangian 

And we will let m be 2 on calculation 

discussed in Appendix C .

interarrival 

distributed 

 the reason

 times of LC 

with degree 

of this is

13 

M.
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                N+1 

I 

                  i=O (5.6) 

Each stage in the a 0 branch, the a i branch, is an exponential 

arrival facility with parameter mX, p respectively. 

     The state probability of finding LC 13 packet on the (m-k+l)-

th stage in the a 0 branch, on the (i-k+ ,l)-th stage in the a i 

branch, is denoted by P Ok' P ik respectively as follows 

          P (I /pA ( 1< k< i< N+1           ik i 

            P Ok ao /mXA ( k=1,2,...,m (5 .7) 

where A is the normalization constant, given by 

               1 1 N+1 i 1 
                 X -U Y I a i (= ~ )                              11 j -lk=l X 13 (5 .8)

5.3.2 Analysis 

     In this section, we find the Laplace transform for the pdf 

of the compound .interarrival time , at which LC 13' LC 23 packets 

feed the line 2 (L 2 ),. Derivations of the equations in this section 

are given in Appendix D 

     Let the Laplace transform be denoted by A*(s). In order to 

calculate the unconditional transform A*(s), we must devide it
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into two conditional transforms denoted by B*(s) and C*(s) , where 

B*(s)- on the condition that LC packet has just arrived (depart-       2 13 

ed from its arrival process), on the other hand, C*(s); on the 

condition that LC 23 packet has just arrived. Because it is neces-

sary for us to take it into consideration which stage one packet 

exists on its arrival process, when another has just arrived. 

We can write down the unconditional transform as 

            A13 X23 
   A*(s)= B*(s)+ - C*'(s) 

(5.9)           X13+X23 X13+X23 

     Let us now calculate the first conditional transform B*(s) . 
The basic question is to solve for LC.3 packet's interarrival 

time distribution feeding L 2' Let the PDF be denoted by B LC
13 (t), 

the pdf; b (t) and its Laplace transform; B* (s). We can            LC 
13 LC 13 

obtain them from Fig.5.3 (1), as follows 

            N+1 mX m   B* (S)= a
i( + ao( -    LC 13 S + S +mX (5 .10) 

         N+l 
  b LC (t)= a i (Pt)'- e _Pt+ Oto mx(mxt)m-l e-mxt 

     13 (i-l)! (M-1)! (5 .11) 

                      N+l i i-k m M-k 
                     V (]A) mXt (mAt)  B (

t)= 1-e-vt Y a i L - - + a0e- Y -  LC
13 i=1 k= l(i-k)! k=l(m-k)! (5.12)
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     To calculate the PDF of the compound (LC 13 and LC 23 packet) 

interarrival time, we need the individual PDFIs. For LC 13 packet, 

Eq.(5.12) is available as it is, however, for LC 23 packet we must 

consider the position at which it exists on its arrival facility, 

as mentioned above; hence, we categorize the PDF of LC 23 packet's 

interarrival time B LC
23 M into the following two cases: 

     LC 23 packet exists on 

M : the first stage in $ 1 branch 

          BLC23 W= 1-e- A23 t (5
.13)

(11): the (3-I)th stage in 0 2 branch 

                              

I -         B LC23 (t)= 1- e - X23 t I Y 1 (2X23't)j (5.14) 
                            j=l j ! 

    For (I), let the PDF of the compound interarrival time be 

denoted by B 11 (t), the pdf; b 11 (t) and the Laplace transform for 

the pdf; B* (s).          11 

    For (H), let the PDF be denoted by B 21 (t), the pdf; b 
21(t) 

and the Laplace transform; B* (s).                          21 

     B 11 (t) is obtained from Eqs.(5.12)and (5.13), B 21 M from 

Eqs.(5.12) and (5.14), respectively. 

So we have Equations (5.15)-(5.20).
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B 

b 

B* (s)= 

  We de 

  in Ap 

   (111) 

B 2Z (t;)=

   1-ale-x23t -110+1 1 i-k                e I a. I (]it) + a e-mxt 

L 

                     i=l k=l 0 

      N+l i-l N+l (IP+X23 )t                   (
Pai +?123 1 a k )e-

                             k=i 

            m k-1 (MX+X23   + ao X2~ I-Lm-?,t)- + M-X(m?'t) I e-
          k=l(k-l)! (M-1)! 

                   N+l 

      +1 i-l(lja +X2 ~ ak) 
        VI i 3 k=i M (MX)i                               + a

o X23 x --
           (S+P +X23 ) i i=l (s+mX+x23 

  rivate a component of Eq.(5.16) from a comp 

  pendix D.l. 

  1_ a2 (2X23 t) 2X23 t _PtN+10~~i (Pt)i-~    2 . _ e I I         J=O j! i=l =1(i -k)!

  (M.x) i-i + 

(S+MX+X23 ) i 

im a component 

       i-k I (
,it)          + a 0

 M -k 

I (MXt)m 
k=l( m_k)! (5. 

           (5. 

     (Mx)M      (S+MX+X23 )Mi 
           (5. 

      of Eq.(5.1! 

      -Mxtm (Mxt) 
   e I -
         k=l(m-k) 

             (5.1

15)

16)

     (5.17) 

Eq. (5.15), 

tml (mxt)m-k 
k=l(m-k)! 

    (5.18)
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  b 21 (t) 

                                                           zN+j i k-1 k+1-2)   ~2 [e - (11+2X23 )t tlN+l ail, I (2X23 )j-ltj+i-2 + (2X23 U t                    =1(i,i).fj=l (j-l)! 1 (k-l)! 

                       2 1 2 X 23 ) Z M (MA) k-1 t k+J-2,  + a e- (mX+2?,23 )t (MX (2X23)j-ltj + I -    0 
(j-l)! (Z-J)! k=l (k-l)! 

                                                                   (5.19) 

  B* (S)   21 

      +1 lAia i z J-1 ZN+l i k-1   0
2 (2X23 (j+i-2)1 (2X23 a. (k+1-2)! 

  2 j+i-i k+l-l      i =1(i -l)!j=l(j-l)!(s+lj+2X23 (Z-1)! i=l 'k=l(k-l)!(S+P+2X23 

+ of~ I Z M k-1      M~x -1 (MX)    a 
(M-,)!j I (2X23 )j (J+m-2)! j+T + (2X23 (k+1-2)              =1(J-1)!(s+mX+2X23 (1-1)! k=l (k-1) ! (s+mX+2X 23 

                                                                   (5.20) 
    We derivate a component of Eq.(5.19) from a component of Eq.(5.18), 

    in Appendix D.2. 
         Then B*(s) is given by 

2 
             B*(s)= B* (s) + B* (S)                     11 2z (5.21) 

    Substituting Eqs.(5.17) and (5.20) into Eq.(5.21), we arrive at 

    Eq.(5.22). 
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B*(s)= ~,

i-I
(Pai +X

 N+l 

23 X ak) 
  k=i + of m         23

(mx) i-i

~i
(mx)m

 B2

i=l ( S+11+X 23

N+l

i

1

T +
X21 I

i=l(S+MX+X23

    N+l 
  X23

7

( S+M)L+X23

(S +11+2 X 23

1

(s+ii+2X 23

2X21 J

(s+li+2)123

m 

  ~2aO X23 pmx) 

   

I i=l
i-i 1

(s+li+2X23 )

7 +

   N+l 

i a  ')k=i
2X23 i

  (MA)m -
1

(s+mX+2X

m

23

MX 23

(s+m)L+2?L23 )

}m+1

i+ 1)

(s+m),+2X23 (s+mX+2X23 ) (5.22)

In Appendix D.3, we 

Eq.(5.22) from the 

We omit derivations 

derivated with the

derivate the first half of the second 

second half of the first term in Eq.(5. 

 of the other terms, since they can be 

same process as Appendix D.3.

term in 

20). 

easily

     Next, let us calculate the second conditional transform C*(s). 

The basic problem is to solve for LC 23 packet's interarrival time 

distribution feeding L 2- Let the PDF be denoted by C LC
23 (t), the 

pdf; b (t) and.its Laplace transform; C* (S) - We-can obtain       LC2 3 LC23 

them from Fig.5.3 (2), as follows :
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      C* LC 23 (S)= a, 23 + a2 ( 2X23 ) 2 (5.23)                         S+X23 S+X23 

      c LC23 (t)= ~IX23 e- X 23 t + a2 (2X23 ) 2 te- 2?123 t (5.24) 

      C LC 23 (t)= 1-fale- A23 t+ ~2(1+2X23 t)e- 2X23 t (5.25) 

     To calculate the PDF of the compound (LC 13 and LC 23 packet) 

interarrival*time, we need the individual PDF1s. For LC 23 packet, 

Eq.(5.25) is available as it is, however, for LC 13 packet we must 

consider the position at which it exists on its arrival facility, 

as mentioned above; hence, we categorize the PDF of LC 13 packet's 

interarrival time C LC13 (t) into the following two cases: 

     LC 13 packet exists on 

 M): the (i-k+l)th stage in a branch ( 1< k< i< N+1 i 

                      k-l Pt)j Pt 
           C LC 13 (t)= 1- 1- e- (5.26)                      j=0 j! 

(IV): the (m-k+l)th stage in a 0 branch k=1,2,...,m 

                       k-l mxt)i -Mxt          C 
LC 13 W= X e                       j -0 j! (5.27) 
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0 

        For (M), let the PDF of the compound interarrival time be 

  denoted by C ik (t), the pdf; c ik (t) and the Laplace transform for 

  the pdf; Ct (s).                1k 

       For (IV), let the PDF be denoted by C Ok (t), the pdf; c Ok(t) 

  and the Laplace transform; C* (s).                            Ok 

       C ik (t) is obtained from Eqs.(5.25) and (5.26), C Ok M from 

  Eqs.(5.25) and (5.27), respectively. 

  So we have Equations (5.28)-(5.33). 

  011) 

C W= 1- a' e-Pt le- X23 t + a2(1+2X23 t)e- 2 X23 t k ~t) j ik IA 
j= j! (5.28)

           a. 

C ik(t)= ~-A

C* ik

+ B2e 

 oti -~-A[~ I tx 

+ ~ i 2X23 
where

               k (
pt)j-l p(pt)k- 1 ale- (U+X23 )t X 23 1 _ __ + 

              j=l(j-l)! (k-l)! 

-(Ii+2X23 ) 2
,X 23 ) 2 t k Oit) j-1 + 1+2X23 t ) (Pt k-i 

                j=l(j-l)! (k-l)! 

       t( I 

     k j-1 11 k 
 23 + - k 

    j=l(S+11+X23 (S+P+X23 C 

     j2k j-1 4. 2X23 Id k k k   7 ~ +

t + -lit 
le- X 23

     23

,

( V+X 23
I e

) i( 2,X 2g( li + 2 X 23

)ZI P- J - + 
     s+p+2X23 j +1 

             (f rom 
      X23

(5.29)

( s+p+2 A 23 

Eq. (5.8) )

) k+l (s+ii+2X23 

     (5.

kj 

30)
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c Ok(t)=

c Ok(t)=

021

C* (s)= Ok

Deriv 

vated

 We derivate 

 (IV) 

 (t)= Ok mXA

       Eq.(5.29) from Eq.(5.28), in Appendix D.4. 

             X23 t 2XI3 mXt k-1 (MAt)j 

     fp I e + ~2(1+2X23 t)e- t)e- 0 J . 
                                   (5 

                         k j-1 k-1  ao [O,e-(MX+X23 y (Mxt ) --- + mx(mxt) i~,NA )tfX2 i=l(i-l)! (k-l)! 
            k . 1 k-J] -(mX+2)L23 )t 

2X23 ) 2 tjLmXt)O-+ mX(1+2X23 t) (MXt) 
                                   (k-l)! 

                                   (5 

       k (mX)j-1

. + (mX)k 
Ol' [Of 23 1 mXA j =l(S+MX+X23 (s+MX+X23 

         k k k 
02 2X23 ) 21 (mX)j-lj 2X2~ MX) k + (mx)  f( j=l(s+mX+2?L23 )J+l (s+mX+2X23 ) k+l (s+mX+2X2

02e- (mX+2A23

.31)

     (5. 

 (Mx) k 

(S+mX+2)123 

     (5. 

be easily

32)

Derivation of Eq.(5.32) is omitted, since 

vated with the same process as Appendix D. 

     Then, C*(s) is given by 

               N+1 i rn 
        C*(S)= I I C# (S) +Y C* (S) 

                 i=lk=l Ik k=l Ok 
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4.

A
33) 

 deri-

(5.34)



Substituting 

Eq.(5.35) -

C*(S) a 1

     Eqs.(5.30) and (5.33) into Eq.(5.34), we a 

      N+l 

rN+1]J'- j{jj+(k-i+l)X2~Ct k m 2 

[y k=i + OLOI mx)'- fmx+(m-i4 i =1 (S+11+?123 i=1 (S+MX+X23 

             i-2.N+l -- +1                                                                      -L-Y 
    N+l 11 1 I{lj+(k-i+l)X23}(X k N+l P Y('k                 k=i k=1 

[2X23 I- i+l + X .     i=1 (S+p+2X23 i=l(s+ij+2X23 

     "I (mX) i- 2 i{mX+(m-i+l)2X2~ m (mX)  2
X23 - - i+1 + I 

    i=l (s+mX+2X23 i=l(s+mX+2X23 

       X 13 

dix D.5, we derivate the first half of the secc 

   from the second half of Eq.(5.30). We omit 

ther terms, since they can be easily derivated 

cess as Appendix D.5. 

stituting Eqs.(5.22) and (5.35) into Eq.(5.9), 

find the Laplace transform A*(s) for the pdf ol 

terarrival time, as shown in Eq.(5.36). 
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02 
A

I MX+(M-i+1) X23}

             M(mx) 
     + ao 2X23 

where 

                 X 13 

 In Appendix D.5, w 

Eq.(5.35), from th 

of the other terms 

 same process as Ap 

      Substituting 

 finally find the I. 

 pound interarrival

   (5.35) 

second term in 

it derivations 

ted with the 

9), we can 

f of the com-



A* (s)
 X 13 

 13 + ?L 23 

    +1 

2 

 N+l

             N+l 

 +lp i-i (Pai +X 23kl~k 
                      + c 

 =1 (S+P+?123 ) 1 

       1 + X23 i 

   S+lj+2X23 (s+V+2X23 

             + 2X23 i

a 23

3T23

    N+ . I 
    k-

237M 
L i=l(S+MX+X23

 (mx)m 

(S+MX+X23

X23 lp 
   .i=l

02aOlX23 I(mX)

                  i , i +      s+V+2X23 (s+ij+2X23 

  m 2X 
 23 + 

           

I(S+MX+2?L23 ;T (S+MA 

2f 1 m + 2X23 i 
  (s+mX+2X23 (s+mX+2X23 

              N+l 

23 +1 11 i-2XIII+X23 (k-i+l)lo           Y. k=i 
)L 23 = 1 (S+11+X23 

          N+l 
 N+l i-2 i I {li+2X23 (k-i+l)}a k 

X23 k~i i+l 
  i=l (S+11+2X23 

          i-2     (M),) ifmX+2)L23 (M-i+l)l + 
21 X 23 

i=l (s+mX.+2X23 i+l i=

 N+l 

  

. ja T~k=i

i2X23

(mx) 2~ 

 X13 X2 

 13 +)123 

a2 r2X23 I

(s+mX+2X23 7TI-I

(k-i+l) la k 

+ ao "I (mx) 1-2 IMX+X23 
               i=l (S+MX+X23 

               N+l 
-i+l)}a k N+l i-ija k 

            + . k = i 
         i-l(s+li+2X23

(m-i+l))

ao 2x

m 

I-
i=1 (s+m)L+2X 23 1

)

(5.36)
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5.4 Numerical Results and Considerations 

     We are now ready to calculate the total delay analytically 

by using the result obtained in last section. In this section , 

the quantitative study for the total delay is shown by both simu-

lation and calculation under the same conditions. As mentioned 

in Section 5.2 , simulation is performed on the network shown in 

Fig.5.1 , and similar assumptions as in Chapter 3 are accepted. 

     We calculate T,( the delay incurred on the line 1 ) and T2 

  the delay incurred on the line 2 ). which were shown in Eq. 

(5.3). The system M/M/l is applicable to the former, and the 

system G/M/1 to the latter E51, as pointed out in Section 5.2; 

hence, they are given by 

                                         (5.37) 

          2 
P(l-a (5.38) 

where 1/p is the mean service time of packet, P, is the utiliza-

tion factor of the line 1. And a is the unique root of 

           = A*(U-pa) (5 .39) 

          (p-s)/p =A*(s) 

in the range 0 < a < 1 . Clearly, more regular arrival of packets 

feeding the line 2 permits a to be smaller than the utilization 

of the line 2 (P2). The right-hand side of Eq.(5.39), namely 

A*(s), being of the (N+2)th degree, Eq.(5.38) is the equation of 
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the (N+3)th 

from Eq.(5. 

       The 

total delay 

We show an 

      Table

 degree. We apply Newton-Raphson method to obtain a 

38). 

 parameters, which we use on our calculation of the 

T , are the same that are obtained from simulation. 

example of a set of the parameters in Table 5.1. 

 5.1 An Example of Parameters Used on Calculation 

                                     ( W 13~ 9 )

p 25.0 01 10.82 OL7 0.00291

0.901

11.286

P~2
()LO---

OLl

0.18 OL8--

OL9

0. -0-0-1-84

0.00096 _N/l 2 0.13785

X 13 11.307 0.43316 OL10 0.00054

X2.3

N12 108193

q_L2 --0-.-2-24-23-

_ _2 --
OC3 -1 0. 11012MU.

CL12

Q-00030

0.00017

N13 108393 OL4 10 .05288 OL13 0.00011

N23 108080 OL5 10 .02879 OL14 0.00006

OL6 10.00591 N5 0.00004

     Furthermore, we let m be 2 on our calculation. m is the 

ber of the stages LC 13 packet proceeds in the a 0 branch, as 

in Fig.5.3 (1). This reason is discussed in Appendix C. 

    Fig. 5.4 shows total delay caracteristics under a heavy 

fie condition (p '-.0.901) , where the average total delay 

shown as a function of the window size W 13 From simulation 

result, we can observe that 
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      Fig. 5.4 Total Delay Characteristics P=0.901 

When W 13 is set too small, T rises unbounded due to the increase 

of admission delay for LC13 packets by over control, as pointed 

out in the previous chapters. As W 13 increases, first reaches 

a minimum and then gradually grows to be a constant value which 

is a little smaller than that in no controlled case. Similar 

result is obtained from an analytical work; ie., as W13 is set 

smaller, T becomes lower. It is because T2 (the delay incurred 

on the line 2 by LC 13 and LC 23 packets) decreases due to Input-

Sequencing effect of the window flow control mechanism. 

     In our analytical study we neglect the increase of the admis-

sion delay due to over control, however, at least we clarify by 

computation that in a properly window flow controlled network 
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the total 

network.

delay can be lower than that in no flow controlled

5.5 Conclusion 

     In this chapter, we have examined the reason of the phenome-

non, that in a properly window flow controlled network the total 

delay-can be lower than that in no flow controlled network . 

     First, we have describe an outline of Input-Sequencing whi-

ch implies rearrangement of packet inputting to the network . 

Then, we have developed an analytic model for packet arrival pro-

cess due to Input-Sequencing, and found the Laplace transform for 

the pdf of the compound interarrival time. And finally we have 

calculated the total delay. 

     From numerical result, we have certified that the phenomenon 

should be due to Input-Sequencing.
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            CHAPTER 6 

CONCLUSIONS AND SUGGESTION FOR FURTHER RESEARCH

         This research investigated the effect of the window mecha-

nism for flow control in delay system model of computer network . 

The main conclusions of this research are as follows 

              The total delay, which consists of the admission de-

   lay and the network delay, is a proper measure for performance 

   evaluation in delay system, since the network eventually can 

   pass the offered traffic and constant throughput can be obtain-

   ed, if the network is properly flow controlled. 

(2) In Chapter 3, the effect of the window flow control 

   on delay performance in simple delay system model was demonst-

   rated. The phenomenon was found that the total delay in a pro-

   perly window flow controlled network can be minimized and can 

   be lower than that in no flow controlled network. Additionally , 

   it was recognized that the network performed most effectively 

   when each window size was assigned according to the average 

   number of packets outstanding on their logical channel in no 

   flow controlled case. 

(3) In Chapter 4, the effect of the window flow'control 

   on delay performance in extended network models was demonstrat-

   ed. In any case, similar phenomenon was found as shown in
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Chapter 3. And also it was shown that network performed more 

effectively by End-to-End flow control procedure than by Link-

by-Link flow control procedure on a viewpoint of the total de-

lay, and the price for acknowledgement delay was substantially 

a reducing window size.

(4) In Chapter 5, the reason of the phenomenon observed 

   in Chapters 3 and 4, was examined. Input-Sequencing of the 

   window mechanism, which implies rearrangement of packets on 

   inputting to the network, was analyzed, and it was certified 

   that the phenomenon should be due to Input-Sequencing.

Extensions for Further Research

        The results obtained from this 

recognize the importance of the window 

analytic and quantitative studies for 

in infancy.

 research will make us 

 mechanism, however, the 

flow control are still

For the former 

         Delay system model of queueing network we focused on is 

a basic model for computer system, where a concept of wondow is 

only regarded as one of mechanism for flow control. Hence, if 

analytic study for the optimal selection of system parameters is 

given, approaches should appear to extend application of the win-

dow mechanism, not only to computer system but also to distribut-

ed processing computer system, in the future.
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For the latter 

         Flow control procedure is basically a defence technique 

against transitional overload, however, throughout this thesis 

we focused on models under steady traffic condition ; hence, we 

will proceed quantitative study for transient traffic fluctuation, 

in no distant future. 

        We hope this research will be added to the understanding 

for further research.
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  APPENDIX A: .PROCESS FOR DERIVATION OF EQ.(2.18) 

         Now we define the following functions, which are the 

respective components of the 4th, the 5th and the 6th terms in 

Eq.(2.17). 

i     f(z i) 6 P(i,2,O)zl (A .1)                i =O 

i     g(z
l) 6 P(i,1,1)zl (A.2) 

               1=0 

    h(zl) ~ P(i,0,2)z'l (A .3) 
               1=0 

By using Eqs.(2.14)-(2.16), we can rewrite Eqs.(A.1)-(A.3) 

as follows 

     NZI) = g(zl )+ A P(0,1,0)- " P(0,1,1 
               X+P-XZJ zi Z1 (A

.4) 

    g(ZI) = 1 P f(zl)+ E-(h(zj)- P(0,0,2))+Xp(0,0,0 
                X+2p-Xzl ZI 

                                                         (A.5) 

    h(zl) = g(zl) 
                ~+P-xzj 

                                                         (A.6) 

Well Eqs.(2.8)-(2.11) turn to be Eqs.(A.7)-(A.10). 
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       P(0,0,1) = P(0,0,0) (A.7) 

       P(0,1,0) = X(x 2 +2Xp+lj 2 ) P(0,0,0) (A.8) 
                   2p 2 (X+11) 

       P(O'l,l) = x (X+21i) P(0,0,0) (A.9) 
                    2V3 

       P(0,0,2) = X2(X+2p) P(0,0,0) (A.10) 
                  211 2 (X+11) 

Solving the simultaneous equations (A.4)-(A.6) and using 

 (A.7)-(A.10), we arrive at 

f(Z,j) - 2 P(0,0,0) x 
        211 (X+11) 

      2 2 2 2 _ 3 2 2 3 4 3 2       x (X +2Aj1+2jj )ZI 2)L(X +4x ii+5Xv +31j )zi+x +6x lj+ll)L 

                 {X2z2_ 2                    1 X(X+3p)zl+2p }(A+P-Xzl)

equations

11 2 +8)Lp3+4p ti
(A. 11)

g(zl) =

h(zi) =

x 2 (X+2p-Xzi)

 {xz 

x

2_ . 2 1 X(X+3p)zl+2u 

2 (X+2
p-Xzi)

P(0,0,0)

P(0,0,0)

(A. 12)

  2 2 {X
zl-X(X+3p)zl+2u

Substituting 

we can obtain

I ( X+v-xz 1 )

Eqs.(A.7), (A.8) 

 Eq.(2.18).

and (A.1l)-(A.13)

(A. 13)

Eq. (2.into
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.APPENDIX B : DISCUSSION ABOUT ASSUMPTION (3) IN SECTION 5.3 

        Now we discuss the modelling for LC 23 packet arrival pro-

cess. In Fig. B we plot the pdfs of interarrival time LC 23 packet 

feeding line 2 by simulation result and analytic result respect-

ively. We obtain the latter from Eq. (5.24) due to the model 

shown in Fig.5.3 (2). And notice that parameters, which are shown 

in Table 5.1, are used.

01 X23

I--, 

  CV) 
  C*4

Fig.

pariso 

odelli 

(3) in

    0 SIMULATION 

     ANALYSIS

        0.0 0.1 0.2 

t 

       Fig. B The pdf of Interarrival Time 

              Feeding Line 2 (c LC 
23 (t)) 

A comparison between analytic and simulation 

our modelling yields very accurate results. 

tion (3) in Section 5.3. 
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 0.3 

(sec) 

LC 23 Packet 

 results shows 

This justifies

that 

assump-



 APPENDIX C : DISCUSSION ABOUT ASSUMPTION 

         We consider the packet interarrival 

on the condition that line is free. 

         In Fig. CA we show unfinished work 

the system at time t. 

              Cx 

     N K N Cy

I'

5.3SECT I ONI N(4)

distributiont ime

inexistswhichU(t)

             t t t                 t
o to+x to+y 

            Fig. C.1 Unfinished Work 

U(t) jumps up with the arrival of customer X 

As time progresses from to, U(t) decreases w 

( p is the service rate of the system ). And 

crease as the server works on the customers i 

it reaches the instant (t 0 +X), at which the k 

ly emptied the system of all customers. This 

period and initiates a new idle period. This 
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--- > t
(SEC)

           (C x ) at the instant t 0' 

           ith slope equal to -p 

           U(t) continues to de-

           n the system until 

             erver has successful-

            terminates the busy 

           idle period is



terminated with the arrival of customer Y (C Y ) at the instant 

(t 0 +Y). It is recognized that the situation corresponds to case 0 

in Fig. 5.2. 

         Assuming that the interarrival times and the service times 

of customers are exponentially distributed with mean 1/X and 1/p 

respectively, we will find the conditional probability 

       P(X<t<Y<t+dtlX<Y) 

        The limiting probability Pk' which implies k customers in 

the system, is given by 

        Pk = (1-P )P k (C.1) 

where p is the utilization of the system. So the probability q k
, 

which implies k customers (including C X ) in the system at the 

instant to is given by 

         q k Pk-l(= (1-P )P k-l (k=1,2,... 

               0 (k=O (C.2) 

On the other hand, the probability density b (X), the system of k 

k customers is emptied in just X (see), is given by 

         b k M= V(PX) k-l e- lix (C
.3)                (k -l)! 

The pdf b(X) and the PDF P(X< t), for the interval X between 
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the instant t 0 (the last customer arrives) and the instant (t 0 +X) 

(the busy period terminates) , are obtained f rom Eqs. (C. 2) and 

(C.3), as follows 

                                      k-1 k-l -PX= - (Ij-X)X    b(X) = q k b k (X)= (1-P )P e (p-X)e 
         k=1 k=l (k-l)! 

                                                           (C.4) 

   P(X<t)= ft (p-,X)e-(P-X)XdX= 1-e- (]J-X)t             0 (C.5) 

On the other hand, the probability, with which the last customer 

entered the system at some arbitrary time t 0 and the next one 

enters after t (see), is given by 

    P(t<Y<t+dt)= Xe- Xt dt (C.6) 

So Eq.(C.7) is obtained from Eqs.(C.5) and (C.6). 

   P(X<t<Y<t+dt)= Ne- Xt (l-e-(Ij-X)t)dt (C.7) 

Conditioning Eq.(C.7) with the event (X< Y) Eq.(C.7) turns out 

to be Eq.(C.8) 

                      P (X <t <Y <t +dt) 
   P (X <t <Y <t +dt I X <Y) 

                       P(X<Y) (C.8) 

                                   - 90



By the way, P(X< Y) being interpreted as the limiting probability 

that we observe the system is idle, that is (1-p), we can arrive 

at Eq.(C.9). 

    P(X<t<Y<t+dtlX<Y)= 'X e-Xt(l-e- (P-X)t )dt 
                          1-P (C.9) 

We can obtain the pdf f(t) for the interarrival time on the con-

dition that the system is idle, the mean The variance 02 and 

the Erlangian degree r , as follows : 

     f(t)= P PX X (e-Xt-e-pt) (C.10) 

              + 1 (C.11) 

     Cr 2 = 2 + 2 (C .12) 

     r = + 2p 2 (C .13)               l+P 

        Fig. C.2 shows the distribution characteristics of packet 

interarrival time by Erlangian degree r, where the system is idle. 

It is obtained from Eq.(C.13). From this figure we can observe 

that r increases as a function of p ( r=2 when p=1 ). This per-

mits us to let m be 2, which is the number of stages on a 0 branch 

                             91 -



in Fig. 5.3 (1) ; so 

condition.

far as we are concerned with heavy traf f ic

2.0 

1.8 

1.6 

1.4 

1.2 

1.0(

0.0 0.5 1.0

Fig. C. 2 Distribution Characteristics of 

Interarrival Time by Erlangian 

( where system is idle )

 Packet 

Degree
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 APPENDIX D : DERIVATIONS OF EQUATIONS IN CHAPTER 5 

DA Derivation of Eq.(5.16) from Eq.(5 .15) 

        We define the following function, which is a component 

of B 11(t). 

     F (t) A - - X23 t - pt N+l ot i             e e I i Y (D.1)          1 - -L , k=1 

We further define the function as: 

         f l(t) A dF 1 (t) (D
.2)                  dt 

f 1 (t) can be obtained as follows: 

          [N+1",.ki (pt)i-k i i-k- 1 N+l i i-k (]J+X23   f 1 (t) Oit) 'X" xail Oit) e                   =1(i k)f k=l(i-k-l)! i=lk=l(i-k)!

         [N+la.(Vt)i-1 N+1 i k-l                         + X23 I a. 

            N+1 i-1 N+l 

                       (Ija 23 y U k)e-
                                        k=i 

f 1(t) appears to be the first term of b 11 (1 

tion of the other term is omitted, since ii 

ted with same process. 
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        23

) t

(Eq. (5. 

can be

)e- (11+X23 )t 

f b 11(t)(Eq.(5.16)). 

ince it can be easil

t 

      D. 3) 

      Deriva-

     y deriva-

) t



D.2 Derivation of Eq. (5. 19) from Eq.(5 .18)

We define

B 2Z(t) -

 F 2 (t) A

furtherWe

Af 2 (t)

canf 2(t)

f 2(t) =
+1 

Ict 
= 1

the following function,

     (2X23 t) 2X23 t -Pt N+1       e- fe 
 j=0 j! 

 define the function as: 

dF 2(t) 

 dt (D.5) 

be obtained as follows: 

                                  i-k            (2X23 Oji (lit) 
i (11+2X23 X- -         J=O j! k=l(i -k)!

  1-1 (2X23 t)j - ill 
 j=0 J! 

t)j(Ut)i-1.

which is a

 i (
lit) i-k 

  1 U-k)

        i-k-

k=l(i-k-l)! 

I (2X23 t) Z-1

component of

  Z-1 (2X23 t~-2X23 I 
  j=O(j-l)!

e- (lj+2'X23 )t

(D. 4)

N+l

   j=o

( 2X23

j! (i-l)!
+ 2X23

( Z-1) !

i k-

I k=l (k-1)

 i i-k 
-V L 

k=l (i-k)

e- (11+2X23 )t

= e- (p+2X23 )
N+1 a iii 1

1

( 2 X 23 ) J-ltj+i-2

f 2(t) 

t ion

i=l(i-l)!j=l

 appears to 

of the other

be 

 is

the first 

omitted.

half

+ (2X23

-of b 2Z(t)

zN+l

(Eq. (5

  i k-1 t k+1-2 

    (D. 6) 

.19)). Deriva-
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D. 3 Derivation of Eq. (5 .22) f rom Eq. (5. 20)

        We define the following 

B~I(S)-

F (S) 6 (2X23 ) 1 +1 i k-1 (k~  3 X ai I , 
          (Z-1)! i=l k=l(k-l)!( 

By summing F 3 (s) with 1, f 3(s) 

appears to be as follows: 

         2 IN+l i k 
 f (S) I (2X23 Y a I P 

                      i=l k=l(k 

          N+l i k-l

function,

  1-2)!

which is a component of

                s+li+2X23 ) k+1-1 

               which is a component of 

              -1 (k
+1-2)!

) k+Z-1

(D. 7)

B*(s)

a 

  N+1 

a

       -1) .1(s+u+2X23

2
(2X23 ) I

(k-1) !  ( s+V+2X23 

 k-1

)

i='l(k-l)! (s+li+2X23
 2X

7

Then, we may interchange the order 

sum such that, 

          N+l, i N+1N+1 

       I I = I I 
            i=lk=l k=... 

and exchange subscript i for k. 

              N+1 

   3(s) = X, X            i=1 Ts7++2X,,

I f, 1-1 =1(Z-l)!(s+v+2X23 

2X23 (k-l)! + (2X23 2 k! 
                s+li+2X23 

of summation for the double

2X 23

(s+li+2X23   i+

N+1 

I ak 
k=i (D. 9)

- 95 -



f 3 (s) turns out to be the first half of the second term in 

(5.22 ). We omit derivations of the other terms, since they 

easily derivated with the same process as mentioned above. 

DA Derivation of Eq.(5.29) from Eq.(5.28) 

              - (X i e- " t $,e- 123 t+ ~, (1+2X23 t) e -2X23 tk- l(Pt)j 
   ik(t)= 1 ~-A I-                                                0 0 i 

       Differentiating C ik (t) (Eq.(5.28)) with respect to 

find c ik(t) (Eq.(5.29)), as follows: 

                                            k -1 k-1 j-1 
 Cik(t)= vA le- (11+X23 )t 11+X23 ) I (Vt)j 11 I-pt)         [[a f( J=l(j-l)! j-l(j-l)!

+ ~2e-(11+2X23 )t 

            IjA 

           + ~2e

~ 2
t +e- pt $ le- X 23

itiating C ik (t) (Eq 

(5.29)), as follow

 f( II+X 23ale- ( II+A 23

) (1+2X23t)-2,1(11+2X23

( It k 
     23

( 11+X23
le

2 ki 

  j=-

) t( 2?123(jj+2X23

n Eq. 

ey can 

  (5.28) 

D t, we

                       k (
pt)j-l k-1   p+2X23 ) (1+2X23t)-2X23} X- -11(1+2A23t)X (pt) 

                      j=l(j-l)! 

    (P+X23 )t k (pt)j-l ,(Pt),- 1 ~je X 23 ~- + -
              j=l(j-l)! (k- 1)! 

                 k L                 2 (pt)j-l 11(1+2X23 t) pt)k-1] -(Ij+2X23 ) t( 
2X23 ) tx- + 

                j=l(j-l)! (k-l)! 

                                          (5.29) 
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D.5 Derivation of Eq.(5.35) from Eq.(5.30) 

        We define the following function, which is a component 

Ct (s) (Eq.(5.30)).  1k 

  F (s)A ai ~' 2),23 ) 2 k j-1 + 2X23 P k k + k   4 1 k+1                     j=l(s+P+2~2' 7~1 (s+li+2X23 (s+lj+2A23 

                                                         (D.10) 

By summing F 4 (s) with respect to i and ki, we can obtain f 4(s), 

which is a component of C*(s) (Eq.(5.35)), as follows 

 f 4 (S) = 

     N+l i a 2 k 11 j-1 2X
23 IJ k k k    627 7 i ~2X23 ) J .. + - +

     i=lk=l IjA j=l(s+lj+2A21 771 (s+v+2XI3 )k+1 

By interchanging the order of summation for the double 

that 

       N+1 i N+1 N+1 

      I I = x I 
         --k=1 k=1 i=-

we obtain 

 f 4(s) = 

     ~2 N+1 N+1 ?k Pj-1 j + 21,23 p k k + 
    ~-A I Jai (2X23 Y (s+p+2 k+1        k=1 i=k j=l(s+lj+2X23 )j+1 X 23 

Once more interchanging the order of summation for the 

such that . N+1 k N+1 N+1 
        J x = I I 

             k=lj=l j=1 k=j 
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of

k

(s+p+2X23 

(D . . 1 11) 

sum such

k

k    11 kF) 
(s+lj+2X23 

(D. 12) 

double sum



We f ind 

  f 4(s) 

     N+l 

  TAjyl'

1 

A

Then,

f 4(s)

a22X23L 11 e-' A 23 ~ _ I ( i-j +I ) a i + 
    j=ll(s+p+2X21)j+l                            i=j 

      N+l J-1 N+l 
 + ~, 1 11 -

      j=l(s+P+2X23 i=j 

exchanging subscripts j-i and i-k, 

                1-2 N+l 
          N+l 11 i P,4+(k-i+l)X2~a       2 2 X23 I k=i      A 

i=l (s+~i+2X23 ) i+l

2X23 ) 2 11 j-1 N+lN+l             I XC,-+ 
s+p+2X23 )j+ k=ji=kl 

lq+lf j-2 N+l

 2X23 J-1 N+l N+l 
         T+-, Ia.+ Ia (s+11+2X23 i=j 1 (s+p+2X23 )oi=j 

              lij N+ 1             Ia          s+p+2X23 )j+li= i i) 
                        (D. 13) 

          we arrive at 

                    U - +1         k N+j Yak 

                       

. V =j

i)

f 4 (s) appears to be 

We omit derivations 

derivated with the

the 

 of 

same

 first half of 

the other terms 

 process.

the see 

I since

  i=l(s+P+2~23 

             (D. 14) 

   ond term in Eq.(5.35). 

    they can be easily
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