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Preface

Delay tolerant networks (DTNs) provide networking in infrastructure-less environments, e.g., deep space, rural areas, disaster areas, underwater fields, etc. In DTNs, the current TCP/IP model cannot work well due to lack of continuous end-to-end connectivity. A store-carry-forward message delivery scheme and custody transfer mechanism is used in DTNs to confirm reliable transfer of bundles with custody transfer request among nodes, by delegating the responsibility of custody-bundle transfer through intermediate nodes in a hop-by-hop manner. Note that a bundle is the protocol data unit in DTNs. The intermediate nodes keeping custody bundles are called custodians. Each custodian must reserve a sufficient amount of storage and energy for receiving and holding the custody bundles until their successful delivery or delivery expiration. Due to shortage of storage capacity, custodians sometimes face storage congestion, where they have to refuse to receive any custody bundle from other nodes. In addition, each battery-powered node has to be awake while holding the bundles. Since each custodian also generates its own custody bundles, it is naturally selfish in behavior and rejects requests of custody transfer from other nodes to save its storage as well as its energy. Intuitively, this problem is aggravated in long-term isolated networks.

In such a situation, some movable vehicles referred to as message ferries can solve the storage congestion problem by actively visiting the network and gather bundles from custodians. Note that message ferries are equipped with a storage enough to carry collected bundles to the destination, i.e., a base station referred to as a sink node, and it can also supply energy to the custodians if required. When there are multiple isolated networks referred to as clusters, message ferries have to periodically visit those clusters and collects bundles from custodians there. This network architecture is suitable for wide area sensing. Note that each node in a cluster can directly/indirectly communicate with other cluster members through multi-hop communication but cannot communicate with nodes in other clusters due to long distances among them. A message ferry helps the inter-cluster communication by
acting as a mediator between each cluster and the outer world via the sink node which serves as a connector to the Internet or to other sink nodes.

In such ferry-assisted multi-cluster scenario, inter-cluster communication and intra-cluster communication should be carefully considered to minimize the total mean delivery delay of bundles. This thesis mainly focuses on these inter-cluster and intra-cluster communications by combining three research studies. The inter-cluster communication has been studied by two studies: 1) Grouping clusters, and 2) Optimal visiting order of isolated clusters. And, the intra-cluster communication has been studied by self-organized data aggregation technique among selfish nodes in an isolated cluster.

**Thesis Organization**

The content of this thesis is organized into following five chapters:

1. Introduction
2. Self-organized data aggregation technique
3. Optimal visiting order of isolated clusters
4. Grouping clusters
5. Conclusions

**Chapter 1** provides the background of recent development of DTNs, the motivation for the studies and the aim of the research.

**Chapter 2** addresses intra-cluster communication by self-organized data aggregation technique among selfish nodes in an isolated cluster. We proposed a self-organized data aggregation technique for collecting data from nodes efficiently, which can automatically accumulate data from nodes in a cluster to a limited number of nodes (called aggregators) in the cluster. The proposed scheme was developed based on the evolutionary game theoretic approach, in order to take account of the inherent selfishness of the nodes for saving their own battery life. The number of aggregators can be controlled to a desired value by adjusting the energy that the message ferry supplies to the aggregators. We further examine the proposed system in terms of successful data transmission, system survivability and the optimality of aggregator selection. We introduce two game models by taking account of the retransmissions mechanism of bundles. Through both theoretical and simulation-based approaches, we reveal feasible parameter settings that can achieve a system with desirable characteristics of stability, survivability, and successful data transfer.
Chapter 3 focuses on one part of inter-cluster communication by studying the optimal visiting order of isolated clusters. When there are lots of distant static clusters, the message ferry should visit them efficiently to minimize the mean delivery delay of bundles. We propose an algorithm for determining the optimal visiting order of isolated static clusters in DTNs. We show that the minimization problem of the overall mean delivery delay in our system is reduced to that of the weighted mean waiting time in the conventional polling model. We then solve the problem with the help of an existing approach to the polling model and obtain a quasi-optimal balanced sequence representing the visiting order. Through numerical examples, we show that the proposed visiting order is effective when arrival rates at clusters and/or distances between clusters and the sink are heterogeneous.

Chapter 4 focuses on another part of the inter-cluster communication by studying the grouping of clusters. When there are lots of distant static clusters, multiple message ferries and sink nodes will be required. We aim to make groups each of which consists of physically close clusters, a sink node, and a message ferry. Our main objective is minimizing the overall mean delivery delay of bundles in consideration of both offered load of clusters and distance between clusters and their sink nodes. We first model this problem as a nonlinear integer programming, based on the knowledge obtained in our previous work. Because it might be hard to solve this problem directly, we take two-step optimization approach based on linear integer programming, which yields an approximate solution of the problem. Through numerical results, we show the two-step optimization approach works well.

Chapter 5 presents the conclusions of this thesis by summarizing all results and observations we obtained through the researches.
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Osaka University
Osaka, Japan
2011
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Introduction

With the development of networking technologies, many researchers and developers have tried to achieve data communications in challenged networks, called delay tolerant networks (DTNs) [11, 15], e.g., deep space, battle fields, disaster areas, underwater fields, rural areas without infrastructure, sensor networking of distant regions, etc. DTNs cause data communications with long delay, asymmetric data rates, and long queueing delay due to lack of continuous end-to-end connectivity. This class of challenged networks does not adequately well match with the current end-to-end TCP/IP model. In this chapter, a brief background and survey of DTNs, and motivation of the research are discussed.

1.1 Delay Tolerant Networks

The Internet and TCP/IP [28, 54, 58]

To interconnect the communication devices around the globe the Internet becomes a great success. It provides the inter connecting services by using a homogeneous set of communication protocols, called the TCP/IP (Transmission Control Protocol/Internet Protocol) protocol suite. All devices that construct the Internet use these protocols for routing the data and insuring the reliability of message exchanges. Wired-links connection primarily ensures the connectivity on the Internet which includes the wired telephone network. Currently, however, many new wireless technologies, e.g., short-range mobile, satellite links, etc, are also appearing in the Internet technology. To guarantee the connectivity these links should be continuously connected in end-to-end and there should be low-delay paths between sources
and destinations as shown in Figure 1.1. The inter connectivity of Internet relies on following important assumptions:

i **Bidirectional and Continuous End-to-End Path**: To establish the end-to-end connectivity a bidirectional continuous connection between source and destination is always required.

ii **Short Round-Trips**: It is required that data round trip is relatively short, i.e., a relatively consistent network delay in sending data packets and receiving the corresponding acknowledgement packets is required.

iii **Symmetric Data Rates**: It is required that in both directions between source and destination a relatively consistent symmetric data rates \(^1\) are provided.

iv **Low Error Rates**: It is required that each link confirms low data loss or relatively low failure of data.

On the the Internet communication is primarily based on packet switching and transfer of data is mainly achieved by protocol layers.

**Packet Switching [28, 54, 58]** In data communication, packets are defined as pieces of a complete block of user data. Packets travel independently from source to destination through a network of links connected by routers. Each packet that makes up a complete message can take a different path through the network. If one link is disconnected, packets take another link. The header block of a packet contains

\(^1\)Note here that symmetry implies the case where the data rates are symmetric in orders of magnitude.
the destination address and other information that determines how the packet is switched from one router to another [28, 54, 58].

**Protocol Layers [28, 54, 58]** Messages are moved through the Internet by protocol layers: A set of predefined functions performed by each network node (i.e., network connection point) for data communication between nodes [28, 54, 58]. Host nodes (computers or other communicating devices that are the sources or destinations of messages) usually implement at least five protocol layers, which perform the following functions:

a) **Application Layer**: The network applications and their application-layer protocol are located at application layer. An application layer protocol is distributed over multiple end systems. The application in one end system uses the protocol to exchange messages with the application in another end system. The application layer of the Internet includes various protocols, e.g., HTTP, SMTP, FTP, etc.

b) **Transport Layer**: The transport layer is responsible for transporting application-layer messages between the application endpoints. In the Internet, two transport protocols, TCP (Transmission Control Protocol) and UDP (User Datagram Protocol) are used. TCP offers connection-oriented service which provides guaranteed delivery of application-layer messages to the destination and confirms data flow control (i.e., speed synchronization between sender and receiver). TCP also segments long messages into shorter segments and provides a congestion control mechanism. On contrary, the UDP protocol provides a connectionless service where there is no reliability, no flow control, and no congestion control.

c) **Network Layer/Internet Protocol Layer**: The network layer is responsible for routing datagrams, i.e., network layer basic packets of data from one host to another by Internet Protocol (IP). Here, IP provides the basic task of transferring datagrams from source to the final destination with a hierarchical addressing system, i.e., IP addressing. All Internet components that have a network layer must run the IP protocol. The network layer of the Internet also contains routing protocols that determine the routes of the datagrams between sources and destinations.

d) **Data Link Layer**: To transfer a datagram from a source to its final destination the network layer of the Internet provides the route through a series of packet switches (i.e., routers). The overall data transfer relies on data link layer which provides a raw transmission facility. The link layer packets of data is known as data frames and data link layer sends data frames sequentially. When a packet from one node (host or router) is transferred to the next node in the route, the network layer of host first transfers datagrams down to the link layer which delivers the datagram to the next
node. From there, the link layer transfer the datagram up to the network layer. The data link layer services depend on the specific link-layer protocol that is employed over the link. As datagrams typically need to traverse several links to travel from source to destination, a datagram may be handled by different link-layer protocols at different links along its route. For a reliable data transfer, the receiver sends an acknowledgment frame to the sender.

*e) Physical Layer:* The physical layer provides the service to transmit the individual raw bits within the frame from one node to the next. The protocols in this layer are again link dependent, and further depend on the actual transmission medium of the link (in each case, a bit is transmitted across the link in a different way).

In the Internet data communication, routers are used to forward data from one node to another. The Figure 1.2 shows the basic mechanism of protocol layers. Each hop on a path can use a different link-layer and physical-layer technology, and the TCP protocol runs only on source and destination end points, but the IP protocol runs on all nodes. To provide routing path discovery, path selection, name resolution, and error recovery services other Internet protocols and applications are also used [28, 54, 58].

**Wireless Network Communications Outside of the Internet [17, 58]**

Communications outside of the Internet are mainly defined by the communications in wireless networks, e.g., power limited mobile wireless, sensor nodes, satellite, and interplanetary communications. They are called challenged networks and are accomplished on independent networks, each supporting specialized communication requirements. Figure 1.3 shows an example of the challenged networks. These networks do not use Internet protocols and they are mutually incompatible: each wireless
network is good at passing messages within its network, but not able to exchange messages between networks. Each network is adapted to a particular communication region, in which communication characteristics are relatively homogeneous. The boundaries between regions are defined by link delay, link connectivity, data-rate asymmetry, error rates, addressing and reliability mechanisms, quality-of-service provisions, and trust boundaries. Unlike the Internet, these wireless networks support long and variable delays, arbitrarily long periods of link disconnections, high error rates, and large bidirectional data-rate asymmetries. Examples of wireless networks outside of the Internet include [17, 58]:

- Terrestrial civilian networks connecting mobile wireless devices, including personal communicators, intelligent highways, and remote Earth outposts.

- Wireless military battlefield networks connecting troops, aircraft, satellites, and sensors (on land or in water).

- Outer-space networks, such as the InterPlaNetary (IPN) Internet project [3].

In such networks, an agent is required which can translate between the incompatible networks and can act as a buffer for mismatched network delays.

These kind of challenged networks representing the wireless network communications outside of the Internet are compatible with a new kind of networks called delay tolerant networks. In short, it is DTNs, which is also compatible with conventional Internet. Here, delay implies the end-to-end latency of round trip data transmission which occurs sometimes inherently in the transmission medium, or sometimes due to geometry of the system. Alternatively, the term DTNs is also referred to as disruption tolerant networks, where, disruption implies the factors that cause break down of the
connections, or incomplete connection due to transient or quickly changing aspects of the system. As, disruption in the network also causes long end-to-end delay in the data transmission, in our research, we collectively call this kind of networks delay tolerant networks (DTNs).

**Delay Tolerant Networks (DTNs) [1, 17, 58]**

A delay-tolerant network (DTN) can be defined as a network of regional networks. DTNs provide networking which can overlay on top of regional networks, including the Internet. DTNs support interoperability of regional networks by accommodating long delays between and within regional networks, and by translating between regional network communication characteristics. In providing these functions, DTNs accommodate the mobility and limited power of evolving wireless communication devices. The wireless DTNs technologies may be diverse, including not only radio frequency (RF) but also ultra-wide band (UWB), free-space optical, and acoustic (sonar or ultrasonic) technologies. Note that the delay tolerant network (DTNs) architecture is originally generated to support the InterPlanetary Internet (IPN). The primary goals of a DTNs are interoperability across network environments, and reliability which can capable of surviving hardware (network) and software (protocol) failures. More information about the DTNs architecture is available at: a) The Internet Research Task Force's Delay-Tolerant Networking Research Group (DTNRG) [1], and b) the InterPlaNetary (IPN) Internet Project [3].

The above mentioned challenged and potential networks (Figure 1.3), do not conform to the underlying assumptions of the Internet. These networks have following characteristics [1, 11, 17, 58] (Figure 1.4):

(a) **Intermittent Connectivity:** If there is no end-to-end path between source and destination called network partitioning, or if there is discontinuous connection, end-to-end communication using the TCP/IP protocols does not work. Other protocols are required.

(b) **Long or Variable Delay:** In addition to intermittent connectivity, long propagation delays between nodes and variable queuing delays at nodes contribute to end-to-end path delays that can defeat Internet protocols and applications that rely on quick return of acknowledgments or data.

(c) **Asymmetric Data Rates:** The Internet supports moderate asymmetries of bidirectional data rate. But if asymmetries of data rates in order of magnitude are large, they defeat conversational protocols.
(d) **High Error Rates:** Bit errors on links require correction (which requires more bits and more processing) or retransmission of the entire packet (which results in more network traffic). For a given link error rate, fewer retransmissions are needed for hop-by-hop than for end-to-end retransmission (linear increase vs. exponential increase, per hop).

Characterized by DTNs in wireless networks, communications are mainly established by a) opportunistic contacts, and b) scheduled contacts.

**Opportunistic Contacts** Network nodes may need to communicate during opportunistic contacts, in which a sender and receiver make contact at an unscheduled time. Moving people, vehicles, aircraft, or satellites may make contact and exchange information when they happen to be within line-of-sight and close enough to communicate using their available (often limited) power [1, 11, 17, 58]. For example, wireless Personal Digital Assistants (PDAs) can be designed and programmed to send or receive information when certain people carrying the PDAs come within communication range, or when a PDA is carried past a certain type of information kiosk.
Scheduled Contacts Nodes move along predictable paths, they can predict or receive time schedules of their future positions and thereby arrange their future communication sessions. Scheduled contacts may involve message-sending between nodes that are not in direct contact. They may also involve storing information until it can be forwarded, or until the receiving application can catch up with the sender's data rate. Scheduled contacts require time-synchronization throughout the DTNs [1, 11, 17, 58].

DTNs overcome the problems associated with intermittent connectivity, long or variable delay, asymmetric data rates, and high error rates by using *store-carry and forward* message switching.

Store-Carry and Forward Message Switching [1, 11, 17, 58]

With store-carry and forward message switching mechanism whole messages (entire blocks of application-program user data) or pieces (fragments) of such messages are moved (forwarded) from a storage place on one node (switch intersection) to a storage place on another node, along a path that eventually reaches the destination, as shown in Figure 1.5.

The storage places (such as hard disk) can hold messages indefinitely. They are called persistent storage, as opposed to very short-term storage provided by memory chips. Internet routers use memory chips to store (queue) incoming packets for a few milliseconds while they are waiting for their next-hop routing table lookup and an available outgoing router port. DTNs routers need persistent storage for their queues for one or more of the following reasons: a) A communication link to the next hop may not be available for a long time, b) one node in a communicating pair may send or receive data much faster or more reliably than the other node, and c) a message, once transmitted, may need to be retransmitted if an error occurs at an upstream (toward the destination) node or link, or if an upstream node declines acceptance of a forwarded message.
By moving whole messages (or fragments thereof) in a single transfer, the message-switching technique provides network nodes with immediate knowledge of the size of messages, and therefore the requirements for intermediate storage space and retransmission bandwidth.

The DTNs architecture implements store-carry and forward message switching by overlaying a new protocol layer called the **bundle layer** on top of heterogeneous region-specific lower layers.

**The Bundle Layer and Bundle Protocol** [1, 11, 17, 47, 58]

The bundle layer ties together the region specific lower layers so that application programs can communicate across multiple regions.

Bundle is regarded as the protocol data unit in DTNs which is also called message (as in message-switched). The bundle layer stores and forwards entire bundles (or bundle fragments) between nodes. A single bundle-layer protocol is used across all networks (regions) that make up a DTNs. By contrast, the layers below the bundle layer (the transport layer and below) are chosen for their appropriateness to the communication environment of each region. The Figure 1.6 illustrates the bundle layer as a overlay (top) layer and compares Internet protocol layers with DTNs protocol layers (bottom).

On intermittently connected links with long delays, conversational protocols such as TCP that involve many end-to-end round-trips may take impractical amounts of time or fail completely. For this reason, DTNs bundle layers communicate between themselves using simple sessions with minimal or no round-trips. Any acknowledgement from the receiving node is optional, depending on the class of service.
selected. The lower-layer protocols that support bundle-layer exchanges may, of course, be conversational like TCP. But on intermittently connected links with long delays, non-conversational or minimally-conversational lower-layer protocols can be implemented (Figure 1.7).

**Bundle Protocol: Delay Isolation via Transport Layer Termination** [1, 11, 17, 47, 58] On the Internet, the TCP protocol provides end-to-end (source-to-destination) reliability by retransmitting any segment that is not acknowledged by the destination. The network, link, and physical layers provide other types of data-integrity services. In DTNs, the bundle layer relies on these lower-layer protocols to insure the reliability of communication.

However, DTNs routers and gateways nodes that can forward bundles within or between DTNs regions, respectively terminate transport protocols at the bundle layer. The bundle layers thus act as surrogates for end-to-end sources and destinations, as shown in Figure 1.8. The side-effect is that conversational lower layer protocols of low-delay regions are isolated at the bundle layer from long delays in other regions of the end-to-end path. The bundle layer alone supports end-to-end messaging. Bundles are typically delivered atomically, from one node to the next, independent of other bundles except for optional responses, although a bundle layer may break a single bundle into multiple bundle fragments.

On the Internet, the TCP and IP protocols are used throughout the network. TCP operates at the end points of a path, where it manages reliable end-to-end delivery of message segments.
Classes of Bundle Service [1, 11, 17, 47, 58]

The bundle layer provides six classes of service (CoS) for a bundle:

i  **Custody Transfer**: Delegation of retransmission responsibility to an accepting node, so that the sending node can recover its retransmission resources. The accepting node returns a custodial-acceptance acknowledgement to the previous custodian.

ii  **Return Receipt**: Confirmation to the source, or its reply-to entity, that the bundle has been received by the destination application.

iii  **Custody-Transfer Notification**: Notification to the source, or its reply-to entity,
Figure 1.9: DTNs nodes.

when a node accepts a custody transfer of the bundle.

iv Bundle-Forwarding Notification: Notification to the source, or its reply-to entity, whenever the bundle is forwarded to another node.

v Priority of Delivery: Bulk, Normal, or Expedited.

vi Authentication: The method (e.g., digital signature), if any, used to verify the sender's identity and the integrity of the message.

DTNs Nodes

In a DTN, a node is an entity with a bundle layer. A node may be a host, router, or gateway (or some combination) acting as a source, destination, or forwarder of bundles, as shown in Figure 1.9:

- **Host**: Sends and/or receives bundles, but does not forward them. A host can be a source or destination of a bundle transfer. The bundle layers of hosts that operate over long-delay links require persistent storage in which to queue bundles until outbound links are available. Hosts may optionally support custody transfers.

- **Router**: Forwards bundles within a single DTNs region and may optionally be a host. The bundle layers of routers that operate over long-delay links require persistent storage in which to queue bundles until outbound links are available. Routers may optionally support custody transfers.
• Gateway: Forwards bundles between two or more DTNs regions and may optionally be a host. The bundle layers of gateways must have persistent storage and support custody transfers. Gateways provide conversions between the lower-layer protocols of the regions they span.

In a DTN, the protocol stacks of all nodes include both bundle and transport layers. DTNs gateways have the same double-stack layers as DTNs routers, but gateways can run different lower-layer protocols (below the bundle layer) on each side of their double stack. This allows gateways to span two regions that use different lower-layer protocols. For reliable data transfer, DTNs provide custody transfer mechanism.

Custody Transfers Mechanism [11, 16, 47]

DTNs support node-to-node retransmission of lost or corrupt data at both the transport layer and the bundle layer. However, because no single transport-layer protocol (the primary means of reliable transfer) operates end-to-end across a DTN, end-to-end reliability can only be implemented at the bundle layer. In what follows, the term retransmission is referred to the bundle layer's retransmission.

The bundle layer supports node-to-node retransmission by means of custody transfers. Such transfers are arranged between the bundle layers of successive nodes, at the initial request of the source application. Nodes with custody transfer request are called custodians. As shown in Figure 1.10, a sender first establishes link with a neighboring receiver. Then the sender sends the bundle from its storage to the receiver's storage and starts a time-to-acknowledge retransmission timer. Next, sender requests a custody transfer and if the next-hop bundle layer accepts custody, it returns
an acknowledgment to the sender. If no acknowledgment is returned before the sender's time to acknowledge expires, the sender retransmits the bundle. The value assigned to the time to acknowledge retransmission timer can either be distributed to nodes with routing information or computed locally, based on past experience transmitting to a particular node. After successful transmitting, sender deletes the bundle from its storage to reuse and to prevent from duplicates.

A custodian must store a bundle with custody transfer request until either (1) another node accepts custody, or (2) expiration of the bundle's time to live, which is intended to be much longer than a custodian's time-to-acknowledge. However, the time to acknowledge should be large enough to give the underlying transport protocols every opportunity to complete reliable transmission.

Custody transfers provide guaranteed end-to-end reliability if a source requests both custody transfer and return acknowledgment receipt. In that case, the source must retain a copy of the bundle until receiving a return receipt, and it will retransmit if it does not receive the return receipt.

The bundle layer uses reliable transport-layer protocols together with custody transfers to move points of retransmission progressively forward toward the destination (as shown in Figure 1.11). The advance of retransmission points minimizes the number of potential retransmission hops, the consequent additional network load caused by retransmissions, and the total time to convey a bundle reliably to its destination. This benefits networks with either long delays or very lossy links. For
paths containing many lossy links, retransmission requirements are much lower for hop by hop retransmission than for end-to-end retransmission (linear increase vs. exponential increase, with respect to hop count).

In summary, we can conclude the above discussion regarding the characteristics of DTNs that in DTNs, the current TCP/IP model cannot work well due to lack of continuous end-to-end connectivity. Hence, a store-carry-forward [11] message delivery mechanism is used: A source node combines multiple data into a bundle and transmits it to the destination node in a hop-by-hop manner. However, instantaneous acknowledgment cannot be obtained due to lack of permanent end-to-end connectivity. Therefore, custody transfer mechanism [16] is used in store-carry-forward scheme which ensures reliable data transfer among nodes in DTNs: It offers that a bundle with custody must be perfectly delivered from a source to the corresponding destination by delegating the responsibility of reliable transfer with the bundle in a hop-by-hop manner. Figure 1.12 presents a example of reliable bundle transfer in DTNs with store-carry-forward and custody transfer mechanism. Note here that to be a custodian, a node must reserve a sufficient amount of storage and energy to receive bundles with custody and hold them until successful delivery or the expiration of the bundle's delivery time. Custodians sometimes face storage congestion when they must refuse to receive a new bundle with custody due to lack of their storages or their sufficient energy to keep awake [16]. An increase of bundles with custody and long-term network partitioning accelerate the storage congestion.

In such a situation, some movable vehicles referred to as message ferries [63, 65]
can solve the storage congestion problem by actively visiting the network and gather bundles from custodians. If the network is divided into several isolated networks (clusters), message ferries move around the deployment area and deliver bundles among the clusters. In addition, each battery powered node must be awake while holding the bundles to obtain the opportunistic contact of the message ferry.

1.2 Message Ferrying Scheme

There are two message ferry schemes [63,65]: Node-initiated message ferry scheme and ferry-initiated message ferry scheme. In the node-initiated message ferry scheme, ferries move around the deployed area according to known routes and communicate with other nodes they meet. In this scheme, node requires to be mobile. With knowledge of the ferry routes, node that wants to transmit the bundle periodically move close to a ferry route and communicate with the ferry (as shown in Figure 1.13(a)). In the ferry-initiated message ferry scheme, nodes are generally static and the message ferry move proactively to meet nodes. When a node wants to send bundles, it generates a service request and transmits it to the ferry using a long range radio. Upon reception of a service request, the ferry will adjust its trajectory to meet up with the node and collect bundles using short range radios (as shown in Figure 1.13(b)). In both schemes, nodes can communicate with distant nodes that are out of range by using ferries as relays.

In message ferry schemes, most communication involves short range radios. Long range radios are only used in ferry-initiated message ferry for small control messages, avoiding excessive energy consumption. By using ferries as relays, routing is efficient without the energy cost and the network load burden involved in other mobility-assisted schemes that use flooding [63,65].

In ferry-assisted DTNs, regular nodes are assumed to have assigned tasks and limited in resources such as battery, memory and computation power. Ferries are special mobile nodes which take responsibility for carrying data between regular nodes and have fewer constraints in resources, e.g., equipped with renewable power, large memory and powerful processors. The purposes of ferries are to provide communication capacity between regular nodes.

Message Ferrying is suitable for applications which can tolerate significant transfer delay, such as messaging, file transfer, email, data collection in sensor networks and other non-real-time applications. These applications would benefit from the eventual delivery of data even if the delay is moderate. For example, in a college campus,
buses equipped with hard disks and wireless interfaces can act as ferries to provide messaging service to students; in battlefield and disaster relief environments, aerial or ground vehicles can be used as ferries to gather and carry data among disconnected areas.

The design of the Message Ferry schemes is based on location awareness and mobility. Each node or ferry is aware of its own location, for example through receiving GPS signals or other localization mechanism.

### 1.3 Multi-Cluster DTNs

In our proposed DTNs scenario, we aim to achieve a system that periodically collects information from multiple isolated networks, e.g., several sensing areas in sensor networks, many evacuation sites in disaster areas, etc. We can model these scenarios as follows. The system consists of one or more base stations referred to
Figure 1.14: Proposed ferry-assisted multi cluster scenario (Size of the cluster proportional to the arrival rate of bundles).

as *sink nodes*. In this scenario, each static node can wirelessly communicate only with other nodes in the transmission range. Hence, physically close nodes form isolated networks referred to as *clusters*. In general, in such DTNs, each node has heterogeneous arrival rate of bundles, and hence, each cluster has average arrival rate of bundles (average heterogeneous offered load). In our proposed DTNs scenario, we consider multiple such kind of clusters which we refer to as *multi-cluster DTNs*. In general, multi-cluster DTNs consists of more than three clusters with several static nodes inside. In such scenario, to collect bundles from the clusters to the sink node, we apply the ferry-initiated message ferry scheme [63], where the message ferry departs from the sink node, visits each cluster to gather bundles, and then brings them back to the sink node as shown in Figure 1.14. We called this scenario as *ferry-assisted multi-cluster DTNs*. This network architecture is suitable for wide area sensing, e.g., DataMULE [48] \(^2\). Note that in this kind of scenario, message ferries are equipped with a storage enough to carry collected bundles to the destination and it can also supply energy to the custodians if required. The duration of the cycle of the message ferry,

\(^2\)A vehicle (message ferry) that physically carries a wireless compatible communication device between remote locations to efficiently create a DTN data communication link. DataMULE specially offers Internet connectivity to remote villages by attaching wireless compatible computers to buses (message ferries); and while the bus stops at a village, the DTN router on the bus communicates with a DTN router in the bus station over wireless communication.
i.e., duration between message ferry's departs from the sink node and next returns to the sink node, should be as short as possible so that the sink node can grasp the current conditions of all the clusters. When there are so many clusters and/or nodes, the duration tends to be longer. In that situation, we may divide clusters into several groups, based on their locations and the expected amount of generated bundles, and assign a single message ferry to each of those groups. Note that the scheme considered in this research is applicable to such a case because each group of clusters behaves independently.

The duration of the cycle of the message ferry is mainly determined by two factors: The path length of the message ferry and the time for collecting bundles from the clusters and supplying energy to them. In our proposed system, the ferry path/communication is calculated in a hierarchical manner: Inter-cluster communication (the communication between the clusters), and intra-cluster communication (the communication within one cluster, i.e., between the nodes). We assume that the length of the intra-cluster path is negligible compared to that of the inter-cluster path because the distance between nodes in an identical cluster is sufficiently shorter than that between clusters. The sink node can calculate the inter-cluster path in advance by obtaining the information on the physical locations of all clusters.

In such ferry-assisted multi-cluster DTNs scenario, one of the main challenges is to determine a system which can minimize the total mean delivery delay of bundles, where, mean delivery delay defines as the average time interval from the generation of a bundle in a cluster to the completion of its delivery to the sink node. Hence, the objective becomes optimizing inter-cluster communication and intra-cluster communication by taking account of the heterogeneous physical distances of the clusters, heterogeneous arrival rate of bundles where service time of bundles is not negligible, in order to minimize the total mean delivery delay of bundles. Note here that the whole system should be decentralized and autonomous because it is difficult to achieve a centralized control in DTNs due to lack of persistent connectivity.

By taking account of the above objectives, we propose three research studies (Figure 1.15). The inter-cluster communication is focused on by studying the grouping of clusters and the optimal visiting order of isolated clusters. And, the intra-cluster communication is addressed by self-organized data aggregation technique among selfish nodes in an isolated cluster.
1.3.1 Grouping Clusters

When there are lots of clusters in ferry-assisted multi-cluster DTNs, multiple message ferries and sink nodes will be required to adopt with the system capacity limit. Hence, clusters can be divided into groups such that each group consists of physically close clusters, a sink node, and a message ferry. In order to minimize the overall mean delivery delay of bundles, group should be created by taking account of the offered load of each cluster, distance between them and capacity limit of each sink node. Hence, a suitable technique is proposed to appropriately locate each base cluster to establish sink node, and to create the groups for the optimal situation.

1.3.2 Visiting order of Clusters

In ferry-assisted multi-cluster DTNs, the message ferry should visit the clusters in a group efficiently to minimize the mean delivery delay of bundles. Hence, the goal is to determine the visiting order of message ferry by taking account of arrival rate, service time, and one-way traveling time between cluster and sink node. A technique
to determine quasi-optimal balanced sequence is proposed in the visiting order of clusters scheme.

1.3.3 Self-Organized Data Aggregation

In a cluster, to collect bundles efficiently from custodian nodes during each visit of the message ferry, bundles can be automatically accumulated to a limited number of nodes (called aggregators). In such case, the message ferry needs to collect the bundles only from the aggregators. This can minimize the traveling distance of the message ferry in a cluster. Self-organized data aggregation technique provides an autonomous and decentralized system to determine the controllable number of aggregators by taking account of the inherent selfishness of the nodes for saving their own battery life.

1.4 Overview of the Thesis

By combining above three research studies, the whole thesis is prepared. A complete system can comprehensively achieve efficient bundle gathering in ferry-assisted multi-cluster DTNs by (i) making groups and determining sink nodes accordingly, (ii) obtaining a visiting order for each group, and (iii) electing aggregators in each cluster.

The thesis is organized in down to top manner according to the above studies.

Chapter 2 addresses intra-cluster communication by self-organized data aggregation technique among selfish nodes in an isolated cluster. We proposed a self-organized data aggregation technique for collecting data from nodes efficiently, which can automatically accumulate data from nodes in a cluster to a limited number of nodes (called aggregators) in the cluster. The proposed scheme was developed based on the evolutionary game theoretic approach, in order to take account of the inherent selfishness of the nodes for saving their own battery life. The number of aggregators can be controlled to a desired value by adjusting the energy that the message ferry supplies to the aggregators. This chapter is constructed based on the publications in A-1, B-1 and B-2.

Chapter 3 focuses on one part of inter-cluster communication by studying the optimal visiting order of isolated clusters. When there are lots of distant static clusters, the message ferry should visit them efficiently to minimize the mean delivery delay of bundles. We propose an algorithm for determining the optimal visiting order of isolated static clusters in DTNs. We show that the minimization problem of the overall mean delivery delay in our system is reduced to that of the weighted mean waiting
time in the conventional polling model. We then solve the problem with the help of an existing approach to the polling model and obtain a quasi-optimal balanced sequence representing the visiting order. This chapter is constructed based on the publication in A-2.

Chapter 4 focuses on another part of the inter-cluster communication by studying the grouping of clusters. When there are lots of distant static clusters, multiple message ferries and sink nodes will be required. We aim to make groups each of which consists of physically close clusters, a sink node, and a message ferry. Our main objective is minimizing the overall mean delivery delay of bundles in consideration of both offered load of clusters and distance between clusters and their sink nodes. We first model this problem as a nonlinear integer programming, based on the knowledge obtained in our previous work. Because it might be hard to solve this problem directly, we take two-step optimization approach based on linear integer programming, which yields an approximate solution of the problem. This chapter is constructed based on the publications in B-3 and C-1.

Chapter 5 presents the conclusions of this thesis by summarizing all results and observations we obtained through the researches.
CHAPTER 2

Self-Organized Data Aggregation Technique

This chapter discusses the intra-cluster communication. Recall that in our proposed system, a fixed sink node collects bundles from nodes in isolated clusters with the help of the message ferry, as shown in Figure 2.1. Each node in a cluster can communicate with other cluster members within the transmission range, called neighbors, but cannot communicate directly with the sink node and/or nodes in other clusters due to the long distances among clusters. The message ferry serves the inter-cluster communication by visiting custodians in each cluster.

Figure 2.1: Proposed scenario.
2.1 Self-Organized Data Aggregation Technique among Selfish Nodes in an Isolated Cluster

In long term partitioned networks of our proposed scenarios, any custodian cannot predict how long it should keep bundles with custody. Note that each node in DTNs is basically powered by a battery and it has to be always awake when holding the bundles. Since each custodian also generates its own bundles with custody, it may be selfish and reject requests for custody transfer from other nodes to save its storage as well as its energy. This means that the custody transfer mechanism [16] fails without taking the selfishness of custodians into account.

In summary, we face two challenges: a) It is very difficult for message ferries to communicate all storage-congested nodes in a given period of time and b) nodes are potentially selfish and are not willing to store others’ bundles. To tackle these challenges, we propose a system that can a) gather all bundles in a partitioned network to some selected nodes in the network so that message ferries can collect them effectively and b) take the nodes’ selfishness into account (Figure 2.2).

Figure 2.2: Challenges and objective to design self-organized data aggregation technique.

To accomplish such a system, evolutionary game theoretic approach becomes one of the most appropriate mechanisms.

**Proposed Method: Evolutionary Game Theory:** Evolutionary game theory origi-
nally explores the dynamics of a population of players under the influence of natural selection [44, 59]. In evolutionary game theory, we assume that fitness (payoff) of a species is determined by not only its own behavior (strategy), which is programmed by genes, but also the behavior of surrounding individuals: the more the fitness is acquired, the larger the population of the corresponding species is [49]. With the help of this scheme, we can finally select some special custodians referred to as aggregators, which are cooperative in nature and willingly hold bundles with custody of other nodes.

We developed a self-organized data aggregation technique in [23] by taking account of the challenges. With the help of the evolutionary game theoretic approach [35–37], our system can automatically select some aggregators, which are cooperative in custody transfer mechanism with other nodes referred to as senders. Therefore, the message ferry needs to collect the bundles only from the aggregators. Note here that in this scheme, each aggregator should keep awake to receive bundles from senders anytime and hold bundles until transferring them to the message ferry, while each sender wakes up only when generating and sending bundles, as well as deciding its next role. In addition, each aggregator can obtain energy supply from a message ferry only when it finds a sender among its neighboring nodes. In our scheme, each node appropriately selects its strategy (i.e., being a sender or aggregator), depending on strategies of neighboring nodes. This interaction among nodes is modeled as a game in game theory. The detail will be given in section 2.3.

We examine the characteristics of the proposed scheme by introducing two game models by taking account of the bundle layer's retransmissions mechanism, i.e., reliable transmission of bundles by custody transfer mechanism. Bundle retransmissions are required when a sender cannot find an aggregator in its neighboring nodes. We also introduce a mechanism to adapt to sudden failures of neighboring nodes caused by mismatching of waking time of sender and receiver nodes.

We discuss the system stability through the analysis based on a replicator equation on graphs. Since the replicator equation on graphs focuses only on the strategy distribution, we also investigate the node-level behavior using agent-based dynamics that is a simulation-based approach. Through simulation experiments, we confirm the validity of the analytical results and evaluate the system performance in terms of successful bundle transfer, optimality of aggregator selection, and resilience to node failures.

The rest of the chapter is organized as follows. Section 2.2 reviews the related work. Section 2.3 introduces our self-organized data aggregation scheme. In section 2.4, we analyze the system dynamics and derive the stability condition with the help of a
replicator equation on graphs. We also discuss the system survivability in section 2.5. After a brief introduction of agent-based dynamics, we show some simulation results in section 2.6. Finally, section 2.7 concludes this chapter.

2.2 Related Works

Aggregator selection in our scenario is similar to cluster-head selection in clustering schemes. In general, clustering schemes select some nodes as cluster heads, and then form clusters each of which consists of a cluster head and its physically close nodes. Each cluster head has a responsibility to collect data from cluster members and communicate with other cluster heads. Since the cluster heads consume much energy than normal nodes, several energy-efficient clustering schemes have been proposed. Low-energy adaptive clustering hierarchy (LEACH) [12, 20, 21, 61] and hybrid, energy-efficient, and distributed (HEED) clustering approach [62] are well-known schemes for wireless sensor networks.

LEACH aims to achieve balanced energy consumption among nodes by rotating cluster heads round by round. Each node probabilistically serves as a cluster head, based on a predefined fraction of cluster heads in the network and its role (i.e., a cluster head or normal node) in recent rounds. HEED elects cluster heads in proportion to the residual energy of nodes: Nodes with large residual energy tend to become cluster heads. It has been pointed out that HEED improves network lifetime over LEACH.

These existing approaches work well when all nodes are cooperative. This assumption might crumble in some situations, e.g., when nodes operated by different administrators coexist in the system. In such a situation, nodes are potentially selfish and interested in their own benefit (e.g., battery life), rather than the performance of the whole system (e.g., system lifetime). Evolutionary game theory [22, 50, 59] is useful to model such individual selfishness, which was originally devised to reveal the mechanism that superior genes with high fitness for the environment are inherited from ancestors to offspring, through competition among individuals in the evolutionary process of organisms. In the proposed scheme, aggregator selection totally depends on the nodes' mutual interactions by taking account of selfishness of each node. Thus, the proposed scheme is also applicable to the cluster head selection in a more robust manner.

Evolutionary game theory provides us with both theoretical framework and simulation-based framework. The theoretical framework called replicator dynamics is a mathematical model, where the ratio of individuals selecting a strategy increases
when the strategy can yield more payoff than the average payoff of the whole system [22,50,59]. The replicator dynamics is applicable when the population composed of the society is relatively large and well mixed. In actual situations, however, the interactions among individuals are restricted: Each individual knows only a small fraction of members in the society.

To overcome this drawback, Ohtsuki et al. proposed replicator dynamics on graphs by introducing the concept of topological structure into replicator dynamics [35–37]. They derived replicator dynamics on graphs for three kinds of strategy-updating rules: Birth-death updating, death-birth updating, and imitation updating. We will apply imitation updating to aggregator selection, taking account of rational behavior of each node: Each node tries to select a strategy expected to lead to larger payoffs (i.e., residual battery) based on the strategies of neighboring nodes. The detail will be given in the next section.

Inter-cluster communication is also required in DTNs. If the network is partitioned for a long time, the storage congestion frequently occurs in custodians. To alleviate the storage congestion, Zhao et al. proposed message ferry schemes which provide nodes with opportunities of communications among clusters [55,64,65]. There are two message ferry schemes [63]: Node-initiated message ferry scheme and ferry-initiated message ferry scheme. In the node-initiated message ferry scheme, nodes know the route of the message ferry in advance and move close to the ferry to transfer bundles on demand, where each node requires to be mobile. On the other hand, in the ferry-initiated message ferry scheme, nodes are generally static and the message ferry takes proactive movement to meet the custodian nodes those require to transfer bundles. After receiving the service request from a custodian, the message ferry proceeds to the custodian and collects bundles. The message ferry can also supply energy to the custodian if required.

In our proposed scenario, in order to communicate static nodes in isolated clusters, we consider ferry-initiated message ferry scheme to collect bundles proactively from custodians. Sometimes it is difficult for message ferries to visit all custodians because of route limitations and traveling costs. In such a case, aggregating bundles to some selected nodes results in reducing the points where message ferries should visit.
2.3 Proposed Scheme

2.3.1 Overview

In our proposed system, in a cluster, the path length of the message ferry is negligible but the time for collecting bundles from nodes and supplying energy to them linearly increases with the number of nodes to be visited. To shorten this time, we propose a scheme to aggregate bundles in each cluster to some nodes referred to as aggregators. In each cluster, the aggregators are autonomously selected from nodes, called cluster members, by local interactions among them. Each non-aggregator (sender) sends its bundles to the aggregators so that the message ferry requires to visit only the aggregators as illustrated in Figure 2.3.

In the above scenarios, we assume that each node is equipped with a long range radio and a short range radio. While the message ferry is approaching a cluster, it broadcasts its availability to all members of the cluster. Only aggregators those paired with sender(s) among their neighboring nodes are allowed to transmit service requests to the message ferry by their long range radio. These service request messages contain the information of each aggregator's location and the amount of bundles it wants to transfer. To guide the message ferry, aggregators occasionally transmit location update messages. On reception of each information, the message ferry calculates the intra-cluster path in an ad hoc manner. When the message ferry and one aggregator are close enough, the aggregator transfers bundles by its short range radio to the message ferry. At the same time, it obtains energy supply from the message ferry. In such situation, wireless energy transfer [29] can reduce the overhead and time for energy supply. Note that the range of long range radio transmission of each aggregator may not necessarily cover the whole deployment area due to power constraints. On the other hand, each sender sends its bundles to the aggregators within the transmission range by its short range radio.

At the initial stage, none of cluster members have any bundles, so they act as senders. While some cluster members generate their own initial bundles, they seek for aggregators within the transmission range. If no aggregator is available, the initial bundle's generators become aggregators. Under cluster members' mutual interactions, aggregators in the next round are selected with the help of evolutionary game theory. We describe the selection procedure of a limited number of aggregators in the next sub-section.

We can summarize the above scenario in each cluster as the repetition of the following three phases (as shown in Figure 2.4):
2.3 Proposed Scheme

Figure 2.3: Model scenario: Message ferry visits a limited number of aggregators in each cluster and delivers collected bundles to the sink node.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. <strong>Aggregator selecting phase</strong></td>
<td>Each node selects to be an aggregator or a sender based on local interactions with the neighboring nodes.</td>
</tr>
<tr>
<td>2. <strong>Bundle aggregating phase</strong></td>
<td>When each sender generates its own bundles, it transmits them to one of the aggregators in the transmission range.</td>
</tr>
<tr>
<td>3. <strong>Bundle collecting phase</strong></td>
<td>Each aggregator transmits its service request to the message ferry and sends all bundles to the ferry. The message ferry supplies energy to aggregators.</td>
</tr>
</tbody>
</table>

Figure 2.4: Proposed three phase schemes.

1. **Aggregator selecting phase** - Each node selects to be an aggregator or a sender based on local interactions with the neighboring nodes.

2. **Bundle aggregating phase** - When each sender generates its own bundles, it transmits them to one of the aggregators in the transmission range.

3. **Bundle collecting phase** - Each aggregator transmits its service request to the message ferry and sends all bundles to the ferry. The message ferry supplies energy to aggregators.

We define a *round* as the unit of this repetition. During each round, each node performs these three phases. We presume that all nodes synchronize each other and know the length of the round. The length of the round is pre-determined by the sink.
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node which can also be updated through the communication between the ferry and nodes if needed.

Initially, in aggregator selecting phase, each node randomly chooses to be an aggregator or a sender because it cannot know the neighbors' roles. In the subsequent rounds, each node selects its role based on the results of the previous round with the help of evolutionary game theory, whose details are described in later subsections. During bundle aggregating phase, each sender transmits its bundles to one of the aggregators within its transmission range. Then, in the bundle collecting phase, each aggregator transmits its service request to the message ferry, transfers all bundles, and obtains energy supply from the message ferry.

This scenario not only shortens the duration of the round but also gives all nodes benefits in terms of prolonging their battery life. As shown in Figure 2.5, the duration of a round of a cluster depends on the inter-cluster visiting duration. Therefore, during intra-cluster visit in a cluster the message ferry can shorten the duration by visiting only aggregators. On the other hand, in such kind of isolated networks, each custodian node has to consume energy, i.e., battery life by generating its own bundle and awaking all the time by holding bundles until delivering to the message ferry. Note here that the awaking period of nodes is proportional to the energy consumption. There are two ways to keep their batteries in high levels: 1) Obtaining the battery supply from the message ferry at the phase 3 of the round and 2) reducing the battery consumption by sleeping as long as possible in the round. The former (latter) case can
be regarded as being an aggregator (a sender). In our proposed scenario, aggregators should be awake all the time in the round to receive bundles from senders. As a result, they consume much energy than senders but can also obtain the battery supply from the message ferry. On the other hand, senders cannot obtain the battery supply but can reduce the battery consumption by waking up only when it needs to generate and transmit its own bundle to the aggregators. Figure 2.5 presents the above characteristics of aggregators and senders. We will give more detailed discussion about the battery life in Sect. 2.6.3.6.

Taking account of these characteristics, we expect that the system works well under the conditions: 1) There exist a small number of aggregators and many senders, and 2) the role of a node should change per round. This can be shown in Figure 2.5: In each round limited number of aggregators is equal to 2 and the role (to be an aggregator or a sender) changes among nodes in each round. We will discuss detail about the role transition of nodes in Sect. 2.6.3.3. These challenges can be divided into two problems: 1) How to select aggregators autonomously under situations where all nodes are potentially selfish, and 2) how to control the number of aggregators. To cope with these problems, we adopt evolutionary game theoretic approach. In the next subsection, we discuss the problem formulation of our proposed scenario based on evolutionary game theory.

2.3.2 Modeling as a game: Selection of the Aggregators

Since it is difficult to achieve a centralized control in DTNs due to lack of persistent connectivity among arbitrary nodes, the selection of aggregators should be realized in a decentralized way. Also, centralized control increases communication overheads among cluster members and it is vulnerable to node failures. More specifically, each node determines to be an aggregator or a sender based on its own benefit, through mutual interaction among neighboring nodes.

We assume that energy consumed by each node in a round increases with the length of time it keeps awake. As illustrated in Figure 2.5 and presented detailed in Figure 2.6, recall that aggregators should always be awake during a round while senders only wake up when generating and transmitting their bundles, as well as deciding their own role. As we already mentioned, all nodes presumed to be synchronized each other and know the length of the round, before the start of each round (just after the message ferry leaves the cluster) all nodes wake up regardless of their current roles and select their next role based on their current conditions (as shown in Figure 2.6).

Let $c$ and $s$ denote the amount of energy consumption per round for aggrega-
tors and senders, respectively. $s$ increases with the rate of generating bundles. If retransmissions in the bundle layer do not allow in the sender, we have $c > s > 0$. On the other hand, when senders allow to retransmit bundles without limit, energy consumption of senders increases but never exceeds $c$. Recall that the bundle layer’s retransmissions mechanism, i.e., reliable transmission of bundles by custody transfer mechanism is required when a sender cannot find an aggregator in its neighboring nodes, and failures of transmission in a sender mainly occur due to the mismatch of the waking time of neighboring sender nodes. Next, let $b$ represent the energy supplied by the message ferry to each aggregator. Intuitively, the larger $b$ is, the more the aggregators increase. We assume $b > c$, which is necessary to suppress the number of senders as well as to avoid battery shortages of nodes. Figure 2.6 illustrates the node level behavior for no-retransmission case and retransmission case.

The interaction among nodes can be modeled as a game between two neighboring nodes in evolutionary game theory, which is represented by a payoff matrix. In our scenario, there are two roles (strategies) for each node: An aggregator (aggregate) and a sender (send). Therefore, there are four possible combinations of the strategies of the two nodes, and payoff of each node depends on the combination of strategies. Tables 2.1 and 2.2 illustrate the payoff matrices in the no-retransmission and retransmission cases, respectively. Note that in the payoff matrix, the actions of node 1 form the rows, and the actions of node 2 form the columns. The entries in the matrix are two numerical values representing the payoff of node 1 and node 2 due to the corresponding combination of the strategy, respectively. We discuss detail of them as follows.
Table 2.1: Payoff matrix in no-retransmission case.

<table>
<thead>
<tr>
<th>node 2</th>
<th>sender</th>
<th>aggregator</th>
</tr>
</thead>
<tbody>
<tr>
<td>sender</td>
<td>$-s, -s$</td>
<td>$-s, b - c$</td>
</tr>
<tr>
<td>aggregator</td>
<td>$b - c, -s$</td>
<td>$-c, -c$</td>
</tr>
</tbody>
</table>

Table 2.2: Payoff matrix in retransmission case.

<table>
<thead>
<tr>
<th>node 2</th>
<th>sender</th>
<th>aggregator</th>
</tr>
</thead>
<tbody>
<tr>
<td>sender</td>
<td>$-c, -c$</td>
<td>$-s, b - c$</td>
</tr>
<tr>
<td>aggregator</td>
<td>$b - c, -s$</td>
<td>$-c, -c$</td>
</tr>
</tbody>
</table>

Table 2.3: Abstract payoff matrix.

<table>
<thead>
<tr>
<th>node 2</th>
<th>sender</th>
<th>aggregator</th>
</tr>
</thead>
<tbody>
<tr>
<td>sender</td>
<td>$R, R$</td>
<td>$S, T$</td>
</tr>
<tr>
<td>aggregator</td>
<td>$T, S$</td>
<td>$P, P$</td>
</tr>
</tbody>
</table>

The resulting payoffs for each combination can be modeled by taking the energy supply and energy consumption into account. If both nodes select to be aggregators, they both lose the largest amount of energy $P = c$, because in our proposed system, each aggregator can obtain energy supply from a message ferry only when it finds a sender among its neighboring nodes. On the other hand, an aggregator paired with a sender obtains the largest amount of energy $T = b - c$ because it looses $c$ but obtains $b$ from the message ferry. In this case, the corresponding sender loses the smallest amount of energy $S = s$. When both nodes select to be senders, two possible cases can take place, depending on the presence of bundle layer's retransmissions mechanism. In the no-retransmission case, they both consume $R = s$. On the contrary, in the retransmission case, both of the senders consume $R = c$; this is the worst case that each sender spends all the period of a round on trying to transfer bundle(s) by retransmissions mechanism in bundle layer. Note that we assume that the failure of bundle transfer is mainly caused by the mismatch of waking time of sender and receiver nodes, hence, it needs to retransmit.

### 2.3.3 Role selection based on imitation and mutation updating

Based on the discussion in the preceding section, we present the abstracted payoff matrix in Table 2.3. We obtained the relationship: $T > S = R > P$ in the no-
retransmission case and $T > S > R = P$ in the retransmission case. In either case, each node not only has a temptation ($T > R$) to be an aggregator but also a fear ($S > P$) to be an aggregator. The larger $b$ is, the more the temptation is. This indicates that the sink node can control the number of aggregators by setting $b$ adequately. We show the detail in Section 2.4. On the other hand, the condition $T > R$ and $S > P$ also has another significant characteristic; taking a strategy different from the opponent is better than taking the same strategy as the opponent. As a result, both aggregating and sending strategies stably coexist [35]. Thus, with the help of the payoff-matrix and evolutionary game theory, when each node undertakes suitable strategies to optimize its own payoff, then the system converges to a fully stable situation where both senders and aggregators stably coexist.

The strategy selection in the aggregator selecting phase of the second and subsequent rounds is conducted as follows. At first, each node calculates its own payoffs according to the strategies of its neighbors, as well as its own strategy, in the previous round. It then chooses between keeping its current strategy or imitating one of the neighbor's strategies proportional to payoffs, because it is selfish in nature and aims to maximize its own payoff, i.e., prolonging its own battery life. This strategy updating is called imitation updating in [37]. As a result, the replicator equation on graphs derived in [37] is applicable to our system, and we can obtain the relationship between the parameters, i.e., $b, c, s$, the average number of neighbors, and the fraction of aggregators in the system.

Even though imitation updating ordinarily works well, it has one drawback: Each node cannot change its strategy when all neighbors take the same strategy as that the node takes. Each node wants to avert such a situation because its main purpose is sending bundles to the sink node via the message ferry. To cope with this problem, we also consider a system with mutation updating [57]. In [57], mutations occur with probability $P_u \geq 0$ in each round, while in our case, a node changes its strategy with mutation probability $P_u$ only when the node and all the neighbors take the same strategy.

In the next sections, we clarify the relationship between the parameters and the ratio of number of aggregators using evolutionary game theory.

2.4 Analytical Results

In this section, we discuss the relationship between the ratio of aggregators, parameters of the payoff matrix, topological structure, and updating rules. We consider the
Table 2.4: Modifier matrix.

<table>
<thead>
<tr>
<th>Node 2</th>
<th>Send</th>
<th>Aggregate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node 1</td>
<td>0,0</td>
<td>(-m, m)</td>
</tr>
<tr>
<td>Send</td>
<td>m, -m</td>
<td>0,0</td>
</tr>
</tbody>
</table>

proposed scheme without mutation updating (i.e., \(P_u = 0\)). To reveal the relationship among those, we consider the replicator equation on graphs in evolutionary game theory [37, 38]. The basic concept of replicator dynamics is that the growth rate of nodes taking a specific strategy is proportional to the payoff acquired by the strategy. Thus the strategy that yields more payoff than the average payoff of the whole system increases. Replicator dynamics on graphs additionally takes account of the effect of the topological structure of the network which is suitable for our system. We give the details of evolutionary game theory and the replicator equation on graphs in Appendix A.

### 2.4.1 Replicator Equation on Graphs: System Dynamics and Stability

We first briefly introduce the replicator equation on graphs in [37] and model our proposed system for no-retransmission case to match adequately. There are \(n\) strategies labeled \(i\) \((i = 1, 2, \ldots, n)\) and the payoff of strategy \(i\) versus strategy \(j\) is denoted by \(a_{i,j}\). The relative frequency of strategy \(i\) is given by \(x_i\), where \(\sum_{i=1}^{n} x_i = 1\). The average payoff of strategy \(i\) is then given by

\[
    f_i = \sum_{j=1}^{n} x_j a_{i,j}. \tag{2.1}
\]

In our system, we consider two kinds of strategies, e.g., aggregating and sending. In what follows, we regard strategies 1 and 2 for aggregator and sender, respectively, i.e., \(x_1\) denote the ratio of the number of aggregators to the total number of cluster members and \(x_2 = 1 - x_1\) represents the ratio of the number of senders. Following Table 2.1 the expected payoff \(f_1\) and \(f_2\) of aggregators and senders are given by

\[
    f_1 = (1 - x_1)(b - c) - cx_1, \quad f_2 = -s, \tag{2.2}
\]

respectively.

Let \(k\) denote the number of neighbors of each node, called degree [36]. Although the equation is derived for \(k\)-regular graph for \(k \geq 3\), it is also applicable to non-regular
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different graphs, e.g., unit disk graph, random networks, scale free networks, etc [36, 37]. In such a case, $k$ represents the average degree ($k_{avg} \geq 3$). The modified payoff matrix for evolutionary game theory on graphs is defined as the sum of the original payoff matrix and a modifier matrix [37]. Table 2.4 shows the modifier matrix, where $m$ describes the local competition between the strategies [37]. The gain of one strategy is the loss of another and local competition between the same strategies results in zero. It follows from Eq. (A.5) that $m$ becomes

$$m = \frac{3b - (k + 6)(c - s)}{(k + 3)(k - 2)}, \quad k \geq 3. \quad (2.3)$$

Follows from Eq. (A.6) the expected payoff for the local competition $g_1$ and $g_2$ of aggregators and senders are obtained to be

$$g_1 = (1 - x_1)m, \quad g_2 = -x_1m, \quad (2.4)$$

respectively, where $m$ is given by Eq. (2.3). The average payoff $\phi$ of two strategies is then given by

$$\phi = x_1(f_1 + g_1) + (1 - x_1)(f_2 + g_2)$$

$$= (1 - x_1)(bx_1 - s) - cx_1. \quad (2.5)$$

From Eqs. (2.2), (2.4), and (2.5), we obtain the replicator equation on graphs [37] in the no-retransmission case to be

$$\dot{x}_1 = x_1(f_1 + g_1 - \phi)$$

$$= x_1(1 - x_1) \left[ \frac{b(k^2 + k - 3) - (c - s)(k^2 + 2k)}{(k + 3)(k - 2)} - bx_1 \right], \quad k = 3, 4, \ldots \quad (2.6)$$

Substituting $\dot{x}_1 = 0$ yields three equilibria: $x_1^* = 0, 1$, and

$$x_1^* = 1 - \frac{c - s}{b} + \frac{1}{(k + 3)(k - 2)} \left[ 3 - (k + 6) \cdot \frac{c - s}{b} \right], \quad k = 3, 4, \ldots \quad (2.7)$$

Note that the equilibrium in Eq. (2.7) is feasible if

$$0 < x_1^* < 1,$$

or equivalently,

$$\max \left( c, \frac{k(k + 2)}{(k + 3)(k - 2)} \cdot (c - s) \right) < b < \frac{k(k + 2)}{3} \cdot (c - s), \quad k = 3, 4, \ldots \quad (2.8)$$
Because $0 < s < c < b$ and $1 < (k^2 + 2k)/(k^2 + k - 3) \leq 5/3 < 15/3 \leq (k^2 + 2k)/3$ for all $k \geq 3$, there always exists $b$ ($b > c$) that satisfies Eq. (2.8). Thus the equilibrium in Eq. (2.7) is controllable. Furthermore, $x_1^*$ in Eq. (2.7) is stable for such $b$ because $\dot{x}_1 > 0$ if $0 < x_1 < x_1^*$, and otherwise, $\dot{x}_1 < 0$.

Similarly, in the retransmission case, with the help of the payoff matrix in Table 2.2, the stable and controllable equilibrium becomes

$$x_1^* = 1 - \frac{c - s}{b + c - s} + \frac{3}{(k + 3)(k - 2)} \left(1 - \frac{2(c - s)}{b + c - s}\right), \quad k = 3, 4, \ldots$$

that is valid for

$$c < b < \frac{(k + 3)(k - 2)}{3} \cdot (c - s), \quad k = 3, 4, \ldots$$

In the same way as for Eq. (2.8), we can show that there always exists $b$ ($b > c$) satisfying Eq. (2.10) and that $x_1^*$ in Eq. (2.9) for such $b$ is stable. In what follows, we call Eqs. (2.8) and (2.10) as stability conditions.

Note that in equilibrium, the fraction of aggregators in the system is fixed but the strategy of each node will change round by round [23]. This feature is suitable for our system because each node can acquire opportunities to obtain energy supply when it serves as an aggregator.

### 2.4.2 Valid parameter settings for permanently living system

Although each node has a chance of obtaining energy supply, careful parameter tuning is required to achieve high system survivability. We assume that in equilibrium, each sender can find an aggregator among neighbors and vice versa. Thus each sender consumes $s$ units of energy and each aggregator obtains $b - c$ units of energy in equilibrium. The expected payoff of each node per round is then given by

$$E[p] = (b - c)x_1^* - s(1 - x_1^*),$$

where, $E[p]$ represents the expected amount of energy supplied to a randomly chosen node per round. Note that $E[p]$ should be positive because the system would die out if $E[p] = 0$. In our proposed system, by adequately adjusting the amount of initial energy of each node, the system can handle losses of nodes. Moreover, during low energy level a node can change its role to become an aggregator so that it can be allowed to get energy supply from the message ferry in the next round. We will give more detailed discussion about the battery life in Sect. 2.6.3.6. Therefore, for $E[p] > 0$,......
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$b$, $c$ and $s$ should satisfy the following inequality

$$x_1^* > \frac{s}{b - c + s}. \quad (2.11)$$

In what follows, we call Eq. (2.11) running condition.

In practice, the sink node tries to achieve a feasible $x_1^*$ that satisfies both the stability condition and the running condition. The amount of energy supply from the message ferry, $b$, can be fully controlled by the sink node while $c$ and $s$ seem to be partly controllable: They are proportional to the length of waking period and the generation rate of bundles. The average node degree, $k$, is also given from the environment. As a result, the sink node achieve desirable and feasible $x_1^*$ by mainly controlling $b$.

2.4.3 Discussions

It is preferable to achieve small, feasible $x_1^*$. Therefore we discuss the infimum of feasible $x_1^*$ for fixed $k$, $c$, and $s$. Recall that in no-retransmission case, the equilibria $x_1^*(b) := x_1^*$ is an increasing function of $b$, while $x_1^*(b)$ should satisfy Eq. (2.8) and (2.11), i.e.,

$$\frac{s}{b - c + s} < x_1^*(b) < 1.$$  

As a result, the infimum of feasible $x_1^*(b)$ is obtained for $b = b^*$ such that

$$x_1^*(b^*) = \frac{s}{b^* - c + s}, \quad (2.12)$$

Note here that $s/(b - c + s)$ is a decreasing function of $b$. Therefore $x_1^*(b) > s/(b - c + s)$ for all $b (b > b^*)$. Furthermore, $0 < s/(b - c + s) < 1$, so that $0 < x_1^*(b^*) < 1$.

We first consider the no-retransmission case. It follows from Eqs. (2.7) and (2.12) that

$$(k^2 + k - 3)(y^*)^2 - (k + 3)(c - s + (k - 2)s)y^*$$

$$- (k + 3)(k - 2)(c - s)s = 0, \quad (2.13)$$

where $y^* = b^* - c + s$. Recall that $x_1^*(b^*) = s/y^*$. Substituting $y^* = s/x$ into Eq. (2.13) and rearranging terms yield

$$f_{No}(x) = (k + 3)(k - 2)(c - s)x^2 + (k + 3)(c - s + (k - 2)s)x$$

$$- (k^2 + k - 3)s = 0. \quad (2.14)$$
We then have

$$x_{No}^* = x_1^*(b^*) = \frac{1}{2} \left[ \sqrt{\left( \frac{1}{c/s - 1} + \frac{1}{k - 2} \right)^2 + 4 \left( 1 + \frac{3}{(k + 3)(k - 2)} \frac{1}{c/s - 1} \right)} - \left( \frac{1}{c/s - 1} + \frac{1}{k - 2} \right) \right]. \quad (2.15)$$

It is easy to see that $x_1^*(b^*)$ goes to zero as $c/s \to \infty$. Furthermore, it can be shown that $x_1^*(b^*) \leq 1/2$ if $c/s \geq 3 - 4/(k + 3)$.

Next we consider the retransmission case. According to the same procedure as in the no-retransmission case, we obtain the following equation corresponding to Eq. (2.14).

$$f_{Re}(x) = 2(k + 3)(k - 2)(c - s)x^2 - (k + 3)(k - 2)(c - 2s)x - (k^2 + k - 3) = 0, \quad (2.16)$$

and therefore

$$x_{Re}^* = x_1^*(b^*) = \frac{1}{2} + \frac{1}{4} \left[ \sqrt{\left( \frac{c/s}{c/s - 1} \right)^2 + 4 \left( 1 + \frac{6}{(k + 3)(k - 2)} \frac{1}{c/s - 1} \right)} \right] - \frac{c/s}{c/s - 1}. \quad (2.17)$$

It is easy to see that $x_1^*(b^*) > 1/2$ and it goes to 1/2 as $c/s \to \infty$.

We now compare $x_{No}^*$ and $x_{Re}^*$, which are given by the larger real roots of convex, quadratic equations Eq. (2.14) and (2.16), respectively. See Figure 2.7 that plots $f_{No}(x)$ and $f_{Re}(x)$ for $k = 3$, $c = 2$, and $s = 1$. It can be shown that

$$f_{No}(x) - f_{Re}(x) > 0 \quad \text{for} \quad x > 0 \quad \Leftrightarrow \quad 0 < x < 1 + \frac{1}{k - 2}. \quad (2.18)$$

Because $0 < x_{Re}^* < 1$, we have $f_{No}(x_{Re}^*) - f_{Re}(x_{Re}^*) > 0$, so that

$$x_{No}^* < x_{Re}^*, \quad (2.18)$$

for any fixed $k$, $c$, and $s$.

Owing to Eq. (2.12), Eq. (2.18) implies that $b^*$ in the no-retransmission case is greater than $b^*$ in the retransmission case. As shown in Tables 2.1 and 2.2, the no-retransmission case gives nodes less fear to become senders than the retransmission case. As a result, the no-retransmission case requires larger $b$ to generate aggregators adequately. In the next subsection, we show some numerical results to illustrate the
feasible parameter settings.

2.5 Numerical Results

In this section, we show some numerical examples of the adequate parameter settings according to the theoretic analysis in sections 2.4.1 and 2.4.2.

We have four independent variables, \( b, c, s \) and \( k \), which affect \( x_1^* \). First we observe the results for no-retransmission case. Here for simplicity, \( c - s \) is assumed to be one. Note that this simplification does not lose generality. Note here that the (average) degree \( k \) is a pre-determined parameter representing the density of nodes in the system under consideration. As a result, the ratio of aggregators can be controlled only by \( b \) according to Eq. (2.7). The expected number of aggregators can be obtained by the product of \( x_1^* \) and the number of cluster members.

Figure 2.8(a) illustrates the range of \( b \) with the supremum and infimum that satisfy Eq. (2.8), as a function of \( k \). We observe that the valid range of \( b \) widens with \( k \), while the infimum is almost constant. Figure 2.8(b) shows the controllable equilibrium \( x_1^* \) as a function of \( k \). As shown in Eq. (2.7), \( x_1^* \) can take any value between 0 and 1 in both cases, depending on \( b \) and \( k \). From those figures, we observe that for each \( b \), \( x_1^* \) does not change when \( k \) becomes large, because the modifier \( m \) converges to zero with an increase of \( k \), as shown in Figure 2.8(c). We also observe that for a fixed \( k \), the small \( b \) leads to the small \( x_1^* \), which can be shown analytically with Eq. (2.7). When \( k \) is less than 20, the controllable equilibrium \( x_1^* \) shows different characteristics, depending on \( b \). Roughly speaking, if the modifier \( m \) is negative (i.e., \( b < 3 \)), \( x_1^* \) is a non-decreasing function of \( k \), and otherwise, \( x_1^* \) is a non-increasing function of \( k \).

Finally, for a given \( k \), Figure 2.8(d) shows appropriate values of \( b \) to achieve a specific value of \( x_1^* \), where \( x_1^* \) is set to be 0.1, 0.3, and 0.5. We first find that \( b \) can be less
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(a) The supremum and infimum of $b$ ($c - s = 1$).

(b) The controllable equilibrium $x_1^*$ ($c - s = 1$).

(c) The modifier $m$ ($c - s = 1$).

(d) Appropriate $b$ to achieve $x_1^*$ ($c - s = 1$).

Figure 2.8: The supremum and infimum of $b$ satisfying stable and/or running conditions (No-retransmission case).

than 3.00. Note that this value of $b$ is valid under the assumption of $c - s = 1$. We do not need much larger $b$ to achieve our objective that is limiting the ratio of aggregators. Furthermore, if $k$ is larger than 20, $b$ converges to a value, depending on the target level of $x_1^*$.

Next, we clarify the impact of stable and/or running conditions and the effect of retransmission mechanism. Figure 2.9 depicts the valid range of controllable benefit $b$ as a function of $k$ when $c = 10$ and $s = 0.1$. Figure 2.10 illustrates the corresponding range of $x_1^*$. Note that we show the results for larger $k$ to reveal the basic characteristics even though they rarely occur in actual situations. We observe that the supremum of $b$ increases with $k$ and its has the same characteristic for both conditions. On the contrary, the infimum is almost constant while satisfying the two conditions. Although the presence of retransmission does not almost affect the valid range of $b$, Figure 2.10 indicates that the retransmission mechanism narrows the valid range of equilibrium compared with no-retransmission case. Specifically, $x_1^*$ must be greater than 0.505 to satisfy both conditions in retransmission case.
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Figure 2.9: The supremum and infimum of $b$ satisfying stable and/or running conditions ($c=10$, $s=0.1$).

Figure 2.10: The supremum and infimum of $x_1^*$ satisfying stable and/or running conditions ($c=10$, $s=0.1$).

Next, we reveal how $c$ and $s$ affect the valid range of $b$ and $x_1^*$. Figure 2.11 illustrates the supremum and infimum of $b$ satisfying stable and/or running conditions when $c$ and $s$ vary. We observe that for a specific $k$, the range of $b$ shifts up with $c$. This simply means that $b - c$ should be positive. On the contrary, increase of $s$ decreases the supremum of $b$. This is because when senders lose more energy, temptation $b$ to become an aggregator can be smaller.

Figure 2.12 presents the supremum and infimum of $x_1^*$ corresponding to Figure 2.11. We observe that $s$ has more impact on infimum than $c$. This is mainly caused by running condition. From Eq. (2.11), keeping low energy consumption of a sender is important for prolonging the battery life. We also find that no-retransmission case has wider feasible area than that with retransmission.
2.6 Simulation Experiments

Replicator dynamics is a powerful mathematical tool to predict the macro-level system behavior and it clarifies the effect of parameters on it. However, we can gain little insight into the micro-level system behavior such as the influence of irregularity of the topology on the system behavior, the geographical distribution of strategies, transient phenomena (including the convergence time to the equilibrium), and so on. Therefore we conduct simulation experiments based on agent-based dynamics, which is a complementary method to understand the micro-level system behavior in the evolutionary game theory. It models such a phenomenon that a superior strategy spreads over the network in a hop-by-hop manner, where local interactions among neighboring nodes are defined explicitly. In agent-based dynamics, each node interacts with neighboring nodes in every round and determines its strategy for the next round based on the acquired payoffs. In the case of imitation updating,
each node chooses between keeping its current strategy and imitating one of the neighbors' strategies proportional to the payoff [37]. In what follows, we conduct simulation experiments of agent-based dynamics for two purposes, the validation of the analytical results, and the investigation of the micro-level system behavior.

2.6.1 Agent-based Dynamics

In agent-based dynamics, each agent (i.e., node) interacts only with physically-closed nodes, called neighbors, rather than all other agents in replicator dynamics. In DTNs, nodes within the transmission range of a node can be regarded as neighbors of the node. Each node decides its behavior (a strategy) in the next round based on the information obtained in the preceding round. Agent-based dynamics reveals how the strategies, which are determined from local interactions, affect the performance of the whole system.

In every round, each node determines its strategy by comparing its own payoff with that of a randomly chosen neighboring node at the preceding round. Note that there is no assumption on the initial distribution of strategies. As we will see later, the initial strategy distribution almost does not have any influences on the system performance, except that it slightly affects the convergence time to the expected equilibrium of $x_i^*$ discussed in Sect. 2.6.3. The strategy update of node $u$ is conducted in the following probabilistic manner, called betters-possess-chance [19,60]. At the beginning of each round, node $u$ randomly chooses one of neighboring nodes, say, node $v$. If the average payoff $Q_v$ of node $v$ is greater than the average payoff $Q_u$ of node $u$, node $u$ then imitates the strategy of node $v$ with probability $H(u,v)$.

$$H(u,v) = \frac{Q_v - Q_u}{T - P}, \quad (2.19)$$

where, $T - P (= b)$ represents the maximum payoff difference. Otherwise, node $u$ does not change its strategy. Thus, the more a strategy acquires the payoff, the more it spreads over the network through the imitation process in a hop-by-hop manner.

2.6.2 Simulation Model

Simulation experiments were conducted with NetLogo [4], a multi-agent programmable modeling simulator. For simplicity, we assume that the duration of a round is fixed and each node periodically generates a fixed number of bundles per round. Therefore $c$ and $s$ are constant and set accordingly as discussed in section 2.5. Mutation updating is introduced only in subsection 2.6.3.9. In the following figures,
the average of 100 independent simulation experiments is plotted.

2.6.3 Simulation Results

We first confirm the range of the number $N$ of cluster members to which the prediction through replicator dynamics is applicable. After that, we discuss system characteristics in detail: The transient behavior, the role transitions of nodes, the effect of topological structures, the battery life of nodes, and successful bundle transfer characteristics.

2.6.3.1 System size valid for replicator dynamics

Figure 2.13 compares the analytical results of replicator dynamics on graphs with the simulation results of agent-based dynamics, where graphs are regular. We first conduct the experiments for no-retransmission case. Here $b$ is set to be 1.67 and $c - s = 1$. When both the number $N$ of nodes and the degree $k$ are large enough, agent-based dynamics attains the same equilibrium as predicted by replicator dynamics on graphs, because replicator dynamics on graphs assumes that $N = \infty$ and $k$ is sufficiently large. When $k$ is small, however, we observe a slight difference even for a large $N$. For example, when $N = 100$, the equilibrium in the agent-based dynamics is at most 0.079 greater than that in the replicator dynamics. Contrarily, the results of agent-based dynamics for $N = 10$ totally differ from those of replicator dynamics. Thus the number $N$ of cluster members is essential in applying replicator dynamics to predicting the ratio of aggregators in equilibrium. In what follows, $N$ is set to be 100.

2.6.3.2 Transient behavior

Figure 2.14 shows how the ratio $x_1^*$ of aggregators converges to the equilibrium, where graphs are regular. We observe that $x_1^*$ converges after 20 rounds for all cases. This quick convergence property is suitable for achieving a stable system. The resulting equilibrium is not greater than the predicted $x_1^*$ in general and it coincides with $x_1^*$ in the full mesh case, as shown in Figure 2.13.

Next, we investigate the influence of the initial strategy distribution on the convergence property. Recall that the predicted equilibrium $x_1^*$ by the replicator dynamics is almost globally stable, i.e., if the initial value of $x_1^*$ is in $(0, 1)$, the replicator equation in (2.6) converges to the equilibrium $x_1^*$ in Eq. (2.7). Therefore we expect that the agent-based dynamics inherits the stable convergence property. Although the
convergence time depends on the initial value of $x_1^*$, we found that $x_1^*$ converges to the same equilibrium after at most 20 rounds.

2.6.3.3 Role transition of nodes

We showed that the ratio of aggregators quickly converges to the equilibrium. The role of each node, however, is not fixed but it alternates dynamically over rounds, because each node selects its own strategy in a probabilistic manner. Figure 2.15 illustrates the probability of being an aggregator of node $i$, $p_i$ ($i = 1, 2, \ldots, 100$), in 3,000 rounds, where nodes are sorted in ascending order of $p_i$. Note that the average $\bar{p}$ of $p_i$ is equal to 0.2508 and the standard deviation of that is equal to 0.2000. The role transition contributes to load balancing and robustness against node failures.
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Figure 2.15: Probability of each node being an aggregator in a $k$-regular graph (No-retransmission case, $k = 4$, $b = 1.67$, $c - s = 1$).

Figure 2.16: Influence of network topology on the equilibrium $x^*_1$ (No-retransmission case, $b = 1.67$, $c - s = 1$).

2.6.3.4 Effect of topological structures

So far we have shown the simulation results with $k$-regular graphs. We now consider unit disk graphs which are more realistic networks and are suitable for abstracting wireless networks. The unit disk graphs are generated by randomly located nodes in 2-dimensional space where two nodes are adjacent if the transmission ranges of the nodes mutually cover each other. By setting the number $N$ of nodes to be 100 we set the area size to be $1 \times 1$ [km$^2$], and the transmission range of each node is set to be 100 [m] in default. We additionally produce two famous network topologies: Scale-free networks and random networks with Barabasi-Albert (BA) model [7] and Erdos-Renyi (ER) model [14], respectively. Note that we can control the average degree $k_{\text{avg}}$ by adjusting parameters in those models adequately. With those network models, we discuss the influence of topological structures on the system performance.
Figure 2.17: Probability of each node being an aggregator in a unit disk graph (No-retransmission case, $k_{\text{avg}} = 3.96, b = 1.67, c - s = 1$).

Figure 2.16 shows the equilibrium $x_1^*$ as a function of average degree $k_{\text{avg}}$ in networks with different topological structures, where $N = 100, b = 1.67$ and $c - s = 1$. The variance in the degree of nodes for $k$-regular, unit disk graph, random networks, and scale-free networks are 4.00, 4.73, 5.62 and 9.02, respectively. We observe that the large variance in the degree of nodes leads to the small ratio of aggregators $x_1^*$ in equilibrium.

To investigate this phenomenon more closely, we observe two figures. Figure 2.17 shows $p_i$ over 3,000 rounds in a unit disk graph, where nodes are sorted in ascending order of $p_i$. $\bar{p}$ is equal to 0.2112 and the standard deviation of $p_i$ is equal to 0.1247. Compared with Figure 2.15 in a $k$-regular graph, we observe that $\bar{p}$ becomes small in the unit disk graph. Figure 2.18 is a scatter graph showing the degree $d_i$ and $p_i$ of node $i$ ($i = 1, 2, \ldots, 100$) in a unit disk graph. We observe that the positive correlation between those two quantities; nodes with high degrees are likely to have large probabilities. In fact, the overall average probability $\bar{p}_W$ of being an aggregator weighted by node degree is equal to 0.2933, where

$$\bar{p}_W = \frac{\sum_{i=1}^{N} d_i p_i}{Nk_{\text{avg}}},$$

which is greater than the un-weighted average probability $\bar{p}$. Thus we conclude that nodes with large degrees have a stronger average probability in playing games than those with small degrees.

Next, we investigate the speed of the convergence to the equilibrium. Figure 2.19 shows the transient behavior of the ratio $x_1^*$ of aggregators in $k$-regular graph, unit disk graph, random, and scale-free network with $N = 100$ and $b = 1.67$, where the average degree $k_{\text{avg}}$ is set to be almost the same. We observe that it takes a longer time
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Figure 2.18: Degree vs. probability of each node being an aggregator in a unit disk graph (No-retransmission case, $k_{\text{avg}} = 3.96$, $b = 1.67$, $c - s = 1$) (log scale).

Figure 2.19: Transient behavior of ratio $x_1^*$ in different topological structures (No-retransmission case, $b = 1.67$, $c - s = 1$).

for networks with high degree variation, compared with networks with low degree variation, yet 100 rounds is enough to converge to the equilibrium in all cases. In summary, the proposed scheme works well in those kinds of non-regular networks.

2.6.3.5 Consistency between replicator dynamics and agent-based dynamics

In what follows, we present the results of simulation experiments for both no-retransmission case and retransmission case. Figure 2.20 illustrates the equilibria $x_1^*$ in replicator dynamics and agent-based dynamics, where the parameter sets are chosen in such a way that both the stability and running conditions are satisfied. We observe that $x_1^*$ in the agent-based dynamics is slightly smaller than $x_1^*$ in the replicator dynamics. These differences come from a relatively small system scale ($N = 100$) and a diversity of node degrees in the unit disk graphs. We conclude that the analytical result on the equilibria can grasp the general tendency of the system behavior.
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2.6.3.6 Battery life

Next, we examine the validity of the running condition given by Eq. (2.11). As discussed in Section 2.4.2, all nodes can survive forever under appropriate values of the parameters $b/s$ and $c/s$. Figure 2.21 shows the transition of the number of nodes with positive cumulative payoffs for different $x^*_1$. Note that every node initially has no payoff. Each node obtains energy supply from the message ferry when it serves as an aggregator and has at least one neighboring node being a sender. Our aim is to achieve all nodes having positive cumulative payoffs, so that they can work permanently if they have a sufficient amount of initial battery. Given $c = 100$, $s = 1$, and $k = 5$, the infimum $b^*/c$ of $b/c$ satisfying Eq. (2.11) is given by 1.175 in the no-retransmission case and it is given by 1.009 in the retransmission case. As shown in Figure 2.21, we observe that all nodes have positive cumulative payoffs when $b/c$ is enough large. On the other hand, when $b/c$ is larger than yet close to $b^*/c$, many nodes have negative cumulative payoffs. This phenomenon can be explained as follows. Recall that the infimum of the equilibria $x^*_1$ in the agent-based dynamics is smaller than the infimum of $x^*_1$ in the replicator dynamics. As indicated in Eq. (2.12), the corresponding $b^*$ in the agent-based dynamics would be greater than $b^*$ in the replicator dynamics. As a result, if we set $b$ in the agent-based dynamics to be close to $b^*$ in the replicator dynamics, the agent-based system might fail to satisfy the running condition.

2.6.3.7 Successful bundle transfer

For senders (resp. aggregators), it is desirable that at least one aggregator (resp. sender) exists among neighboring nodes for successful bundle transfer. We define sender (resp. aggregator) success probability as the probability that senders (aggregators) have at least one neighboring node being an aggregator (resp. sender). These
success probabilities are affected not only by \( b/s \) and \( c/s \), but also by \( k \). Figure 2.22 depicts these probabilities as functions of \( k \). We observe that in any case, both sender and aggregator success probabilities go to one as \( k \to \infty \). The reason is that each node has many neighbors on average when \( k \) is large.

Comparing Figs. 2.22 (b) and 2.22 (c), we also observe that when \( k \) is small, \( x_i^* \) has a positive correlation with those success probabilities. Recall that small \( x_i^* \) is preferable, but these results indicates that small \( x_i^* \) and \( k \) do not necessarily yield the success probabilities close to one. To clarify this, Figure 2.23 illustrates the minimum \( k \) that yields both probabilities over 0.9, as functions of \( x_i^* \), where \( b \) is set adequately. We observe that the minimum \( k \) increases as \( x_i^* \) decreases but \( k \) is kept relatively low. This can be confirmed from the fact that \( k \) should be greater than \( 1/x_i^* \) for senders to have at least one aggregator in their neighbors.

### 2.6.3.8 Optimality of aggregator selection

If a topological structure is given, there exists an aggregator placement with the minimum number of aggregators, which satisfies both aggregator and sender success probabilities become one. We regard such an aggregator placement as optimal. The optimal aggregator placement can be obtained as the solution of the following optimization problem \( P \).

\[
P : \quad \text{minimize} \sum_{i \in \mathcal{N}} s_i,
\]

subject to
\[
s_i = \{0, 1\}, \quad \forall i \in \mathcal{N},
\]

\[
s_i + \sum_{j \in \mathcal{N}_i} s_j > 0, \quad \forall i \in \mathcal{N},
\]
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Figure 2.22: Sender/aggregator success probability satisfying stability and running conditions \((c = 100, s = 1)\).

where \(\mathcal{N}\) denote the set of nodes in the system and \(\mathcal{N}_i\) denotes the set of neighboring nodes of node \(i\). Furthermore, \(s_i \ (i \in \mathcal{N})\) represents an indicator function of node \(i\) being an aggregator; it takes one if node \(i\) is an aggregator, and otherwise it takes zero.

We examine the optimality of aggregator selection given by the proposed scheme. Figure 2.24 illustrates the relationship between \(x^*_i\) and success probabilities for no-retransmission case when \(c = 100, s = 1, \text{ and } k = 10\). We also show the quasi-optimal result \((x^*_i = 0.14)\), which is obtained by a greedy algorithm described in Algorithm 2.1. We observe that the aggregator success probability of the proposed scheme is almost equal to one regardless of \(x^*_i\). On the other hand, the sender success probability of the proposed scheme is about 0.82 when \(x^*_i = 0.14\) and it increases with \(x^*_i\). From these results, we conclude that the proposed scheme cannot achieve the optimal aggregator placement but it can sufficiently distribute aggregators over the network.

2.6.3.9 Mutation updating

As mentioned in subsection 2.3.3, imitation updating has one drawback: When a node does not find any neighbors taking the different strategy, it cannot change the
strategy. This feature will lead to a slow convergence to the steady state. Moreover, this feature becomes problematic when there are few aggregators in the initial state. In such a situation, all nodes may choose to be senders in the next round and once this happens, the system will break down eventually. This can be avoided with mutation updating, where each node changes its strategy with probability $P_u$ when all neighboring nodes take the same strategy as the node. Note that mutation updating will work when all adjacent aggregators disappear due to node failures, and therefore the resilience to node failures is expected to be improved with mutation updating.

In what follows, we examine extreme situations where only one aggregator exists in the initial state (i.e., round 0). Figure 2.25(a) depicts the change of the number of aggregators. We observe that the proposed scheme without mutation updating ($P_u = 0$) can reach the steady state in this example, even though the convergence is slow, compared with the system with $P_u = 0.1$. Introducing mutation updating ($P_u = 0.1$) dramatically improves the speed of convergence, while $x^*_1$ increases slightly.
Algorithm 2.1: Heuristic algorithm for Problem P.

1: // Initialization
2: for all $i \in \mathcal{N}$ do
3: \hspace*{1cm} $s_i = 0$
4: end for
5: // Aggregator placement
6: while \{ $i \mid s_i = 0, \sum_{j \in \mathcal{N}_i} s_j = 0 \} \neq \emptyset$ do
7: \hspace*{1cm} $l = \arg \max_{j \in \{i \mid s_i = 0, \sum_{j \in \mathcal{N}_i} s_j = 0 \}} |\mathcal{N}_i|$
8: \hspace*{1cm} $s_l = 1$
9: end while

We further examine an appropriate setting of $P_u$. Figure 2.25(b) illustrates the change of the number of aggregators in the first 25 rounds. Since there is only one aggregator in round 0, most of the nodes adopt mutation updating with probability $P_u$. As a result, the number of aggregators steeply increases to about $P_u$ in the first round. In the subsequent rounds, imitation updating dominates the system dynamics and the system reaches the steady state. This indicates that setting $P_u$ to be $x^*_1$ in Eq. (2.8) would be suitable for maximizing the convergence speed.

2.7 Conclusion

This chapter considered data aggregation in a cluster for ferry-assisted multi-cluster DTNs. We considered that nodes were inherently selfish and non-cooperative in nature. Applying evolutionary game theory, we proposed the self-organized data aggregation scheme in such an environment. In this scheme, the selection of aggrega-
tors is conducted through decentralized processes with the help of strategic decisions of evolutionary game theory. The proposed scheme was evaluated and we showed the excellent performance of the proposed scheme. In particular, we can control the numbers of the aggregators by setting parameters adequately.

Note that the controllable and stable equilibrium of the ratio of aggregators follows from the fact that a strategy different from the opponent yields a larger payoff. Therefore our proposed scheme also works well under such a situation that senders need to retransmit bundles when their transmissions fail and therefore they should awake until their successful transmissions. Taking account of this characteristics, we also examined the characteristics by taking account of bundle retransmission when a sender cannot find an aggregator as its neighbor. Through the analysis of replicator equation on graphs, we showed that the no-retransmission case is more suitable for achieving lower $x_i$ with slightly higher $b/c$ compared with the retransmission case.

In addition, we discussed running condition where all nodes can survive without battery outage which is important for permanently living systems. Moreover, we considered mutation updating and examined its impact.

To evaluate the validity of theoretic analysis of replicator dynamics and reveal feasible parameter settings achieving successful bundle transfer, we conducted simulation experiments using agent-based dynamics. Through simulation experiments, we obtained the following characteristics. (i) The analytical results grasp the general tendency of the agent-based dynamics in the unit disk graph, even though they assume a regular graph. (ii) Both sender and aggregator success probabilities can be over 0.9 even under relatively small $k$. (iii) The proposed scheme can achieve well-distributed placement of aggregators in a fully distributed manner. (iv) The mutation updating can improve the convergence speed. Both theoretic and simulation results presented appropriate parameter settings to achieve a system with desirable characteristics: Stability, survivability, and success probability in bundle transfer.
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Optimal Visiting Order of Isolated Clusters

This chapter focuses on one part of inter-cluster communication by studying the optimal visiting order of isolated clusters. Recall that in our proposed scenario, the fixed base station, i.e., sink node serves as a connector to the Internet or to other sink nodes. Where a message ferry helps the inter-cluster communication by acting as a mediator between each cluster and the outer world via the sink node, as shown in Figure 3.1. In such scenario, the problem is to find an efficient route along which the message ferry visits isolated clusters and the sink node.

Figure 3.1: Proposed scenario.
3.1 Optimal Visiting Order of Isolated Clusters to Minimize the Total Mean Delivery Delay of Bundles

Suppose service times (i.e., times needed for collecting bundles from clusters and unloading them to the sink node) are negligible. In such a case, the shortest cyclic route seems to be a natural solution, which can be obtained by solving the traveling salesman problem (TSP) [30]. The shortest cyclic route starts from the sink node, passes through each cluster at once, and finally returns the sink node as shown in Figure 3.2(a). Therefore in terms of the mean waiting time, all clusters are treated fairly in this strategy. In practice, however, arrival rates of bundles are different among clusters and service times are not negligible. In such situations, the TSP-based shortest cyclic route strategy potentially has two drawbacks: 1) The time spent for one cycle increases with the number of clusters, and 2) if the arrival rates of bundles at clusters are different from each other and service times are not negligible, bundles in clusters with high arrival rate have to wait for long time to be delivered to the sink node while less important visits to clusters with a few bundles also take place.

In general, the visiting order of clusters by the message ferry should be determined based on arrival rates, service times of bundles, and one-way traveling times between clusters and the sink node. We assume that all the isolated clusters are significantly apart from each other. As a result, the inter-visit time of a cluster (i.e., the interval time between a departure of the message ferry from the cluster and the next return of the message ferry to that cluster) naturally becomes long. In such a situation, when
the message ferry visits each cluster, it would find bundles that wait for a long time with high probability. Therefore, in order to reduce the delivery delay, it might be reasonable to deliver those bundles to the sink node directly, as shown in Figure 3.2(b), rather than to visit other clusters while carrying them.

This inter-cluster communication of the message ferry can be best studied using a polling model [52,53],

**Proposed Method: Polling Model:** In the polling system, the message ferry, clusters, and bundles are regarded as the server, stations, and customers, respectively, and "service" means that the message ferry collects (unloads) bundles from (to) the cluster (sink node). The optimization of the polling order are studied in [8, 9, 31], which is equivalent to find an optimal visiting order of stations, which minimizes the expected waiting time of all customers.

In the study of polling models, the waiting time (i.e., the length of an interval from the generation of a bundle to the instant at which its service starts) is a primary performance measure of interest. On the other hand, in our system, we are interested in the delivery delay, which is defined as the time interval from the generation of a bundle to the completion of its delivery to the sink node. In this chapter, we show that the mean delivery delay of bundles is given in terms of the weighted sum of the mean waiting times of bundles at respective clusters. We then apply the optimization technique in [8, 10, 43] to our system and obtain a quasi-optimal visiting order that minimizes the total mean delivery delay of the system. Roughly speaking, clusters with high arrival rate and/or close to the sink node are visited more frequently than others in the optimal visiting order.

The rest of this chapter is organized as follows. In Section 3.2, we review the related work. We describe the mathematical model in Section 3.3. Sections 3.4 provides the optimization problem formulation and its solution method. Section 3.5 shows the result of simulation experiments and demonstrates the effectiveness of our scheme. Finally we conclude the chapter in Section 3.6.

### 3.2 Related Work

Zhao et al. first applied the TSP-based routing to highly-partitioned ad hoc wireless networks [63, 64] by introducing a message ferry as the traveling salesman. A single ferry is used for communications among fixed nodes in partitioned networks [63, 64] and a heuristic method for finding the visiting order is shown. In [63], they also extended their message ferry scheme to that for systems with mobile nodes.
In [6], Ammar et al. focused on the buffer size required for each node when the message ferry travels along the shortest cyclic path. They presented an algorithm for finding the visiting order that minimizes the maximum required buffer size among nodes. This problem can be regarded as a variant of the TSP problem under the assumptions of identical arrival rate and negligible service time, and minimizing the buffer size is equivalent to minimizing the mean waiting time for the ferry visiting. The objective is similar to ours but this approach is not suitable for scenarios with heterogeneous arrival rate and non-negligible service time.

Some works tried to improve the scalability and robustness of the system with the help of multiple message ferries, e.g., multiple ferries for a single route [6] and multiple ferries for multiple routes [65]. They considered the message ferry assignment to nodes and route making in such a way that the number of message ferries is minimized when the number of nodes and the upper bound of the waiting time are given. Miura et al. considered clustering of highly-partitioned wireless networks [34]. They assume that there are several partitioned clusters in which physically-close nodes exist; which is similar to our scenario in Figure 4.1. They applied the TSP-based routing by setting the visiting point of the message ferry to the center of each cluster.

All of the above mentioned studies assume that arrival rates are identical among nodes and service times are negligible. In practical situations, however, these assumptions do not necessarily hold. In such situations, finding the shortest cyclic path is insufficient to achieve minimizing the overall mean delivery delay of bundles. Kavitha et al. first tackled this problem by applying the polling model. In [25-27], they assumed message ferry-based wireless LANs, where nodes are well scattered over the area and designed an optimal route (among some given class of trajectories, e.g., circle and line) that minimizes the overall expected waiting times. The message ferry can serve nodes within its transmission range at any point on the path. Their approach can also support both uplink and downlink services.

Although our objective is similar to [25-27], the target scenario is totally different. It is assumed in [25-27] that nodes can exist at any point in an area according to a known probability distribution, while we assume that there are partitioned clusters, each of which consists of physically-close nodes. If the approach in [25–27] is applied to our scenario, it requires many paths to cover the whole area, each of which is a circle/line trajectory supported by a single message ferry. In addition, in [25–27] a cyclic policy is used: The server visits the stations in a predetermined cyclic order. Hence, if clusters with high arrival rates and those with low arrival rates coexist in the area, it will not be effective. On the other hand, our proposed scheme applies a non-cyclic policy, taking account of the arrival rate and location of each cluster.
3.3 Model

Suppose the system consists of $N$ clusters labeled 1 to $N$, the sink node, and a message ferry, all of which have buffers of infinite capacity. The message ferry periodically visits clusters according to a predefined visiting order (i.e., a polling table). When the message ferry arrives at a cluster, it serves bundles under the exhaustive service discipline, i.e., bundles are transmitted successively to the message ferry, and when there are no waiting bundles, the message ferry leaves the cluster. It is known that the exhaustive service discipline has the best performance in terms of the overall mean waiting time \[52\]. After collecting all bundles at the cluster, the message ferry immediately returns to the sink node, unloads all bundles it carries to the sink node, and goes to the next cluster.

We define $S_i$ ($i \in \mathcal{N}$) as the one-way traveling time between cluster $i$ and the sink node, where $\mathcal{N} = \{1, 2, \ldots, N\}$. We assume that $S_i$ ($i \in \mathcal{N}$) is constant because of the fixed physical route and the constant speed of the message ferry. Bundles at cluster $i$ ($i \in \mathcal{N}$) are generated according to a Poisson process with rate $\lambda_i$ and all of them are stored at cluster $i$. Service times $X_i$ ($i \in \mathcal{N}$) of bundles at cluster $i$ follow a general distribution with finite mean $x_i$ and second moment $x_i^{(2)}$. Note that $X_i$ corresponds to the transmission time of a randomly chosen bundle at cluster $i$. We assume that high speed channels are available at the sink node, and therefore the unloading time of bundles at the sink node is assumed to be negligible.

Let $\rho_i = \lambda_i x_i$ ($i \in \mathcal{N}$) denote the traffic intensity at cluster $i$. The overall generation rate of bundles and the overall traffic intensity are denoted by $\lambda = \sum_{i \in \mathcal{N}} \lambda_i$ and $\rho = \sum_{i \in \mathcal{N}} \rho_i$, respectively. We assume that $\rho < 1$, which ensures the stability of the system \[52\]. In what follows, the system is assumed to be in steady state.

3.4 Optimization problem formulation and its solution method

We define the delivery delay of bundles as the time interval from the generation of the bundle to the instant at which it is delivered to the sink node. Let $W_{\text{deliver}, i}$ ($i \in \mathcal{N}$) denote the delivery time of a randomly chosen bundle generated at cluster $i$. The goal of this section is to formulate and solve a mathematical program to find the optimal visiting order of clusters, which minimizes the overall mean delivery delay $E[W_{\text{total}}]$:

\[
E[W_{\text{total}}] = \sum_{i \in \mathcal{N}} \frac{\lambda_i}{\lambda} E[W_{\text{deliver}, i}].
\] (3.1)
As we will see, our problem is reduced to the minimization problem of a weighted sum of mean waiting times of a polling model. Without loss of generality, we assume that bundles at each cluster are served on an first-come, first-served (FCFS) basis, because \( E[W_{\text{deliver},i}] (i \in \mathcal{N}) \) is irrelevant to the service order of waiting bundles at cluster \( i \) in the exhaustive service discipline.

We first divide \( W_{\text{deliver},i} (i \in \mathcal{N}) \) into two disjoint parts \( T^*_i \) and \( S_i \), where \( T^*_i \) denotes the sojourn time of a randomly chosen bundle at cluster \( i \). See Figure 3.3. It then follows that

\[
E[W_{\text{deliver},i}] = E[T^*_i] + S_i, \quad i \in \mathcal{N}. \tag{3.2}
\]

In the exhaustive service policy, the message ferry has to stay at each cluster until it finishes collecting all bundles. Therefore \( E[T^*_i] \) is considered as the mean delay cycle with an initial delay \( W_{\text{wait},i} + X_i \), where \( W_{\text{wait},i} \) denotes the waiting time of a randomly chosen bundle at cluster \( i \) (see Figure 3.3). We then have [13]

\[
E[T^*_i] = \frac{E[W_{\text{wait},i}] + x_i}{1 - \rho_i}. \tag{3.3}
\]

Note that \( W_{\text{wait},i} \) is identical to the waiting time in the ordinary polling model.

It then follows from Eqs. (3.1), (3.2), and (3.3) that

\[
E[W_{\text{total}}] = \frac{1}{\lambda} \sum_{i \in \mathcal{N}} \lambda_i \left( \frac{E[W_{\text{wait},i}]}{1 - \rho_i} + \frac{x_i}{1 - \rho_i} + S_i \right) = \sum_{i \in \mathcal{N}} c_i E[W_{\text{wait},i}] + \alpha, \tag{3.4}
\]
where
\[ c_i = \frac{\lambda_i}{(1 - \rho_i) \lambda_i}, \quad i \in \mathcal{N}, \]  
\[ \alpha = \frac{1}{\lambda} \sum_{i \in \mathcal{N}} \left( \frac{\rho_i}{1 - \rho_i} + \lambda_i S_i \right). \]  

Because \( \alpha \) is constant regardless of the visiting order of clusters, the minimization of \( E[W_{\text{total}}] \) is equivalent to that of the weighted sum of the mean waiting times \( E[W_{\text{wait},i}] \) in the exhaustive-service polling model:

\[
\text{minimize} \quad \sum_{i \in \mathcal{N}} c_i E[W_{\text{wait},i}].
\]  

In the rest of this section, we follow the lower bound approach in \([8, 10]\), and obtain an approximate solution of Eq. (3.6).

Under the exhaustive service discipline, the mean waiting time \( E[W_{\text{wait},i}] \) (\( i \in \mathcal{N} \)) at cluster \( i \) takes a form: \([8]\)

\[
E[W_{\text{wait},i}] = \frac{\lambda_i x_i^{(2)}}{2(1 - \rho_i)} + \frac{v_i^{(2)}}{2v_i}, \quad i \in \mathcal{N},
\]  

where \( v_i \) and \( v_i^{(2)} \) (\( i \in \mathcal{N} \)) denote the first and second moments of interval lengths from departures of the message ferry from cluster \( i \) to the next arrival instants. Because \( v_i^{(2)} \geq v_i^2 \), the weighted sum of \( E[W_{\text{wait},i}] \) is bounded from below:

\[
\sum_{i \in \mathcal{N}} c_i E[W_{\text{wait},i}] \geq \frac{1}{2} \sum_{i \in \mathcal{N}} \sum_{i \in \mathcal{N}} c_i \left( \frac{\lambda_i x_i^{(2)}}{1 - \rho_i} + v_i \right).
\]  

We adopt the approach of \([8]\) minimizing the lower bound given by the right hand side of Eq. (3.8), instead of \( \sum_{i \in \mathcal{N}} c_i E[W_{\text{wait},i}] \).

Let \( q_i \) (\( i \in \mathcal{N} \)) denote the mean number of visits at cluster \( i \) per unit time. Because \( q_i^{-1} \) (\( i \in \mathcal{N} \)) is equal to the mean cycle time \( E[C_i] = v_i/(1 - \rho_i) \) \([52]\), we have

\[
v_i = \frac{1 - \rho_i}{q_i}, \quad i \in \mathcal{N}.
\]  

Substituting Eq. (3.9) into the right hand side of Eq. (3.8), rearranging terms with Eq. (3.5), and ignoring constant factors and terms, we obtain the objective function \( f(q) \) of the minimization problem.

\[
f(q) = \sum_{i \in \mathcal{N}} \frac{\lambda_i}{q_i}.
\]
where \( q = (q_1, q_2, \ldots, q_N) \).

The constraints on \( q \) are obtained as follows. First of all, \( q_i > 0 \) for all \( i \in N \). Furthermore

\[
\rho + 2 \sum_{j \in N} S_j q_j = 1,
\]

should hold. Note that \( 2S_j q_j \) \( (j \in N) \) denote the time-average probability that the message ferry is traveling between the sink node and cluster \( i \). Because \( \rho \) represents the probability of one of the clusters being served. Therefore the sum of them should be equal to one. In summary, we have the following Problem \( P \).

\[
P: \text{minimize } f(q),
\]

\[
\text{subject to } \rho + 2 \sum_{j \in N} S_j q_j = 1,
\]

\[
q_i > 0, \quad i \in N.
\]

Problem \( P \) is easy to solve with the Lagrange multipliers method. We define \( L(q, \theta) \) as

\[
L(q, \theta) = f(q) + \theta(\rho + 2 \sum_{j \in N} S_j q_j - 1),
\]

where \( \theta > 0 \) denotes the Lagrange multiplier. We then have

\[
\frac{\partial L}{\partial q_i} = -\frac{\lambda_i}{q_i^2} + 2\theta S_i = 0, \quad i \in N,
\]

from which, it follows that

\[
q_i = \sqrt{\frac{\lambda_i}{2\theta S_i}} > 0, \quad i \in N.
\]

\( q_i \) in Eq. (3.12) should satisfy Eq. (3.11), so that

\[
\rho + \sqrt{\frac{1}{\theta} \sum_{j \in N} \sqrt{2\lambda_j S_j}} = 1,
\]

from which, it follows that

\[
\sqrt{\frac{1}{\theta}} = \frac{1 - \rho}{\sum_{j \in N} \sqrt{2\lambda_j S_j}}.
\]
and therefore we obtain from Eq. (3.12)

\[
q_i = \frac{1 - \rho}{\sqrt{\sum_{j \in \mathcal{N}} 2 \lambda_j S_j}} \cdot \sqrt{\frac{\lambda_i}{2 S_i}}, \quad i \in \mathcal{N}.
\]  

(3.13)

Let \( p_i \) \((i \in \mathcal{N})\) denote the ratio of the message ferry's visit to cluster \( i \). It then follows from Eq. (4.2) that

\[
p_i = \frac{q_i}{\sum_{j \in \mathcal{N}} q_j} = \frac{\sqrt{\lambda_i / S_i}}{\sum_{j \in \mathcal{N}} \sqrt{\lambda_j / S_j}}.
\]

(3.14)

Eq. (3.14) indicates that the optimal frequency of visits to clusters is determined only by the ratio of the arrival rate \( \lambda_i \) \((i \in \mathcal{N})\) to the one-way travel times \( S_i \) \((i \in \mathcal{N})\), and it is independent of service times \( x_i \) \((i \in \mathcal{N})\). Thus, in our proposed scheme, the message ferry frequently visits clusters with high arrival rates and/or small distances to the sink node.

The next is to find the visiting order of clusters, whose frequency is given by Eq. (3.14). When non-periodic orders are allowed, this problem is called balanced sequence/words and examined in [5, 45], where each cluster is spaced as evenly as possible in the sequence. In our system, however, the target frequency \( p_i \) is an approximate one and the frequency of visits to each cluster is not exactly identical to the target frequency. Taking account of it, we use the following procedure for determining the visiting order of clusters, which is a combination of proposals in [10, 43].

Step 1: Determination of the cycle length and the frequency of visits. We borrow an idea in [10]. Let \( M \) denote an positive integer representing the cycle length in terms of the number of visited clusters. Also, let \( m_i \) \((i \in \mathcal{N})\) denote the number of visits to cluster \( i \) in a cycle. We define \( \text{int}(x) \) \((x > 0)\) as

\[
\text{int}(x) = \begin{cases} 
  [x], & x - [x] < 0.5, \\
  [x], & \text{otherwise}. 
\end{cases}
\]

For \( m = N, N + 1, \ldots \), we seek minimum \( m = m^* \) such that

\[
\text{int}(m^* p_i) \geq 1, \quad i \in \mathcal{N}, \\
|m^* p_i - \text{int}(m^* p_i)| \leq \epsilon, \quad i \in \mathcal{N},
\]
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and

$$\sum_{i \in \mathcal{N}} \text{int}(m^* p_i) = m^*,$$

where $\epsilon$ is a predetermined parameter. We then set

$$M = m^*, \quad m_i = \text{int}(m^* p_i) \quad (i \in \mathcal{N}).$$

Step 2: Determination of the visiting order. We use the procedure given in Appendix C of [43], which is summarized as follows. Let $\mathcal{M} = \{m_i; \ i \in \mathcal{N}\}$ denote the set of the numbers of visits to respective nodes in a cycle. For $r \in \mathcal{M}$, let $\mathcal{I}^{(r)} = \{i \in \mathcal{N}; \ m_i = r\}$ denote the set of indices of clusters visited $r$ times in a cycle. Furthermore, let $Q^{(r)}$ ($r \in \mathcal{M}$) denote a repeated string of symbols in $\mathcal{I}^{(r)}$, where each symbol appears $r$ times with equal distance. For example, if $\mathcal{I}^{(3)} = \{2, 4\}$, $Q^{(3)}$ is given by 242424. For any string $A$, let $|A|$ denote the length of string $A$.

1. Prepare $Q^{(r)}$ for all $r \in \mathcal{M}$.

2. Choose $r \in \mathcal{M}$ and $\mathcal{D} = \{r\}$. Let $P = Q^{(r)}$.

3. If $\mathcal{M} \setminus \mathcal{D} = \emptyset$, stop the procedure, where $P$ gives the visiting order of clusters.

4. Choose $r \in \mathcal{M} \setminus \mathcal{D}$ and $\mathcal{D} := \mathcal{D} \cup \{r\}$. We then merge $Q^{(r)}$ into $P$, and the resulting string is denoted by $P^{(r)}$, where $|P^{(r)}| = |P| + |Q^{(r)}|$. The rule of this merging operation is as follows. The $k$th symbol in $Q^{(r)}$ is identical to the $(k + d(k))$th symbol in $P^{(r)}$, where

$$d(k) = \text{int}((k - 1)|P|/|Q^{(r)}|), \quad k = 1, 2, \ldots, |Q^{(r)}|.$$

The rest of symbols in $P^{(r)}$ is identical to those in $P$, and the order of those symbols are identical in $P$ and $P^{(r)}$.

5. Let $P = P^{(r)}$ and go to step 3.

The flowchart of the overall procedures to obtain optimal visiting order is presented in Figure 3.4.

3.5 Simulation results

In this section, we evaluate the performance of our proposed scheme through simulation experiments.
3.5 Simulation results

We consider a system composed of a sink node and ten isolated clusters (N = 10). We use two kinds of cluster layouts: Circle-based layout and random layout models. In the circle-based layout model, ten clusters are placed equally dividing a circle with a radius of 13km, and the sink node is located at the center of the circle. On the other hand, the random layout model is illustrated in Figure 3.5. The circle-based layout and random layout models correspond to the cases of identical and different one-way traveling times $S_i$ (i = 1, 2, ..., 10), respectively. We assume that the message ferry travels at a fixed speed of 10m/s (i.e., 36km/h). We denote the mean one-way traveling time by $S = \frac{1}{N} \sum_{j \in N} S_j$, which is fixed to 1,300 [s] in any case. Transmission times of bundles at all clusters are independent and identically distributed according to an exponential distribution with mean $x_i = 1$ [s]. For the settings of $\lambda_i$ (i = 1, 2, ..., 10), we consider four cases, one is the homogeneous case and other three cases are heterogeneous, as shown in Table 3.1. In the following results, we mainly examine how $\lambda_i$ and $S_i$ affect the mean delivery delay $E[W_{total}]$ (sec).

We compute the visiting order of clusters according to the procedure in Section 3.4, where $\epsilon$ is set to be 0.4. Recall that in the proposed visiting order, the message ferry
Figure 3.5: Random layout model \( N = 10, S_1=600, S_2=900, S_3=1,000, S_4=1,100, S_5=1,200, S_6=1,300, S_7=1,400, S_8=1,500, S_9=1,600, S_{10}=2,400, S = 1,300, C = 13,304.94 \). The cluster IDs are assigned in an ascending order of the distance from the sink node.

Figure 3.6: Message ferry’s traveling sequence for the proposed optimal visiting order (for example the visiting order becomes 1–3–2).

returns to the sink node before visiting the next cluster, as shown in Figures 3.2 (b) and Figures 3.6. For the sake of comparison, we also consider a cyclic visiting order and a TSP-based routing (cf. Figure 3.2 (a)). In the cyclic visiting order, the message ferry visits clusters one by one via the sink node, i.e., 1–sink–2–sink–⋯. On the other hand, in the TSP-based routing, the message ferry visits clusters according to the shortest cyclic path that starts from and ends with the sink node. Let \( C \) denote the traveling time of one cycle in the TSP-based routing. We then have \( C = 9,830.92 \) and \( C = 13,304.94 \) in the circle-based and random layout models, respectively. For each simulation experiment, we discard the initial interval of 50,000 seconds as transient period and collect data in the subsequent interval from 50,000 to 6,000,000 (sec). All simulation results are presented with 95% confidence intervals, based on ten independent simulation runs.
Table 3.2: Mean delivery delay $E[W_{\text{total}}]$ in the circle-based layout model with homogeneous arrival rates ($N=10$).

<table>
<thead>
<tr>
<th>Visiting order</th>
<th>$E[W_{\text{total}}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposal</td>
<td>1-2-3-4-5-6-7-8-9-10-</td>
</tr>
<tr>
<td>Cyclic</td>
<td>1-2-3-4-5-6-7-8-9-10-</td>
</tr>
<tr>
<td>TSP</td>
<td>sink-1-2-3-4-5-6-7-8-9-10-sink-</td>
</tr>
</tbody>
</table>

### 3.5.2 Performance evaluation

We first evaluate the performance of three schemes in the circle-based layout, where $S_i$ are homogeneous. Table 3.2 shows the visiting order and the mean delivery delay $E[W_{\text{total}}]$ when $\lambda_i$'s are homogeneous. Note that our proposed scheme is identical with the cyclic scheme in this case because $\lambda_i/S_i$'s ($i \in N$) are identical. We observe that the TSP-based routing has the smallest $E[W_{\text{total}}]$ in this scenario.

Next, we examine the influence of the heterogeneity of $\lambda_i$. Table 3.3 shows the result in the circle-based layout, where $\lambda_i$'s are set according to the descending/random/ascending arrival rate scenarios in Table 3.1. Note that the descending and ascending scenarios are both extremes and therefore in each scheme, the random arrival rate scenario yields the second best mean delivery delay. Even though the TSP-based routing has the smallest delivery delay, the difference between our proposed scheme and TSP-based routing becomes small, compared with the homogeneous case in Table 3.2.

The small difference of the results within our proposed scheme comes from a specific implementation of the procedure for generating the visiting order, where clusters are always arranged in an ascending order of their indices. If we arranged clusters in the descending order of their indices in the case of the ascending arrival rate scenario, we would have the visiting order of 10-9-8-7-10-6-5-9-4-10-3-2-1- and the result would be identical to that in the descending arrival rate scenario. The cyclic visiting order is essentially identical to the ordinary polling model, and the mean waiting time in asymmetric polling models is known to depend on the visiting order [18].

Recall that neither the TSP-based routing nor the cyclic visiting order take account of arrival rates at clusters. Compared with the cyclic visiting order, the difference between the mean delivery delay of the descending and ascending arrival rate scenarios in TSP-based routing is significantly large by the following reason. In the TSP-based routing, the message ferry visits clusters successively while carrying collected bundles with it, before returning to the sink node. In the descending arrival rate scenario, the message ferry tends to collect many bundles at clusters with small indices (i.e., in
Table 3.3: Mean delivery delay $E[W_{total}]$ in the circle-based layout model with heterogeneous arrival rates ($N=10$).

<table>
<thead>
<tr>
<th>Visiting order</th>
<th>$E[W_{total}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposal 1-2-3-4-1-5-6-2-7-1-8-9-10-</td>
<td>38,004.41±63.15</td>
</tr>
<tr>
<td>Random 3-4-1-2-3-5-6-4-7-3-8-9-10-</td>
<td>38,142.16±38.95</td>
</tr>
<tr>
<td>Ascend. 10-9-1-2-10-3-4-9-5-10-6-7-8-</td>
<td>38,246.43±55.56</td>
</tr>
<tr>
<td>Cyclic Descend. 1-2-3-4-5-6-7-8-9-10-</td>
<td>45,353.64±61.46</td>
</tr>
<tr>
<td>Random 1-2-3-4-5-6-7-8-9-10-</td>
<td>45,434.70±63.28</td>
</tr>
<tr>
<td>Ascend. 1-2-3-4-5-6-7-8-9-10-</td>
<td>45,654.29±53.12</td>
</tr>
<tr>
<td>TSP Descend. sink-1-2-3-4-5-6-7-8-9-10-sink</td>
<td>36,983.58±82.62</td>
</tr>
<tr>
<td>Random sink-1-2-3-4-5-6-7-8-9-10-sink</td>
<td>36,384.11±33.85</td>
</tr>
<tr>
<td>Ascend. sink-1-2-3-4-5-6-7-8-9-10-sink</td>
<td>33,744.17±68.49</td>
</tr>
</tbody>
</table>

Table 3.4: Mean delivery delay $E[W_{total}]$ in the circle-based layout model with one heavily loaded cluster ($N=10$, $\lambda = 0.9\lambda$, $\lambda_1 = 0.1\lambda/9$ ($i = 2, 3, \ldots, 10$)).

<table>
<thead>
<tr>
<th>Visiting order</th>
<th>$E[W_{total}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposal 1-2-3-1-4-⋯-1-9-1-10-</td>
<td>7072.23±39.45</td>
</tr>
<tr>
<td>TSP sink-1-2-3-4-5-6-7-8-9-10-sink</td>
<td>14901.43±67.89</td>
</tr>
<tr>
<td>sink-10-9-8-7-6-5-4-3-2-1-sink-</td>
<td>8285.17±56.17</td>
</tr>
</tbody>
</table>

the former part of the cycle), and it carries them while visiting other lightly-loaded clusters with large indices. In this way, many bundles suffer from long delay, which leads to a significant increase of the mean delivery delay in the descending arrival rate scenario.

Note here that the TSP-based routing is not always superior to our proposed scheme. For example, suppose 90% of traffic is generated at cluster 1 and the rest is divided evenly among nine other clusters, while keeping the total traffic intensity fixed to $\lambda=0.76$. Table 3.4 shows the result. The mean delivery delay in the TSP-based routing is greater than that in our proposed scheme and in the TSP-based routing, the direction at which the message ferry moves affects the performance significantly.

We now turn our attention to the random layout model in Figure 3.5, where distances between clusters and between the sink node and respective clusters are not

Table 3.5: Mean delivery delay $E[W_{total}]$ in the random layout model with homogeneous arrival rates.

<table>
<thead>
<tr>
<th>Visiting order</th>
<th>$E[W_{total}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposal 1-2-7-3-4-5-8-6-1-2-9-3-4-5-10-6-</td>
<td>44,325.52±56.87</td>
</tr>
<tr>
<td>Cyclic 1-2-3-4-5-6-7-8-9-10-</td>
<td>49,357.16±49.41</td>
</tr>
<tr>
<td>10-9-8-7-6-5-4-3-2-1-</td>
<td>49,416.77±52.19</td>
</tr>
<tr>
<td>TSP sink-9-7-2-10-6-5-4-3-8-1-sink-</td>
<td>45,842.34±55.98</td>
</tr>
<tr>
<td>sink-1-8-3-4-5-6-10-2-7-9-sink-</td>
<td>45,896.17±78.30</td>
</tr>
</tbody>
</table>
Table 3.6: Mean delivery delay $E[W_{\text{total}}]$ in the random layout model with heterogeneous arrival rates.

<table>
<thead>
<tr>
<th>Proposal</th>
<th>Visiting order</th>
<th>$E[W_{\text{total}}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\lambda_i$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Descend.</td>
<td>1-2-3-7-1-4-5-1-2-8-6-1-3-9-1-2-4-5-1-10-6-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3-2-1-3-4-5-7-6-8-3-2-4-9-3-5-6-10-</td>
</tr>
<tr>
<td></td>
<td>Random</td>
<td>10-1-2-3-4-5-1-0-6-7-8-9-</td>
</tr>
<tr>
<td></td>
<td>Ascend.</td>
<td>1-2-3-4-5-6-7-8-9-10-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-9-8-7-6-5-4-3-2-1-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1-2-3-4-5-6-7-8-9-10-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-9-8-7-6-5-4-3-2-1-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1-2-3-4-5-6-7-8-9-10-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-9-8-7-6-5-4-3-2-1-</td>
</tr>
<tr>
<td>Cyclic</td>
<td>Descend.</td>
<td>sink-9-7-2-10-6-5-4-3-8-1-sink-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sink-1-8-3-4-5-6-10-2-7-9-sink-</td>
</tr>
<tr>
<td></td>
<td>Random</td>
<td>sink-9-7-2-10-6-5-4-3-8-1-sink-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sink-1-8-3-4-5-6-10-2-7-9-sink-</td>
</tr>
<tr>
<td></td>
<td>Ascend.</td>
<td>sink-9-7-2-10-6-5-4-3-8-1-sink-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sink-1-8-3-4-5-6-10-2-7-9-sink-</td>
</tr>
<tr>
<td>TSP</td>
<td>Descend.</td>
<td>sink-9-7-2-10-6-5-4-3-8-1-sink-</td>
</tr>
<tr>
<td></td>
<td>Random</td>
<td>sink-9-7-2-10-6-5-4-3-8-1-sink-</td>
</tr>
<tr>
<td></td>
<td>Ascend.</td>
<td>sink-9-7-2-10-6-5-4-3-8-1-sink-</td>
</tr>
</tbody>
</table>

identical. Recall that cluster indices are set in the ascending order of $S_i \ (i \in \mathcal{N})$. Table 3.5 shows the result for the homogeneous arrival rate scenario. Our proposed scheme is superior to the TSP-based routing, which indicates that serving clusters close to the sink node more frequently is beneficial to the reduction of the overall mean delivery delay.

Finally, Tables 3.6 shows the results when both $\lambda_i$ and $S_i$ are heterogeneous. In all arrival rate scenarios, our proposed scheme shows the better performance than the TSP-based routing, and the difference between the mean delivery delays in our proposed scheme and the TSP-based routing depends on the scenarios. In general, a large variation in $\sqrt{\lambda_i/S_i} \ (i \in \mathcal{N})$ yields the large variance of $p_i \ (i \in \mathcal{N})$, and it leads to a long visiting order sequence. Performance of our scheme has a strong correlation to the length of the visiting order sequence and scenarios yielding long sequences are more preferable for our proposed scheme.

### 3.6 Conclusion

We focused on a system where a message ferry collects bundles from isolated clusters and delivers those to the sink node, where transmission times of bundles are not negligible. To minimize the total mean delivery delay of bundles, we proposed an algorithm for obtaining a quasi-optimal visiting order of clusters, with the help of the optimization technique of the conventional polling model. Through simulation
experiments, we showed that the proposed visiting order can perform well, especially when the arrival rate and/or distances are heterogeneous.
CHAPTER 4

Grouping Clusters

This chapter addresses another part of inter-cluster communication by studying the grouping of clusters. Recall that when there are lots of clusters in ferry-assisted multi-cluster DTNs, multiple message ferries and sink nodes will be required to adopt with the system capacity limit. Hence, clusters need to be divided into groups such that each group consists of physically close clusters, a sink node, and a message ferry. In order to minimize the overall mean delivery delay of bundles, group should be created by taking account of the offered load of each cluster, distance between them and capacity limit of each sink node.

4.1 Grouping Clusters to Minimize the Total Mean Delivery

In the proposed multi-cluster delay tolerant networks, if the arrival rates of bundles at clusters are different from each other and service times are not negligible, bundles in clusters with high arrival rate must wait for a long time to be delivered to the sink node, while less important visits to clusters with a few bundles also take place. In Chapter 3, we have already proposed and discussed a scheme to determine an optimal visiting order of a message ferry for one group [24], which minimizes the mean delivery delay of bundles, i.e., the average time interval from the generation of a bundle in a cluster to the completion of its delivery to the sink node. This optimization problem can be reduced to the minimization problem of the weighted mean waiting time in the conventional polling model of queueing theory [31, 53]. The proposed visiting order is effective, especially when arrival rates of bundles in clusters and/or
distances between clusters and the sink node are heterogeneous.

When there are lots of distant static clusters with heterogeneous offered load, there is potentially a drawback in designing a route using only one message ferry: The time spent for one cycle of the route increases with the number of clusters. This issue is the main concern of this chapter. The whole system is divided into multiple groups, each of which consists of a sink node, clusters, and one message ferry. We assume that the sink node is constructed in one of clusters in each group. In what follows, we call the cluster with the sink node the base cluster and others group members. Figure 4.1 presents an example of grouping. We further assume that high speed channels are available at the base cluster, so that the offered load of the base cluster is assumed to be excluded from the total offered load in each group. Note here that the total offered load handled by a message ferry should be less than one, and a moderate intensity, say 0.7 or less, is preferable. Moreover, for given number and positions of clusters, the total number of sink nodes (i.e., message ferries and groups) should be limited in order to suppress the introduction cost of the system. Figure 4.2 illustrates an example of grouping considering traffic intensity.

Our main goal is making groups to minimize the mean delivery delay of bundles among groups. As mentioned above, in Chapter 3, we have already obtained the solution in the case of one group [24]: We have the explicit objective function that in a nonlinear function composed of arrival rate of bundles in clusters and distance between clusters and their sink nodes. Based on this knowledge, we first model our problem as a nonlinear integer programming. Due to the complexity of the objective function, however, it might be hard to solve this problem directly. Furthermore,
4.1 Grouping Clusters to Minimize the Total Mean Delivery

This formulation may sacrifice the performance of lightly-loaded clusters with long distances from their base clusters, in order to minimize the overall mean delivery delay.

To tackle these problems, we introduce two-step optimization technique based on linear integer programming. In the first step, we find the minimum of longest distances between group members and their base clusters under the constraint that the offered load in each group is less than a predefined threshold (e.g., 0.7). For this purpose, we use a variant of the capacitated vertex $p$-center problem (CVPCP) in facility location problems [33, 40, 41, 46].

**Proposed Method: Capacitated vertex $p$-center problem:** Capacitated vertex $p$-center problem tries to find locations of $p$ capacitated facilities and assign customers to them when the locations and capacity of facilities, and the locations and demand of customers are given. The objective function of this problem is the minimization of the longest distance between customers and their associated facilities.

The first step optimization contributes to balancing the longest distance between a base cluster and its group members among groups. The second optimization reconfigures the groups in order to minimize the overall mean delivery delay. Because the objective function in the original problem is an increasing function of the square root of the product of group member's arrival rates and distances from their base clusters, we consider minimizing the sum of those products under the constraint that the longest distance does not exceed the first step optimization result. We give some numerical results to evaluate the characteristics of the obtained groups and how to find the optimal solution.
The rest of this chapter is organized as follows. Section 4.2 provides the problem formulation. In Section 4.3, through numerical results, we demonstrate the characteristics of groups and explain how to find the optimal grouping. Finally we conclude the chapter in Section 4.4.

4.2 Problem formulation

4.2.1 Overview

Our goal is the development of a method for dividing clusters into several disjoint groups adequately in terms of the introduction cost and the total mean delivery delay. For each group, we select a base cluster, where a sink node is located, and we assign a message ferry. Recall that the sink node has a connection to the outer world and can directly handle the traffic generated in its base cluster via high speed channels, and the message ferry goes back and forth between the base cluster and other clusters in order to collect bundles. The optimal visiting order of clusters in a group, which results in the minimization of the total mean delivery delay is obtained according to Chapter 3.

In general, the total mean delivery delay of bundles decreases with the increase of the number of message ferries (which is equal to the number of groups). Therefore our problem is multi-objective. In order to restrain the introduction cost, it is preferable that the number of message ferries should be minimal within a range that the total mean delivery delay is allowable. Note that the mean delivery delay in each group of clusters has the following two features, because each group of clusters can be viewed as a polling model [24] (discussed in Chapter 3).

1) The total offered load $\rho$ handled by the message ferry should be moderate (e.g., $\rho \leq 0.7$) because the mean delivery delay is a nonlinear function of the total offered load $\rho$, which involves the factor $(1 - \rho)^{-1}$.

2) Travel times between base cluster and group members linearly affect the mean delivery delay because they correspond to switchover times in the polling model.

Based on the above observation, we take the following approach. We first set the maximum allowable $\theta$ of offered load in each group and determine the lower bound $K_{\text{lower}}^*$ of the number $K$ of groups. We then attempt to solve a min-max integer program in order to minimize the total mean delivery delay of bundles. Note here that the number $K$ of groups is first set to be $K_{\text{lower}}^*$, and if the program is not feasible,
we add one to $K$ and solve the program again. Repeating this procedure, we will have the solution with a minimum feasible $K = K^*_\text{min}$ eventually.

4.2.2 Nonlinear integer programming formulation

We assume that there are $V$ clusters labeled 1 to $V$ in a certain geographical area. Let $\mathcal{V} = \{1, 2, \ldots, V\}$ denote the set of cluster indices. We define $d = [d_{i,j}] (i, j \in \mathcal{V})$ as a matrix of the message ferry's traveling time $d_{i,j}$ between cluster $i$ and cluster $j$, where $d_{i,i} (i \in \mathcal{V})$ is equal to zero. Also, let $\rho = [\rho_i] (i \in \mathcal{V})$ denote a vector of the offered load $\rho_i$ of cluster $i$. We assume that transmission times of bundles at all clusters are independent and identically distributed (i.i.d.) according to a general distribution with mean $h_i$. Let $\lambda_i (i \in \mathcal{V})$ denote arrival rate of bundles of cluster $i$.

We first find the lower bound $K^*_\text{lower}$ of the number $K$ of groups. Suppose there exist $K$ disjoint, non-empty group partitions for a given maximum allowable offered load $\theta$ in each group. Without loss of generality, we assume $\rho_1 \geq \rho_2 \geq \cdots \geq \rho_V$. If cluster $i$ for some $i > K$ is a base cluster of group $k$, there exists a cluster $j$ ($j \leq K$) of group $k'$. We then swap those two clusters; cluster $j$ becomes a base cluster of group $k$ and cluster $i$ joins group $k'$ as a group member. This swap yields another feasible group partition because it decreases the total offered load of group $k'$ by $\rho_j - \rho_i$, and when $k \neq k'$, the total offered load of group $k$ remains the same. Therefore, we consider only the case that clusters 1 to $K$ are base clusters in discussing $K^*_\text{lower}$ for a while. If a feasible partition of $K$ groups is given, $\rho_{K+1} \leq \theta$ and $\rho_{K+1} + \rho_{K+2} + \cdots + \rho_V \leq K\theta$. We thus have

$$K^*_\text{lower} = \min_{1 \leq K \leq V} \left\{ K ; \rho_{K+1} \leq \theta, \sum_{i=K+1}^{V} \rho_i \leq K\theta \right\}.$$

Note that the minimum feasible number $K^*_\text{min}$ of groups is not less than $K^*_\text{lower}$, i.e., $K^*_\text{min} \geq K^*_\text{lower}$.

We define the set of base clusters as $\mathcal{K}$, where $|\mathcal{K}| = K$. Let $\mathcal{V}^{(k)}$ denote the set of clusters in group $k$, where $|\mathcal{V}^{(k)}| = V^{(k)}$. Let $E[W_{\text{total}}^{(k)}]$ denote the overall mean delivery delay of bundles of group $k$. $E[W_{\text{total}}^{(k)}]$ is defined as follows:

$$E[W_{\text{total}}^{(k)}] = \sum_{i \in \mathcal{V}^{(k)} - \{k\}} \frac{\lambda_i E[W_{\text{deliver},i}^{(k)}]}{\sum_{i \in \mathcal{V}^{(k)} - \{k\}} \lambda_i} \quad (k \in \mathcal{K}),$$

where the delivery delay $E[W_{\text{deliver},i}^{(k)}]$ is the average time interval from the generation of a bundle of cluster $i$ ($i \in \mathcal{V}^{(k)} - \{k\}$, $k \in \mathcal{K}$) to the completion of its delivery to the sink.
node in the base cluster at group $k$. The overall average weighted sum of total mean delivery delay of bundles of all groups becomes

$$E[W_{\text{total}}] = \frac{\sum_{k \in \mathcal{K}} \lambda^{(k)}_{\text{total}} E[W^{(k)}_{\text{total}}]}{\sum_{k \in \mathcal{K}} \lambda^{(k)}_{\text{total}}},$$

where $\lambda^{(k)}_{\text{total}} = \sum_{i \in \mathcal{V}^{(k)} - \{k\}} \lambda_i$.

Our main objective is to create groups of clusters in order to minimize $E[W_{\text{total}}]$. Recall that minimization of $E[W_{\text{total}}]$ can be obtained by optimizing the visiting order of the message ferry in each group $k$. The optimal visiting order of the message ferry can be achieved by adopting the minimization problem of conventional polling model as described in our previous work [24] (discussed in Chapter 3). In [24], it is obtained that by ignoring constant factors and terms, the objective function of the minimization problem is reduced to

$$f^{(k)}(q^{(k)}) = \sum_{i \in \mathcal{V}^{(k)} - \{k\}} \frac{\lambda_i}{q_i},$$

where $q^{(k)}$ is a vector of $q_i$ ($i \in \mathcal{V}^{(k)} - \{k\}$), which is the mean number of visits at cluster $i$ per unit time at group $k$ ($k \in \mathcal{K}$), i.e.,

$$q_i = \frac{1 - \rho^{(k)}_{\text{total}}}{\sum_{j \in \mathcal{V}^{(k)} - \{k\}} \sqrt{2\lambda_j d_{k,j}} \cdot \sqrt{\frac{\lambda_i}{2d_{k,i}}}} (i \in \mathcal{V}^{(k)} - \{k\}, k \in \mathcal{K}),$$

where $\rho^{(k)}_{\text{total}} = \sum_{i \in \mathcal{V}^{(k)} - \{k\}} \rho_i$. Therefore $f^{(k)}(q^{(k)})$ in Eq. (4.1) is rewritten to be

$$f^{(k)}(q^{(k)}) = \left( \sum_{i \in \mathcal{V}^{(k)} - \{k\}} \sqrt{2\lambda_i d_{k,i}} \right)^2 \frac{1 - \rho^{(k)}_{\text{total}}}{1 - \rho^{(k)}_{\text{total}}}.$$

Based on the above discussion, in this chapter the objective function of the grouping problem can be reduced to the minimization of weighted average of $f^{(k)}(q^{(k)})$.
among all groups:

\[
\begin{align*}
A: & \quad \text{minimize} \quad \frac{\sum_{k \in \mathcal{K}} \lambda_{ij}^{(k)}}{\sum_{k \in \mathcal{K}} \lambda_{ij}^{(k)}} \\
& \quad \text{subject to} \quad x_{i,j} \in \{0, 1\}, \quad \forall i, j \in \mathcal{V}, \quad (4.4) \\
& \quad \sum_{i \in \mathcal{V}} x_{i,j} = 1, \quad \forall j \in \mathcal{V}, \quad (4.5) \\
& \quad \sum_{i \in \mathcal{V}} x_{i,i} = K, \quad (4.6)
\end{align*}
\]

where \(x_{i,j} (i, j \in \mathcal{V})\) are decision variables such that

\[
x_{i,j} = \begin{cases} 
1, & \text{if } i = j \text{ and cluster } i \text{ is a base cluster,} \\
1, & \text{if clusters } i \text{ and } j \text{ are in the same group and} \\
& \text{cluster } i \text{ is a base cluster,} \\
0, & \text{otherwise.}
\end{cases}
\]

Constraints (4.4) and (4.5) ensure that cluster \(j\) is either a base cluster \((x_{j,j} = 1)\) or a
cluster member in the same group as base cluster \(i\) \((x_{i,j} = 1 \text{ for } i \neq j)\). Constraint (4.6)
implies that there are \(K\) base clusters. Therefore \(\mathcal{K}\) and \(\mathcal{V}^{(k)}\) can be defined by \(x_{i,j}\):

\[
\mathcal{K} = \{i; x_{i,i} = 1\}, \quad \mathcal{V}^{(k)} = \{j; x_{k,j} = 1\} \quad (k \in \mathcal{K}).
\]

As Eq. (4.3) is a nonlinear function, it might be hard to solve Problem A with a
straightforward method. Furthermore, the mean delivery delay of lightly-loaded
group members with long distances from their base clusters may get large because
the minimization of the overall mean delivery delay will be achieved at the sacrifice of
the bad performance of such clusters.

To tackle these problems, we take a two-step approach based on linear integer
programming. From the original objective function Eq. (4.3), we expect that achieving
the following two characteristics leads to our objective: a) Reducing and balancing
total offered load among groups under certain capacity limitation, and b) reducing
and balancing the total traveling distances among groups. In the next subsection,
we show this can be realized by a two-step optimization technique based on linear
integer programming. Note that total offered load among groups can be reduced by
selecting clusters with high offered load as base clusters.
4.2.3 Linear integer programming formulation for approximate solution: Two-step optimization

From Eq. (4.2), we observe that the offered load $\rho_{\text{total}}^{(k)}$ in each group should be moderate, say, 0.7 or less. We then introduce the upper bound threshold $\theta$ of the offered load in each group. The first step in our approach is a relief of lightly loaded clusters. More specifically, given $V$, $K$, $d$, and $\theta$, we first try to find grouping where the longest distance between base clusters and their group members is minimized under the constraint of $K$ and $\theta$. This can balance the longest distance among groups. Note here that this kind of problem can be best studied by the capacitated vertex $p$-center problem in facility location problems [40, 46]. Hence, we can formulate the first step optimization as the following modified version of the capacitated vertex $p$-center problem.

B: minimize $W$

subject to $x_{i,j} \in \{0, 1\}, \ \forall i, j \in V,$

$$\sum_{i \in V} x_{i,j} = 1, \ \forall j \in V,$$

$$\sum_{i \in V} x_{i,i} = K,$$

$$\sum_{j \in V} \rho_j x_{i,j} - \rho_i x_{i,i} \leq \theta x_{i,i}, \ \forall i \in V,$$

$$\sum_{i \in V} d_{i,j} x_{i,j} - W \leq 0, \ \forall j \in V.$$  \hspace{1cm} (4.7)

Constraint (4.7) implies that for a base cluster $i$, the total offered load in its group is not greater than $\theta$. Note here that for $i \in V$ such that $x_{i,i} = 0$, both left and right hand sides of constraint (4.7) are equal to zero. Constraint (4.8) ensures that the distance between a base cluster and group members in each group is not greater than $W$. Note that other constraints used in Problem B are the same as those used in Problem A. Recall that the initial value of $K$ is set to be $K_{\text{lower}}^*$ and is increased one by one to $K_{\text{min}}^*$, where a feasible solution is found. The solution gives us base clusters and a group partition of clusters, which minimize the maximum distance between base clusters and their group members.

By solving Problem B, we obtain the minimum $W = W^*$, which provides the maximum allowable distance between group members and their base clusters. Under this constraint, we then try to minimize the mean delivery delay of bundles. Unfortunately, however, the objective function of the original problem is nonlinear and it might be
difficult to solve it. We thus employ the following heuristics. From Eq. (4.2), we observe that the essential quantity in minimizing the mean delivery delay is \( \sqrt{\lambda_i d_{k,i}} \) for group member \( i \) with base cluster \( k \). Therefore, we reconfigure the groups to minimize the sum of \( \sqrt{\lambda_i d_{k,i}} \) under the constraint of \( K, \theta \), and \( W^* \), where \( W^* \) is the solution of Problem B. The corresponding optimization problem is as follows.

\[
C: \quad \text{minimize} \quad \sum_{j \in \mathcal{V}} \sqrt{\lambda_j} \sum_{i \in \mathcal{V}} \sqrt{d_{i,j} x_{i,j}} \\
\text{subject to} \quad x_{i,j} \in \{0, 1\}, \quad \forall i, j \in \mathcal{V}, \\
\sum_{i \in \mathcal{V}} x_{i,j} = 1, \quad \forall j \in \mathcal{V}, \\
\sum_{i \in \mathcal{V}} x_{i,i} = K, \\
\sum_{j \in \mathcal{V}} \rho_j x_{i,j} - \rho_i x_{i,i} \leq \theta x_{i,i}, \quad \forall i \in \mathcal{V}, \\
\sum_{i \in \mathcal{V}} d_{i,j} x_{i,j} - W^* \leq 0, \quad \forall j \in \mathcal{V}.
\]

Note that in Problem C, the constraints are the same as those of Problem B except that \( W = W^* \) is constant.

The remaining problem is finding optimal \( \theta \) that satisfies Eq. (4.3). Given \( x_{i,j} (i, j \in \mathcal{V}) \) by solving the two-step optimization problem, we can calculate Eq. (4.1) for each group. Therefore we can find the optimal \( \theta \) as follows:

1. Set \( \theta \) to be a maximum allowable offered load, e.g., 0.7.

2. Calculate the lower bound \( K_{\text{lower}}^* \) of the number \( K \) of groups according to the procedure in section 4.2.2.

3. Find the minimum feasible number \( K_{\text{min}}^* \) of groups according to the procedure in section 4.2.2.

4. With the help of line search technique [42], find the optimal \( \theta = \theta^* \leq 0.7 \), which minimizes the value of the objective function of Problem A. Note that the finally obtained grouping also minimizes \( E[W_{\text{total}}] \).

### 4.3 Numerical results

We consider an area of 40 [km] \( \times \) 30 [km], where fifty isolated clusters \( (V = 50) \) are randomly located, as illustrated in Figure 4.3 and we then set \( d = [d_{i,j}] (i, j \in \mathcal{V}) \)
Figure 4.3: Random layout model with \( V = 50 \), where the numerical values inside circles imply the cluster IDs.

Table 4.1: Settings of \( \rho_i \) (\( V=50 \)).

<table>
<thead>
<tr>
<th>Case</th>
<th>( \rho_1 )</th>
<th>( \rho_2 )</th>
<th>( \rho_3 )</th>
<th>\ldots</th>
<th>( \rho_{50} )</th>
<th>( \bar{\rho} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ascending</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>\ldots</td>
<td>0.50</td>
<td>0.255</td>
</tr>
<tr>
<td>Descending</td>
<td>0.50</td>
<td>0.49</td>
<td>0.48</td>
<td>\ldots</td>
<td>0.01</td>
<td>0.255</td>
</tr>
</tbody>
</table>

accordingly. For inter-cluster communications, we assume that each message ferry travels at a fixed speed of 10 m/s (i.e., 36 km/h). Table 4.1 illustrates two settings of \( \rho \) for heterogeneous and moderately loaded cases where \( \rho_i \) is assigned in an ascending order and a descending order with cluster IDs, and \( \bar{\rho} \) is 0.255 in both cases. We assume that transmission times of bundles are i.i.d. according to an exponential distribution with mean \( h_i = 1 \) [s] \( (i \in \mathcal{V}) \). Since \( \rho_i = \lambda_i h_i \) \( (i \in \mathcal{V}) \), the settings of \( \lambda_i \) \( (i \in \mathcal{V}) \) become identical to those of \( \rho \) in both cases. The total distance between base cluster \( k \) and its group members is denoted as \( d_{(k)} \). By setting \( \theta = 0.70 \), we obtained \( K_{\text{lower}}^* = K_{\text{min}}^* = 12 \) according to the procedures in section 4.2.2. Therefore we fix \( K = 12 \) in the rest of this section. We also found that the minimum feasible \( \theta_{\text{lower}} \) of \( \theta \) is given by 0.62, so that we consider \( \theta \in [0.62, 0.70] \).

We obtain the groups by solving the two-step optimization technique using CPLEX [2]. Recall that Problem B provides temporary groups by minimizing the longest distance \( W \) between base clusters and their group members, while Problem C reconfigures the groups and provides final results by minimizing the sum of \( \sqrt{\lambda_i d_{k,i}} \) under the constraint of the allowable longest distance \( W^* \). Next, we determine the optimal visiting order of the message ferry in each group according to in Chapter 3 and [24]. Finally, we conduct the simulation experiments to obtain \( E[W_{\text{total}}^{(k)}] \) of group
4.3 Numerical results

Table 4.2: $d_{\text{total}}$, weighted average of $f^{(k)}(q^{(k)})$, and $E[W_{\text{total}}]$ ($K = 12$, Ascending case).

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$d_{\text{total}}$ [km]</th>
<th>Weighted average of $f^{(k)}(q^{(k)})$</th>
<th>$E[W_{\text{total}}]$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Step 1</td>
<td>Step 2</td>
<td>Step 1</td>
</tr>
<tr>
<td>0.70</td>
<td>300.1</td>
<td>272.6</td>
<td>8,277.5</td>
</tr>
<tr>
<td>0.69</td>
<td>302.8</td>
<td>278.1</td>
<td>8,345.1</td>
</tr>
<tr>
<td>0.68</td>
<td>308.9</td>
<td>279.5</td>
<td>8,011.2</td>
</tr>
<tr>
<td>0.67</td>
<td>313.5</td>
<td>281.4</td>
<td>7,815.3</td>
</tr>
<tr>
<td>0.66</td>
<td>321.7</td>
<td>284.2</td>
<td>6,925.2</td>
</tr>
<tr>
<td>0.65</td>
<td>331.2</td>
<td>285.9</td>
<td>6,890.0</td>
</tr>
<tr>
<td>0.64</td>
<td>349.5</td>
<td>330.0</td>
<td>8,092.8</td>
</tr>
<tr>
<td>0.63</td>
<td>353.8</td>
<td>331.8</td>
<td>8,056.1</td>
</tr>
<tr>
<td>0.62</td>
<td>417.1</td>
<td>416.2</td>
<td>9,977.0</td>
</tr>
</tbody>
</table>

Table 4.3: $d_{\text{total}}$, weighted average of $f^{(k)}(q^{(k)})$, and $E[W_{\text{total}}]$ ($K = 12$, Descending case).

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$d_{\text{total}}$ [km]</th>
<th>Weighted average of $f^{(k)}(q^{(k)})$</th>
<th>$E[W_{\text{total}}]$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Step 1</td>
<td>Step 2</td>
<td>Step 1</td>
</tr>
<tr>
<td>0.70</td>
<td>257.2</td>
<td>239.7</td>
<td>7,489.4</td>
</tr>
<tr>
<td>0.69</td>
<td>274.6</td>
<td>248.2</td>
<td>7,382.1</td>
</tr>
<tr>
<td>0.68</td>
<td>290.4</td>
<td>254.1</td>
<td>6,920.5</td>
</tr>
<tr>
<td>0.67</td>
<td>299.0</td>
<td>260.3</td>
<td>6,625.1</td>
</tr>
<tr>
<td>0.66</td>
<td>304.9</td>
<td>262.8</td>
<td>6,762.7</td>
</tr>
<tr>
<td>0.65</td>
<td>308.9</td>
<td>281.5</td>
<td>6,370.8</td>
</tr>
<tr>
<td>0.64</td>
<td>347.8</td>
<td>317.0</td>
<td>7,756.6</td>
</tr>
<tr>
<td>0.63</td>
<td>349.7</td>
<td>349.7</td>
<td>8,290.2</td>
</tr>
<tr>
<td>0.62</td>
<td>414.5</td>
<td>392.3</td>
<td>9,425.0</td>
</tr>
</tbody>
</table>

$k$ and calculate $E[W_{\text{total}}]$.

First, we observe the characteristics of grouping for different settings of $\theta$ in Table 4.2 for ascending case and in Table 4.3 for descending case. To grasp how the grouping of clusters changes, we show the sum $d_{\text{total}}$ of distances $d_{k,i}$ of group members from their base clusters. As we expected, there is some room to improve the performance, regardless of $\theta$, and $E[W_{\text{total}}]$ decreases in Step 2. Next, when $\theta$ decreases, $d_{\text{total}}$ monotonically increases while the weighted average of $f^{(k)}(q^{(k)})$, which is the objective function in the original problem, initially decreases but increases from a certain value of $\theta$. This suggests that there is an optimal $\theta^* = 0.65$. Figure 4.4 illustrates this characteristic of the weighted average of $f^{(k)}(q^{(k)})$ for both cases. Note that error bars indicate the range of one standard deviation $\sigma$ of the weighted average of $f^{(k)}(q^{(k)})$ ($k \in K$). We also observe that $E[W_{\text{total}}]$ has the same tendency as the weighted average of $f^{(k)}(q^{(k)})$ and the minimum $E[W_{\text{total}}]$ is achieved at $\theta^* = 0.65$, which are shown in Figure 4.5 and Figure 4.6. Therefore, we can obtain the optimal $\theta$ by examining the weighted average of $f^{(k)}(q^{(k)})$. Because of the limited search space for $\theta$, this
search does not require much computational overhead: $\theta$ should be not more than a moderate value, e.g., 0.7, and there will be the minimum feasible $\theta$, $\theta_{\text{lower}}$.

To examine the mean delivery delay in each group, we show $\rho^{(k)}_{\text{total}}$, $d^{(k)}_{\text{total}}$, and $\mathbb{E}[W^{(k)}_{\text{total}}]$ in Table 4.4 ($\theta = 0.7$), Table 4.5 ($\theta = \theta^* = 0.65$), and Table 4.6 ($\theta = \theta_{\text{lower}} = 0.62$) for ascending case. From Table 4.4, if $\theta > \theta^*$, clusters with lower offered load, e.g., 14 and 32, can become base clusters, which results in higher average of $\rho^{(k)}_{\text{total}}$, i.e., 0.66. Note that the offered load of base cluster $k$ is not included in $\rho^{(k)}_{\text{total}}$. In addition, $\rho^{(k)}_{\text{total}}$
Table 4.4: Results of two-step optimization ($K = 12, \theta = 0.7$, Ascending case).

<table>
<thead>
<tr>
<th>Base cluster ID</th>
<th>14</th>
<th>32</th>
<th>37</th>
<th>38</th>
<th>39</th>
<th>42</th>
<th>43</th>
<th>45</th>
<th>46</th>
<th>47</th>
<th>49</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho^{(k)}_{\text{total}}$</td>
<td>0.64</td>
<td>0.64</td>
<td>0.69</td>
<td>0.69</td>
<td>0.68</td>
<td>0.70</td>
<td>0.69</td>
<td>0.62</td>
<td>0.63</td>
<td>0.69</td>
<td>0.68</td>
<td>0.58</td>
</tr>
<tr>
<td>$d_{\text{total}}^{(k)}$ [km]</td>
<td>22.4</td>
<td>17.3</td>
<td>32.7</td>
<td>30.3</td>
<td>21.4</td>
<td>22.9</td>
<td>24.6</td>
<td>19.2</td>
<td>25.8</td>
<td>23.1</td>
<td>13.4</td>
<td>19.5</td>
</tr>
<tr>
<td>$E[W^{(k)}_{\text{total}}]$ [s]</td>
<td>3.373.1</td>
<td>2.890.5</td>
<td>7.462.7</td>
<td>6.424.4</td>
<td>4.525.1</td>
<td>5.769.2</td>
<td>5.835.5</td>
<td>3.665.7</td>
<td>3.898.2</td>
<td>4.960.5</td>
<td>2.574.5</td>
<td>1.689.6</td>
</tr>
</tbody>
</table>

Table 4.5: Results of two-step optimization ($K = 12, \theta = \theta^* = 0.65$, Ascending case).

<table>
<thead>
<tr>
<th>Base cluster ID</th>
<th>33</th>
<th>35</th>
<th>37</th>
<th>39</th>
<th>42</th>
<th>43</th>
<th>44</th>
<th>46</th>
<th>47</th>
<th>48</th>
<th>49</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho^{(k)}_{\text{total}}$</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
<td>0.58</td>
<td>0.65</td>
<td>0.63</td>
<td>0.64</td>
<td>0.64</td>
<td>0.65</td>
<td>0.64</td>
<td>0.63</td>
</tr>
<tr>
<td>$d_{\text{total}}^{(k)}$ [km]</td>
<td>34.9</td>
<td>35.2</td>
<td>20.9</td>
<td>18.8</td>
<td>24.4</td>
<td>28.2</td>
<td>17.7</td>
<td>26.5</td>
<td>15.7</td>
<td>15.8</td>
<td>8.5</td>
<td>39.1</td>
</tr>
<tr>
<td>$E[W^{(k)}_{\text{total}}]$ [s]</td>
<td>5.373.8</td>
<td>4.568.3</td>
<td>3.096.2</td>
<td>2.414.4</td>
<td>3.091.9</td>
<td>4.272.5</td>
<td>3.015.2</td>
<td>3.385.0</td>
<td>3.332.2</td>
<td>2.929.5</td>
<td>1.001.2</td>
<td>3.128.1</td>
</tr>
</tbody>
</table>

Table 4.6: Results of two-step optimization ($K = 12, \theta = \theta_{\text{lower}} = 0.62$, Ascending case).

<table>
<thead>
<tr>
<th>Base cluster ID</th>
<th>38</th>
<th>40</th>
<th>41</th>
<th>42</th>
<th>43</th>
<th>44</th>
<th>45</th>
<th>46</th>
<th>47</th>
<th>48</th>
<th>49</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho^{(k)}_{\text{total}}$</td>
<td>0.62</td>
<td>0.62</td>
<td>0.60</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
</tr>
<tr>
<td>$d_{\text{total}}^{(k)}$ [km]</td>
<td>32.2</td>
<td>21.4</td>
<td>27.1</td>
<td>36.6</td>
<td>37.3</td>
<td>23.9</td>
<td>42.6</td>
<td>34.6</td>
<td>22.1</td>
<td>57.2</td>
<td>38.7</td>
<td>42.5</td>
</tr>
<tr>
<td>$E[W^{(k)}_{\text{total}}]$ [s]</td>
<td>4.755.9</td>
<td>2.928.3</td>
<td>4.658.6</td>
<td>4.867.4</td>
<td>5.605.6</td>
<td>3.859.9</td>
<td>5.372.5</td>
<td>3.289.3</td>
<td>8.596.9</td>
<td>4.938.5</td>
<td>5.717.9</td>
<td></td>
</tr>
</tbody>
</table>

is not well balanced: The maximum difference of $\rho^{(k)}_{\text{total}}$ among groups becomes 0.12. As a result, groups with high $\rho^{(k)}_{\text{total}}$ and large $d^{(k)}_{\text{total}}$ suffers high $E[W^{(k)}_{\text{total}}]$, e.g., groups 37 and 38. If $\theta = \theta^*$ (Table 4.5), the average and standard deviation of $\rho^{(k)}_{\text{total}}$ is improved, i.e., 0.64±0.02, with a small increase of $d_{\text{total}}$: $d_{\text{total}} = 272.6$ for $\theta = 0.7$ and $d_{\text{total}} = 285.9$ for $\theta = 0.65$. This can be achieved by selecting clusters with high $\rho^{(k)}_{\text{total}}$ in the dense region. If $\theta < \theta^*$ (Table 4.6), due to the severe bound of $\theta$, clusters with high $\rho^{(k)}_{\text{total}}$ become base clusters regardless of their locations. As a result, $d^{(k)}_{\text{total}}$ steeply increases and thus $E[W^{(k)}_{\text{total}}]$ becomes worse. We observe the similar characteristics of grouping for descending case in Table 4.7 ($\theta = 0.7$), Table 4.8 ($\theta = \theta^* = 0.65$), and Table 4.9 ($\theta = \theta_{\text{lower}} = 0.62$).

Finally, examples of different grouping of clusters for both cases obtained by the combined scheme are illustrated in Figure 4.7 for different settings of $\theta$. We find that lower $E[W_{\text{total}}]$ can be achieved by two reasons: 1) Selecting clusters with high offered load as base clusters, and 2) balancing total offered load among groups. Note that the offered load of base cluster is not included in the total offered load $\rho^{(k)}_{\text{total}}$ of group $k$ ($k \in K$).
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Table 4.7: Results of two-step optimization ($K = 12, \theta = 0.7$, Descending case).

<table>
<thead>
<tr>
<th>Base cluster ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho^{(x)}_{\text{total}}$</td>
<td>0.58</td>
<td>0.7</td>
<td>0.53</td>
<td>0.42</td>
<td>0.56</td>
<td>0.7</td>
<td>0.55</td>
<td>0.67</td>
<td>0.59</td>
<td>0.69</td>
<td>0.59</td>
<td>0.69</td>
<td>0.59</td>
<td>0.69</td>
</tr>
<tr>
<td>$d^{(x)}_{\text{total}}$ [km]</td>
<td>11.5</td>
<td>28.7</td>
<td>10.8</td>
<td>13.7</td>
<td>18.4</td>
<td>20</td>
<td>20.7</td>
<td>32.9</td>
<td>17</td>
<td>16.2</td>
<td>24.8</td>
<td>28.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E[W^{(x)}_{\text{total}}]$ [s]</td>
<td>1547.6</td>
<td>5287.1</td>
<td>1205.5</td>
<td>772.4</td>
<td>3285</td>
<td>4176.7</td>
<td>3252.8</td>
<td>6502.3</td>
<td>2443.9</td>
<td>3402.9</td>
<td>5504.7</td>
<td>4830.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.8: Results of two-step optimization ($K = 12, \theta = \theta^* = 0.65$, Descending case).

<table>
<thead>
<tr>
<th>Base cluster ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho^{(y)}_{\text{total}}$</td>
<td>0.58</td>
<td>0.64</td>
<td>0.53</td>
<td>0.65</td>
<td>0.65</td>
<td>0.64</td>
<td>0.58</td>
<td>0.62</td>
<td>0.64</td>
<td>0.64</td>
<td>0.63</td>
<td>0.65</td>
</tr>
<tr>
<td>$d^{(y)}_{\text{total}}$ [km]</td>
<td>11.5</td>
<td>33.1</td>
<td>10.8</td>
<td>19.3</td>
<td>16.5</td>
<td>29</td>
<td>28.6</td>
<td>28.7</td>
<td>31</td>
<td>21.3</td>
<td>22.8</td>
<td>10.2</td>
</tr>
<tr>
<td>$E[W^{(y)}_{\text{total}}]$ [s]</td>
<td>1547.6</td>
<td>4495.2</td>
<td>1205.5</td>
<td>3025.9</td>
<td>2755</td>
<td>3452</td>
<td>3246.5</td>
<td>4593</td>
<td>4619.3</td>
<td>3451.9</td>
<td>3651.8</td>
<td>1823.3</td>
</tr>
</tbody>
</table>

Table 4.9: Results of two-step optimization ($K=12, \theta = \theta_{\text{lower}}=0.62$, Descending case).

<table>
<thead>
<tr>
<th>Base cluster ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho^{(z)}_{\text{total}}$</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.61</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
<td>0.62</td>
</tr>
<tr>
<td>$d^{(z)}_{\text{total}}$ [km]</td>
<td>38.4</td>
<td>33.8</td>
<td>28.3</td>
<td>36.3</td>
<td>33.1</td>
<td>34.7</td>
<td>38.4</td>
<td>43</td>
<td>31</td>
<td>43</td>
<td>20.7</td>
<td>16.9</td>
</tr>
<tr>
<td>$E[W^{(z)}_{\text{total}}]$ [s]</td>
<td>6244.5</td>
<td>5028.7</td>
<td>3770.5</td>
<td>5179.5</td>
<td>2558.3</td>
<td>5779.1</td>
<td>5013.9</td>
<td>5858.1</td>
<td>4619.3</td>
<td>6773.9</td>
<td>3222.1</td>
<td>2434.5</td>
</tr>
</tbody>
</table>

4.4 Conclusion

In this chapter, we focused on grouping clusters in ferry-assisted DTNs in order to minimize the mean delivery delay of bundles. We first modeled our problem as a nonlinear integer programming for exact solution. Due to the complexity of this problem, we further introduce two-step optimization technique based on linear integer programming for approximate solution. Through numerical results, we showed the two-step optimization can obtain optimal solution by setting $\theta$ adequately, which is realized using the original objective function as the stopping criterion.
(a) $K = 12, \theta = 0.7$ (Ascending case).
(b) $K = 12, \theta = 0.7$ (Descending case).
(c) $K = 12, \theta = \theta^* = 0.65$ (optimal ascending case).
(d) $K = 12, \theta = \theta^* = 0.65$ (optimal descending case).
(e) $K = 12, \theta = \theta_{\text{lower}} = 0.62$ (lower bound ascending case).
(f) $K = 12, \theta = \theta_{\text{lower}} = 0.62$ (lower bound descending case).

Figure 4.7: Grouping obtained by combined scheme for Fig 4.3 and Table 4.1, where rectangles are base clusters, i.e., locations of sink nodes and lines are drawn between sink nodes and their group members.
Conclusions

In this thesis, we proposed three techniques and studies to accomplish a complete system which can achieve efficient bundle gathering in ferry-assisted multi-cluster DTNs. We explicitly studied inter-cluster communication and intra-cluster communication carefully in order to minimize the total mean delivery delay of bundles. The inter-cluster communication was studied by two studies: 1) Grouping clusters, and 2) Optimal visiting order of isolated clusters. And, the intra-cluster communication was studied by self-organized data aggregation technique among selfish nodes in an isolated cluster. Figure 5.1 presents the summary of our proposed researches.

Chapter 2 addressed intra-cluster communication by self-organized data aggregation technique among selfish nodes in an isolated cluster. We proposed a self-organized data aggregation technique for collecting data from nodes efficiently, which can automatically accumulate data from nodes in a cluster to a limited number of nodes (called aggregators) in the cluster. The proposed scheme was developed based on the evolutionary game theoretic approach, in order to take account of the inherent selfishness of the nodes for saving their own battery life. The number of aggregators can be controlled to a desired value by adjusting the energy that the message ferry supplies to the aggregators. We further examined the proposed system in terms of successful data transmission, system survivability and the optimality of aggregator selection. We introduced two game models by taking account of the retransmissions mechanism of bundles. Through both theoretical and simulation-based approaches, we revealed feasible parameter settings that can achieve a system with desirable characteristics of stability, survivability, and successful data transfer.

Chapter 3 focused on one part of inter-cluster communication by studying the
optimal visiting order of isolated clusters. When there are lots of distant static clusters, the message ferry should visit them efficiently to minimize the mean delivery delay of bundles, where transmission times of bundles are not negligible. We proposed an algorithm for determining the optimal visiting order of isolated static clusters in ferry-assisted multi-cluster DTNs. We showed that the minimization problem of the overall mean delivery delay in our system is reduced to that of the weighted mean waiting time in the conventional polling model. We then solved the problem with the help of an existing approach to the polling model and obtain a quasi-optimal balanced sequence representing the visiting order. Through numerical examples, we showed that the proposed visiting order is effective when arrival rates at clusters and/or distances between clusters and the sink are heterogeneous.

**Chapter 4** focused on another part of the inter-cluster communication by studying the grouping of clusters. When there are lots of distant static clusters, multiple message ferries and sink nodes will be required. We aimed to make groups each of which consists of physically close clusters, a sink node, and a message ferry, in order to minimize the overall mean delivery delay of bundles in consideration of both offered load of clusters and distance between clusters and their sink nodes. We first modeled this problem as a nonlinear integer programming, based on the knowledge obtained in our previous work [24] (discussed in Chapter 3). Because it might be hard to solve
this problem directly, we took two-step optimization approach based on linear integer programming, which yielded an approximate solution of the problem. Through simulation experiments, we showed that the optimal solution can be obtained by setting the control parameter appropriately, at least when clusters are distributed randomly over the area. Finally, a general guideline is proposed to achieve optimal grouping in ferry-assisted multi-cluster DTNs.

We hope that our proposed three techniques and studies to achieve a complete system for efficient bundle gathering in ferry-assisted multi-cluster DTNs can contribute to the delay tolerant networks (DTNs) communities.
Appendix A

Replicator Equation in Evolutionary Game Theory

The replicator equation [22, 50, 56, 59] is one of the fundamental equations in evolutionary game theory. Evolutionary game theory assumes that the population of a group (e.g., species) is proportional to the fitness (i.e., payoff) of the strategy that the group selects. Since each group is under mutual dependency with other groups, the superiority of the strategy is determined relatively by the strategy distribution.

We first formalize the general case for two players with \( n \) strategies. An \( n \times n \) payoff matrix, \( A = [a_{ij}] \), represents all possible strategy pairs of the two players. The entries, \( a_{ij} \) (\( i, j = 1, 2, \ldots, n \)), denote the payoff of strategy \( i \) competing with strategy \( j \).

Let \( x_i \) (\( i = 1, 2, \ldots, n \)) denote the ratio (relative frequency) of each strategy. All \( x_i \) add up to 1, i.e.,

\[
\sum_{i=1}^{n} x_i = 1.
\]  

(A.1)

The expected payoff \( f_i \) of strategy \( i \) is given by

\[
f_i = \sum_{j=1}^{n} x_j a_{ij}.
\]  

(A.2)

We can obtain the average payoff of the population to be

\[
\phi = \sum_{i=1}^{n} x_i f_i.
\]  

(A.3)

It then follows from Eqs. (A.2) and (A.3) that the standard replicator equation is given as

\[
\dot{x}_i = x_i (f_i - \phi), \quad i = 1, \ldots, n,
\]  

(A.4)

where a dot represents time derivative. Eq. (A.4) indicates that the number of players selecting strategy \( i \) increases with the relative difference between the expected payoff of strategy \( i \) and the average payoff of all strategies. Note that Eq. (A.4) is applicable only to an infinitely large and well-mixed population where each player can equally
play games with all other nodes [56].

Evolutionary game theory on graphs [32,35,37–39,51] is an extension of the original theory to a finite size population. Members of a population are represented by vertices of a graph and interact with connected individuals. It describes how the expected frequency of each strategy in a game changes over time within the graphs. The pair approximation [36] is applied to regular graphs of degree \( k > 2 \), i.e., each individual is connected to \( k \) other individuals. Each node represents a player with a selected strategy. Each player derives a payoff from interactions with all of its neighbors. Then, it compares the obtained payoff with a randomly chosen neighbor. If it overcomes the opponent, it keeps the current strategy, and otherwise, it imitates the strategy of the opponent. This kind of strategy updating rule is called “imitation updating rule.”

By modifying the original payoff matrix \( A \), the evolutionary game dynamics in a well-mixed population can be transformed into that on a \( k \)-regular graph. The modified payoff matrix, \( A' = [a'_{ij}] \), is defined by the sum of the original \( n \times n \) payoff matrix, \( A = [a_{ij}] \), and an \( n \times n \) modifier matrix, \( M = [m_{ij}] \), where, \( m_{ij} \) describes the local competition between strategies \( i \) and \( j \) [37]. The transformed entries \( a'_{ij} \) of the modified payoff matrix, \( A' \) becomes

\[
a'_{ij} = a_{ij} + m_{ij}.
\]

In [37], \( m_{ij} \) for the imitation updating rule is defined as for \( k > 2 \),

\[
m_{ij} = \frac{(k + 3)a_{ii} + 3a_{ij} - 3a_{ji} - (k + 3)a_{jj}}{(k + 3)(k - 2)}.
\]

Note that off-diagonal elements of matrix \( M \) is anti symmetric, i.e., \( m_{ij} = -m_{ji} \), because the gain of one strategy in local competition is the loss of another. Further, diagonal elements \( m_{ii} \) are always zero, suggesting that local competition between the same strategies results in zero. The expected payoff \( g_i \) for the local competition of strategy \( i \) is defined as

\[
g_i = \sum_{j=1}^{n} x_j m_{ij}.
\]

Note that the average payoff of the local competition of strategy \( i \) sums to zero, i.e.,

\[
\sum_{i=1}^{n} x_i g_i = 0.
\]

We thus obtain the average payoff \( \phi \) of the population on graph to be

\[
\phi = \sum_{i=1}^{n} x_i (f_i + g_i) = \sum_{i=1}^{n} x_i f_i,
\]

which is the same as Eq. (A.3).
Let $x_i$ denote the frequency of strategy $i$ on a $k$-regular graph. Replicator equation on graphs can be obtained as follows [36–38]:

$$
\dot{x}_i = x_i (f_i + g_i - \phi), \quad i = 1, \ldots, n,
$$

(A.9)

where $f_i$, $g_i$, and $\phi$ are given in Eqs. (A.2), (A.6), and (A.8), respectively.

It is interesting to observe that Eq. (A.9) takes the same form as the standard replicator equation in Eq. (A.4), where the payoff matrix $[a_{ij}]$ is replaced by $[a_{ij} + m_{ij}]$. Therefore, many aspects of evolutionary dynamics on graphs can be analyzed by studying a standard replicator equation with the transformed payoff matrix $[a_{ij} + m_{ij}]$. Note that as $k$ increases, the relative contribution of $g_i$ decreases, compared to $f_i$, and in the limit of $k \to \infty$, Eq. (A.9) is reduced to Eq. (A.4). Therefore the replicator equation on a highly connected graph converges to the standard replicator equation [37].
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