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Abstract

Recent development of display-type spherical mirror analyzer has made it possible to obtain the

angular distribution of charged particles emitted from solid surface, which means that two-dimensional

measurement of photoelectrons or ions has become practical. In this thesis, two-dimensional measure-

ment has been demonstrated to be effective in investigation of surface science through the studies of

three topics on electronic and ionic processes as follows.

In the study of circular dichroism in angular distribution of the photoelectron from Si(001) valence

band using circularly-polarized synchrotron radiation at final state energies of 40, 80 and 250eV,

all of the obtained photoelectron angular distribution showed apparent circular dichroism in angular

distribution. At the final state energy of 40eV, the observed photoelectron angular distribution was

understood in terms of one-dimensional density of state, photoemission structure factor and matrix

element of the direct transition from the initial state atomic orbital to the free electron-like final state.

The origin of circular dichroism in angular distribution of the photoelectron was dominated by the

interference of the final state waves in lower binding energies. Comparing obtained photoelectron

angular distribution with the distribution of matrix element, we distinguished contributions from 3px

and 3py orbitals. This suggests a possibility that circular dichroism in angular distribution of the

photoelectron provides a new way to determine the initial state symmetry by virtue of the different

selection rules in transition from those in the excitation by linearly polarized light. The photoelectron

angular distribution patterns strongly depend on the final state energy. At the final state energy

of 250eV, photoelectron diffraction effect becomes apparent although some contributions from one-

dimensional density of state still exist. At 250eV, the origin of circular dichroism in angular distribution

is explained by the rotation of forward focusing peaks, which is the same as those in the case of core

level photoemission.

In the study of surface states on Si(111)-(
√
3×√3 )R30◦ -Ag surface, the obtained photoelectron

angular distributions showed mirror symmetry, which correspond to the surface atomic structure of

well known honeycomb chained trimer model. Some surface states observed between Fermi level and

the binding energy of 1.7eV are in reasonable agreement with a previous report of one-dimensional

angle-resolved photoelectron spectroscopy. Comparing the photoelectron intensity angular distribution

with the calculated matrix element for the linearly polarized light, we have confirmed the initial state

characters of these surface states. A metallic surface state was revealed to be in-plane Ag 5p orbital.

The characters of the other resonances were confirmed to be pz or s and in-plane p orbitals.

In the study of adsorption and desorption processes of Cl on Si(001) and (111) surfaces by electron

stimulated desorption and laser induced ion desorption, the adsorption behavior of Cl showed an

influence of interaction among the created surface dipoles, especially on the (001) surface. The angular

distribution of the desorbed ion indicated the adsorption at the dangling bond and bridge sites on

the (001) surface. The desorption mechanism of Cl+ was revealed to be an Auger stimulated process

via the excitation of the Cl 3s and 2p core hole. Furthermore, a strong evidence was found for the

discrete surface dipole model from the kinetic energy distribution of desorbed ions.
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Chapter 1

Introduction

1.1 Preface

Investigation of solid surface has been an important part in condensed matter physics

for the past thirty years, and made rapid progress with development of vacuum technology.

Solid surface has di�erent characters from those of bulk because of two-dimensional (2D)

periodicity, which leads to an appearance of new type phenomena localized at the surface.

Silicon surface has attracted much attention as a typical semiconductor surface and has

been extensively investigated[1]. It is generally known that the atoms in the surface layer

change their positions to realize lower free energy of the system, which is so-called “surface

reconstruction”. Especially, the semiconductor surface such as Si surface is unstabilized

due to the existence of numerous dangling bonds so that it has various “reconstructed”

surfaces even if it is a clean surface. In the case that the adsorbates such as alkali metals or

noble metals exist on the surface, complex reconstructions occur depending on the amount

of adsorbates and substrate temperature.

To understand these reconstructed surfaces, it is essential to know atomic geometry

and electronic structure of the surface. A lot of studies have been done by theoretical and

experimental approaches such as low energy electron di�raction (LEED), electron energy

loss spectroscopy (EELS), ion scattering spectroscopy(ISS), X-ray di�raction (XRD), pho-

toelectron di�raction (PED), scanning tunneling microscopy (STM), and so on. In contrast

to most of these experimental methods for atomic structure analysis, photoelectron spec-

troscopy (PES) is a powerful tool to directly obtain information on electronic structure of

the surface. Particularly, angle-resolved photoelectron spectroscopy (ARPES) using pho-

tons of several tens of eV is e�ective to investigate the surface band structure because the

emission angle of such photoelectron has a one-to-one correspondence to the wave vector

of the initial state. Although most of the measurement have been done by one-dimensional
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detection (by means of polar angle scanning) of the photoelectron along a certain azimuthal

angle of the sample, two-dimensional measurement can completely resolve two-dimensional

band structure of the surface.

Si surface is active due to a lot of dangling bonds which remain even after reconstruction.

Si surface is a proper �eld of adsorption and desorption of various atoms and gas molecules.

In various ion desorption processes, the process by electron and photon irradiation is a non-

thermal process and has a close relation with the electronic structure of the surface. Since

the emission angle of the ion bears the information on adsorption site, and furthermore, the

emission angle dependence of the kinetic energy distribution of the ion is expected to re�ect

the potential distribution in the vicinity of the surface, two-dimensional measurement is

desirable rather than one-dimensional one.

1.2 Two-dimensional (2D) measurement

In this thesis, two-dimensional (2D) measurements of photoelectron angular distribu-

tion (PEAD) as well as ion angular distribution are performed. Here, “2D measurement”

is de�ned as the measurement of angular distribution of photoelectron and ion without

moving detector or sample. To facilitate such a measurement, we used a display-type

spherical mirror analyzer[2]. This analyzer can simultaneously measure the kinetic energy

and emission angle of charged particles without any angular distortion.

There are several merits in this type of 2D measurement. although details will be

described in chapter 2, the most superior point is a very short acquisition time compared

to the conventional 2D measurement by means of one-dimensional measurement. In the

measurement of PEAD, one can obtain 2D PEAD at one time by 2D measurement. We

can easily obtain enough information to discuss the whole band structure in the case of

measuring photoelectron with kinetic energy of several tens of eV.

The purpose of this thesis is to investigate three following topics on electronic and

ionic processes by using 2D measurement. The usefulness of 2D measurement in studies of

surface will be revealed through these investigations.
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1.3 Circular dichroism in angular distribution (CD-

AD) of valence band photoelectron from Si(001)

surface

Circular dichroism in angular distribution (CDAD) of photoelectron is asymmetry of

PEAD between the incidence of circularly polarized light with opposite polarization. In

the case of photoelectron spectroscopy on solid surface, nonzero CDAD has been observed

in the emission from �—band of graphite using photon energies of 20—40eV[3]. 2D PEAD

on 1T-TaS2 excited by circularly polarized light was calculated within dipole transition

model which also showed apparent CDAD[4]. On the other hand, 2D CDAD in valence

band excitation with photons of 30eV has been calculated on Si(001) surface by Solterbeck

et al. based on highly accurate one-step model[7] which considers multiple scattering of

photoelectrons. Regarding the scattering e�ect, Osterwalder et al.[5] has reported that

2D PEAD patterns from energy-integrated valence band excited by unpolarized light with

the photon energy of �1000eV and several tens of eV are very similar to those from near-

lying core level and from atomic orbital constituting the valence band, respectively, with

considering scattering e�ects in the �nal state. Recently, Daimon et al. has found CDAD

in 2D measurement of core-level photoelectron of Si(001) surface with its kinetic energies

of 150 to 450eV [6]. This CDAD was explained by the rotation of the forward focusing

peaks due to the angular momentum of outgoing photoelectrons. However, the evidence

of 2D CDAD in valence band excitation has not been proved so far.

The aim of this study is to reveal the origin of CDAD of valence band photoelec-

tron from Si(001) surface at di�erent kinetic energies with using circularly polarized syn-

chrotron radiation. For such a purpose, practical measurement of 2D PEAD is essential.

We adopted Si(001) surface to compare the experimental 2D PEAD with the previous

theoretical work[7]. To make the e�ect of photoelectron di�raction clear, the measurement

was carried out at �nal state energies of 40, 80 and 250eV. 250eV is comparable to the

�nal state energy in the above mentioned core level emission from Si(001) surface, which

will make it possible to discuss the di�erence between emission from core level and valence

band.
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1.4 2D photoelectron spectroscopy (PES) of surface

states of Si(111)-(
�
3×�3)R30� -Ag surface

Si(111)-(
�
3×�3)R30� -Ag surface has attracted much attention as a typical system

of semiconductor—metal interface, and has been investigated by various experimental and

theoretical works. Recently, a reliable model of atomic structure has been established

which is the so-called Honeycomb Chained Trimer (HCT) model[8]. This model suggests

saturation coverage of 1ML resulting in a semiconductive character of this surface. As to

the electronic structure, several ARPES studies has revealed the existence of three surface

states between Fermi level and binding energy of 2eV[9, 10]. However, the symmetry as

well as the origin of those bands have not fully been discussed.

The purpose of this study is to manifest the symmetry of the surface states of this

surface using linearly polarized synchrotron radiation. It has been known from very recent

ARPES study that the metallic band around the �̄ point of the second Brillouin zone plays

an important role in the surface electric conductance[10]. The understanding of the origin

of this band is very important.

2D ARPES using linearly polarized light has been suggested to be useful to discuss the

initial state symmetry[11]. In this study, this method of determining initial state symmetry

has been applied to the discussion of the origin of surface states.

1.5 Adsorption and desorption processes of Cl on

Si(001) and (111) surface

The initial stage of dry etching process on chlorinated silicon surface has been inclu-

sively studied since selective excitation is expected on this surface leading to the atomic

scale manufacturing. From selective excitation point of view, investigation of the mecha-

nism of ion desorption induced by electron or laser (photon) irradiation seems to be also

an interesting matter. On the other hand, adsorption of Cl is expected to form surface

dipole layer because of large electronegativity of Cl. Since this layer changes the potential

distribution in vicinity of surface, the outgoing ion will be strongly in�uenced in its kinetic

energy, and that is also an attractive subject on this surface.

In this study, the above mentioned problems are revealed by using electron stimulated

desorption (ESD) and laser induced ion desorption (LID). In addition, the adsorption pro-

cess will be investigated by Auger electron spectroscopy (AES) and low energy electron

di�raction (LEED). The adsorption site of Cl will be also studied by measuring ion angular
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distribution in 2D measurement. It is necessary on this surface to �nish all these measure-

ments as soon as possible because of relatively high ionization cross section of Cl atom. In

this sense, display-type spherical mirror analyzer is useful, since all the measurements can

be carried out without moving the sample.

1.6 Organization of this thesis

Before stepping into the individual topics, the methods and apparatus of the research

will be described in chapter 2. The principles of photoelectron spectroscopy as well as ion

desorption induced by electronic transition will be brie�y described. The details of the

two-dimensional detector which was commonly used in the measurements are explained.

Chapter 3 and 4 handle the two dimensional measurements of PEAD. In chapter 3, the

�rst experimental evidence of CDAD from Si(001) valence band is presented. The origin

of the observed CDAD and the kinetic energy dependence of PEAD will be discussed. In

chapter 4, surface states on Si(111)-(
�
3 ×�3 )R30� -Ag surface are investigated. The

electronic structure derived from PEAD at various binding energies and the symmetry of

each surface state will be discussed. In chapter 5, desorption process by ESD and LID from

Cl adsorbed Si surface is studied. Not only desorption mechanism and the escape process

of the ion from the vicinity of the surface, but also the adsorption process of Cl will be

discussed. Finally, signi�cant information obtained from the three topics is summarized in

chapter 6.
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Chapter 2

Methods and apparatus of research

2.1 Photoelectron spectroscopy (PES)

Figure 2.1 is a schematic drawing of the energy diagram of photoelectric e�ect. The

origin of the electron energy axis is the bottom of the valence band. Ei , EF , Evac and Ef are

the energies of the initial state, Fermi level, vacuum level and the �nal state, respectively.

When a photon of energy h� is absorbed in the solid, the electron at Ei is excited to Ef .

If Ef is higher than Evac , the electron can escape from the solid as a photoelectron with a

kinetic energy (EK ) determined by

EK = Ef � Evac , (2.1)

which is well-known Einstein relation (Einstein 1905). The energy conservation rule re-

quires the relationship

Ef = Ei + h� (2.2)

Therefore, using � as a work function and EB as a binding energy with respect to EF ,

eq.(2.1) is rewritten as

EK = h� � �� EB (2.3)

This equation is a basis of photoelectron spectroscopy which indicates that we can obtain

information of EB from the observation of the photoelectron with EK when h� and � values

are known.

The process of emission of the photoelectron is usually described by three step model

as shown in Fig.2.2.

step 1: Optical transition from the initial state to the �nal state within dipole transition

approximation. Here, typical transition time is in the order of 10�15s as referred in the

Frank-Condon principle. In addition, this transition is direct transition which conserves

the momentum during the transition.

step 2: Migration of the photoelectron to the surface. Some electrons lose a part of their

kinetic energy during the migration and become secondary electrons. The characteristic

length of this migration is called mean free path, and will be introduced later.

step 3 Emission from the surface climbing up the surface potential.
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Figure 2.2 Three step model for the emission of the photoelectron. The bottom
figure shows a motion of photoelectron in real space; step 1.optical transition to
the final state creating a photoelectron, step 2.migration to the surface, step 3.
transmission through the surface into the vacuum. Upper part shows energy distri-
bution curves each of which corresponds to each step. The excited photoelectron
lose a part of its kinetic energy by inelastic scattering during migration to the sur-
face, resulting in a contribution of the secondary electron (hatched area) in step 2.
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As seen in the �gure, when we observe the kinetic energy distribution of photoelectron,

we can directly obtain the binding energy distribution of the density of states (DOS) of

the solid, assuming that the �nal state is free electron-like. In this sense, photoelectron

spectroscopy (PES) is one of the most powerful tool to investigate the electronic structure

of solids.

Surface sensitivity of PES is not determined by the penetration depth of the light which

is in the order of �1000�A at the photon energy region of ultra-violet but by the escape

depth of the excited photoelectron. Figure 2.3 shows a universal curve of the mean free

path of the electron in solids which depends on its kinetic energy[1]. This curve is known

to be not so sensitive to material characters such as metal or semiconductor except for

the extremely low energy region. The electron lose a part of its energy by many body

e�ects such as electron-phonon scattering, excitation of plasmon, excitation of electron-

hole pair and so on which leads a small mean free path (�5-6�A) around EK of several tens

of eV. These processes usually contribute to the energy distribution curve of secondary

electron. In the core level spectrum, they create satellite structures at higher binding

energy of the main peak. At smaller EK of a few tens of eV, the mean free path increases

because these inelastic scattering processes mentioned above cannot be excited. In larger

EK region, on the other hand, the mean free path increases again since the cross section

of these processes decreases. This universal curve indicates that the escape depth of the

photoelectron in usual kinetic energy region is at most a few tens of �A, which corresponds

to almost 10 atomic layers, suggesting that PES is a rather surface sensitive method.

2.2 Angle-resolved photoelectron spectroscopy

(ARPES)

Principle of ARPES Generally, the most suitable quantum number is the wave vector
~k to describe electronic states of solids. A certain electronic state is described by its wave

vector and energy as (~ki, Ei ) whose dispersion is directly obtained from angle dependence

of photoelectron spectra. As mentioned in the last section, PES is rather surface sensitive

especially in UPS photon energy region, h� 100eV. In this energy region, it can probe

only a few atomic layers from the surface, and the dispersion of the surface state could

easily be obtained as follows within three step model.

Suppose that the initial state and the �nal state are described as (~ki, Ei ) and (~kf , Ef ),

respectively. ~ki can be replaced by ~ki+n~G in the Bloch condition, where ~G is the reciprocal

lattice vector and n is integer. In a direct optical transition, the momentum and energy

conservation rules are written as

~kf = ~ki + n~G+ ~q (2.4)

Ef = Ei + h� , (2.5)

where ~q is the wave vector of the incident light. Here, ~q can be neglected in UPS region

12



 
 
 
 

 
 

Figure 2.3 “Universal curve” of the mean free path of the electron in solids (Ref.[1],
modified). The mean free path has its minimum around the electron energy of several tens of
eV, where it corresponds to one atomic layer. 
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since |~q| is much smaller than |~ki|, which is in the order of Brillouin zone. Then eq.(2.4) is

rewritten as
~kf = ~ki + n~G (2.6)

The photoelectron transmits the surface as shown in Fig.2.4 where the momentum per-

pendicular to the surface changes because of the inner potential V0 indicated in Fig.2.1.

Fortunately, periodicity parallel to the surface still remains so that the conservation of

momentum parallel to the surface is maintained, which is enough condition to investigate

surface states described by (~kik, Ei ). Therefore,

~kk = ~kfk + n~Gk , (2.7)

where ~kk is a parallel momentum component of emitted photoelectron which is approxi-

mately a free electron, and ~Gk is the reciprocal lattice vector parallel to the surface. If

there is a surface superlattice, ~Gk includes its reciprocal lattice vector. This equation also

means Bragg’s di�raction by surface lattice, which is so-called Umklapp process. From

eqs.(2.6) and (2.7),
~kik = ~kk + n~Gk (2.8)

Using kinetic energy EK which is described in eq.(2.3) and the emission angle �e of emitted

photoelectron, |~kik| is written as

|~kik| = (
q
2mEK sin �e)/h̄+ n~Gk (2.9)

= 0.512
q
h� � �� EB sin �e + n~Gk , (2.10)

considering eq. (2.6). Here, the unit of the wave vector and the energy are [�A�1] and [eV],

respectively. This equation suggests that the wave number of the initial state parallel to

the surface is directly provided by the photoelectron emission angle.

Although ~k� 6= ~kf�, there is one way to determine the dispersion perpendicular to the

surface. Suppose that the �nal state (~kf , Ef ) is a free electron whose dispersion is parabolic

as shown in Fig.2.5, which means

|~kf | =
q
2mEf/h̄ (2.11)

Using inner potential of the solid, this assumption leads to

|~ki�| =
q
2m(EK cos2 �e + V0)/h̄ (2.12)

In the condition of �e = 0,

|~ki�| = 0.512
q
h� � �� EB + V0 , (2.13)

which indicates that the wave number perpendicular to the surface depends on the photon

energy by collecting perpendicularly emitted photoelectron. This kind of experiment can

be carried out using photon energy tunable light source, i.e., synchrotron radiation.

In this way, one can obtain the whole energy dispersion of solid by angle resolved pho-

toelectron spectroscopy (ARPES).
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Figure 2.4 Refraction effect for the outgoing photoelectron at the surface.
Momentum parallel to the surface is conserved.
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Figure 2.5 Schematic energy dispersion along k direction and direct tran-
sition to the final state which has approximately a parabolic dispersion.
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Polarization dependence To describe the photoemission process in detail, a one step

model is employed which has the �nal state of direct transition including transport process

to the surface. The di�erential cross section for the photoelectron emission is given by a

golden rule as

d�

d�
(EK,~k, h�, ~A) �

q
EK

X
i

|h�~k| ~p · ~A+ ~A · ~p |ii|2 �(h� � EK � �� EB) , (2.14)

where ~A is a vector potential of electromagnetic �eld of the incident light and ~p is the

momentum operator. Delta function indicates energy conservation rule. Utilizing the

dipole approximation, this equation can be developed to a more simple description as

I(~k) � |h�~k|²̂ · ~r |ii|2 �(h� � EK � ��EB) , (2.15)

where I~k is a photoelectron intensity at ~k, ²̂ is a unit polarization vector of the incident light

and ~r = rr̂ is a position vector. The contents in the bracket is the matrix element from

which transition selection rule is derived. Figure 2.6 shows an experimental geometry using

linearly polarized light. Suppose that the polarization vector ²̂ is �xed horizontally and

the photoelectron is collected in a mirror plane of the crystal. Since the �nal state |�~ki is
approximately a plane wave at far from the surface, it always has even parity with respect

to the mirror plane. Here, we think about two conditions; one is a con�guration that the

mirror plane is parallel to ²̂ while another is vertical realized by 90� in-plane rotation of the

sample. The latter and the former are so-called A� and Ak con�gurations, respectively.

In Ak con�guration, the parity of transition operator in the matrix element is even with

respect to the mirror plane so that the transition from the initial state with even parity is

allowed while odd parity state is forbidden. On the other hand, in A� con�guration, the

operator has odd parity which leads to an allowed transition only from the initial state of

odd parity.

In this way, we can distinguish the symmetry of the initial state systematically. Such

a method has become general in these days using synchrotron light source[2].

2.3 2D PES

We can investigate an electronic band structure of solids by means of ARPES as men-

tioned in the last section. It is usual in ARPES measurement to �x the scanning direction

of the polar angle � (i.e., �xed azimuthal angle �) considering the symmetry of the crys-

tal, and measure the spectrum at each polar angle �. We can obtain enough information

about the energy dispersion along the high symmetry line and discuss most of the proper-

ties of the system. However, this method is still insu	cient to know the whole electronic

structure, especially when we want to know an anisotropy of the band structure in the

whole k-space. For example, to explain character such as superconductivity of high-Tc

materials, the electrical conduction at the surface, or charge density wave (CDW) of layer
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Figure 2.6 Experimental geometry of “polarization dependent” ARPES. The
photoelectron is detected in the mirror plane of the crystal. A|| is a geometry that $ε and the 
mirror plane are in the same plane, while they are in different planes which cross
perpendicularly in A⊥ geometry. 
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compounds, it is very important to know the shape of the Fermi surface. It is possible

to obtain such information by carrying out ARPES measurement as usual at all emission

angles within hemisphere, but it is not so convenient because it takes enormous time for

measurement. If one can measure the photoelectron at whole emission angles at the same

time, the measuring time will be considerably shortened. Then the shape of a certain band

in the k-space, or in other words, two-dimensional cross section of the band structure will

be easily visible when EK of the photoelectron is selected. This is the very important point

in which two-dimensional photoelectron spectroscopy (2D PES) surpasses conventional one-

dimensional ARPES. When linearly polarized light source as synchrotron radiation is used,

the 2D PES facilitates to distinguish the symmetry of the initial state.

2.3.1 Principle of 2D PES

General expression of photoelectron angular distribution (PEAD) from valence band,

which can be experimentally measured by 2D PES, is brie�y reviewed. Since 2D PEAD

represents a constant energy surface, the initial states which satisfy the energy conservation

rule will show a distribution on the kx-ky plane which is called one-dimensional density of

states (1D-DOS). It includes the projection of the states along k� direction as well. Using

1D-DOS, PEAD as a function of the direction of the outgoing photoelectron (�~k, �~k) can

be expressed as

I(�~k, �~k) � D1(~kk)|hf |²̂ · ~r|ii|2 , (2.16)

where D1(~kk) is 1D-DOS, |fi is the �nal state, ²̂ · ~r is the operator for dipole transition,

and |ii is the initial state. In the case of semiconductor in this thesis, it is su	cient to

express |ii by LCAO approximation, as is often the case of other materials such as ionic

solids or layer compounds. |ii is an eigen function in Bloch state with the wave vector ~q.

In the tight binding approximation, it is described as

|ii = 1�
N

X
j

X
i,�

ei~q·(
~Rj+~�i) ai��i�(~r � ~Rj � ~�i) , (2.17)

where ~Rj is the origin of j-th unit cell, ~�i is a position vector of the i-th atom in the unit

cell. �i�(~r � ~Rj � ~�i) is an atomic function of the �-th atomic orbital of the i-th atom,

ai� is LCAO coe	cient of each atomic function, and ei~q·(~Rj+~�i) is a phase factor. On the

other hand, |fi is assumed to be free electron-like outside the mu	n-tin potential which

also satis�es the Bloch theorem and is described using partial wave expansion as

|f(r, �, �)i = 4�
X
l0,m0

(i)l
0
e�i�l0Y �

l0m0(�~k, �~k)Yl0m0(�, �)REK,l0(r) , (2.18)

where �l0 is a phase shift of the l0 wave, Ylm(�, �) is a spherical harmonic[3] and REK,l0(r)

is the radial part. De�ning

M � hf |²̂ · ~r|ii and (2.19)

Ai� � hf |²̂ · ~r|�i�(~r)i , (2.20)
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M is rewritten as

M =
X
~G

�~k�~q, ~G
X
i,�

ai�e
�i ~G·~�iAi� , (2.21)

where � is a �-function and ~G is reciprocal lattice vector[4]. Assuming that the initial state

consists of only �-th atomic orbital, the term Ai� can be pulled out of the summation.

Therefore, M is the product of two terms and described as

M = MAMC

MA � hf |²̂ · ~r|��(~r)i (2.22)

MC � X
~G

�~k�~q, ~G
X
i

aie
�i ~G·~�i (2.23)

MA is the matrix element of dipole transition from the atomic orbital and MC consists

of coe	cients of LCAO eigenfunction which is called photoemission structure factor[4].

|MC |2 determines the intensity distribution through Brillouin zones (BZ). For instance in

the case of the �-band of graphite, the distribution of |MC |2 is calculated as shown in

Fig.2.7[4]. Note that nth BZ corresponds to the BZ whose � point is denoted as �n.

Consequently, eq.(2.16) is rewritten as

I(�~k, �~k) � D1(~kk)|MA|2|MC |2 (2.24)

Thus, the angular distributions of 1D-DOS, |MA|2 and |MC |2 are the three factors which

contribute to PEAD.

The term |MA|2 Using a radial function Rnl(r) and a spherical harmonic Ylm(�, �),

the initial real atomic orbital is written as

�nl�(r, �, �) = Rnl(r)
X
m

b(m)Ylm(�, �) , (2.25)

where n, l, m are principal, azimuthal and magnetic quantum number, respectively, and

b(m)’s are the coe	cients to form real atomic orbitals such as px, py, and so on, which are

indexed by 	. The dipole transition operator ²̂ · ~r is rewritten as

²̂ · ~r = ²x(
x

r
) + ²y(

y

r
) + ²z(

z

r
) (2.26)

x

r
= sin � cos� = (

2�

3
)
1
2 (�Y11 + Y1�1)

y

r
= sin � sin� = i(

2�

3
)
1
2 (Y11 + Y1�1) (2.27)

z

r
= cos � = (

4�

3
)
1
2Y10 ,

where ²x, ²y and ²z are the x, y and z components of ²̂. Using Gaunt coe	cients[5] with

considering the dipole transition selection rule, 
l = ±1 and 
m = ±1or0,MA is described
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Figure 2.7 The distribution of | |M C
2  for π-band of graphite (Ref.[4]). Hexagonal 

Brillouin zones (BZs) are also shown. Note that n-th BZ corresponds to the hexagonal 
BZ whose Γ point is denoted as Γn. The intensities of the 1st and 3rd BZs are much
larger than those of 2nd and 4th BZs. 
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as[6]

MA = hf | ²̂ · ~r |�nl�i
= 8

1
2�
X
l0m
b(m)(�i)l0ei�l0Rl0(EK)

×
h
²x
n
�Yl0,m+1(�~k, �~k)C1(l0,m+ 1, l,m) + Yl0,m�1(�~k, �~k)C

1(l0,m� 1, l,m)
o

+ i²y
n
Yl0,m+1(�~k, �~k)C

1(l0,m+ 1, l,m) + Yl0,m�1(�~k, �~k)C
1(l0,m� 1, l,m)

o

+2
1
2 ²zYl0,m(�~k, �~k)C

1(l0,m, l,m)
i
, (2.28)

where Rl0(EK) is the radial matrix elements.

In the case of s-orbital as the initial state, the squared MA is written as

|MA|2 = 4�R21(EK)|²̂ · k̂|2 , (2.29)

where k̂ is a unit wave vector in the direction (�~k, �~k).

On the other hand in the cases of the initial state except for s-orbital,

|MA|2 = |(�1)l�1(ei�l�1Xl�1,� + ei�l+1Xl+1,�)|2 , (2.30)

where �l±1 are the phase shifts of continuum orbital and Xl±1,� are the quantities uniquely

determined by �nl�[6]. For example, as for 3px orbital, which is one of the four orbitals (3s,

3px,y,z) constituting Si(001) valence band, Xl±1,3px are written as

Xl�1,3px = 2

r
�

3
Rs²x (2.31)

Xl+1,3px = �2
r
�

3
Rd{(3x2 � r2)²x + 3xy²y + zx²z} × r�2 , (2.32)

where Rs and Rd are the radial matrix elements for s and d orbitals. Xl±1,� values for

other orbitals can be written down in the same way, and are summarized in Ref.[6]. The

values of the phase shift (�l±1) and the radial matrix element (Rl±1) for various h�’s and

materials are also carried.

In this way, it is possible to calculate the angular distribution of the term |MA|2 , which
are shown in Fig.2.8. In the �gure, x and y axes of orthogonal right handed coordinate

system are along horizontal and vertical directions within the page, respectively. z axis

is perpendicular to these axes. The incident light which is polarized horizontally (i.e.,

²̂ = (1, 0, 0)) propagates along the �z direction. (a), (b), (c) and (d) correspond to the

full hemispherical angular distribution of |MA|2 from s, px, py and pz orbitals, respectively.

In these images, there exist characteristic features. For s and pz orbitals, the intensity

distribution along the vertical central line is completely suppressed, whereas there is a

large intensity along that line for the px orbital. The intensity along both horizontal

and vertical central lines disappears in the image from py orbital. These characters of

|MA|2 distribution considerably in�uence the total photoelectron intensity distribution i.e.,

PEAD, which is the product of 1D-DOS, |MA|2 and |MC |2 as introduced in eq.(2.24). This
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Figure 2.8 Calculated angular distribution of |MA|2 for the initial state; (a) s orbital, 
(b) px orbital, (c) py orbital, (d) pz orbital. The circumference of each image corresponds to
the polar angle of 90°. The right handed coordinate system and the polarization of the
incident light are also indicated. 
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is why 2D PES is e�ective to investigate the initial state symmetry. These treatments

can be slightly modi�ed and applied to the case of photoelectron distribution excited by

circularly polarized light.

2.3.2 Apparatus

In order to carry out the 2D measurement, it is necessary to use a special analyzer

which can simultaneously analyze the kinetic energy EK and the emission angle (�~k, �~k)

of charged particles. Eastman et al. established such kind of 2D analyzer for the �rst

time[7] which applies elliptical electric �eld. Some measurement have been done using this

analyzer [8, 9, 10]. However, the obtained 2D image has a large angular distortion which

makes it di	cult to interpret the electronic structure. Even if it is corrected by ray tracing

considering the orbital of the photoelectron in the analyzer, the polar acceptance angle is

limited.

On the other hand, the 2D analyzer which has been developed by us [11] and used for all

the measurements in this thesis can collect the charged particles in the full hemispherical

acceptance angle without angular distortion in principle. A schematic drawing of this

analyzer which is called display-type spherical mirror analyzer is shown in Fig.2.9. This

analyzer utilizes a spherical electric �eld between the outer sphere (a) and the main grid

(b). The diameter of (b) is a half of (a). The charged particle which is excited by SR

light or laser from behind the outer sphere or the electron from the electron gun (k) leaves

the sample (c) and follows linear uniform motion between (c) and (b), which are usually

connected to the ground level. Then, it follows Kepler’s second law in a spherical electric

�eld between (b) and (a), and again linear uniform motion between (b) and (d) which

is the focusing point, aperture. Only the charged particle which has the kinetic energy

EK determined by the supplied voltage to (a) comes to the aperture with exactly the

same incident angle as the departure angle at (c). The su	cient diameter of the aperture

hole is 1mm because that of the excitation area on the sample is limited within 1mm.

Consequently, the particle ampli�ed by a coupled MCP (e) hits the �uorescent screen

(f) where the �uorescence is recognized as a signal. The two dimensional distribution of

the signal is recorded by CCD camera outside the vacuum. This analyzer can analyze

either negatively or positively charged particles by switching the polarity of the supplied

voltage to (a), which means 2D PES, LEED, AES and ESDIAD measurements are available

simultaneously using the same sample, which is the most important in the surface analysis.

The energy resolution, which is almost 1% of the pass energy(=EK ), is determined by

obstacle rings (g) as a low-pass �lter and retarding grid (h) as a high-pass �lter. Obstacle

rings are lined up along the envelope surface of the orbitals of the charged particle in various

emission angles and cut o� the particles with too high kinetic energy. The voltage added

to retarding grid can be selected with requirement. (i) are guard rings, which correct the

disorder of spherical electric �eld. The high voltage added to (e) and (f) are usually around
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Figure 2.9 Schematic drawing of the side view of "display-type spherical mirror analyzer"
(upper) and the plan view of the UHV chamber equipped with this analyzer (lower).
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1.6kV between two MCP, and 3kV between the second MCP and the screen. To avoid the

penetration of these high voltage �eld, the plane grid (j) is connected to the ground level,

or is -9V added to collect positive particle e	ciently when the ion is analyzed.

The angle resolution is determined by the accuracy of the shape of the grids. At the

retarding grid, the lens e�ect also a�ect the resolution, which is within ±2� .

In this thesis, three types of analyzer were used for the measuring. Each of which has a

slight di�erence in the acceptance angle and the resolution of higher energy side of EK . The

proto-type was used for ESD measurement in chapter 5, which has the acceptance of 40� at
most, and the energy resolution determined by the obstacle ring is 1% of the pass energy.

In chapter 3 and LID measurement in chapter 5, the second type with 50� acceptance and

the energy resolution of 0.5% was used. The third type used in chapter 4 has a larger

acceptance angle of 60� .

The incident angle of electron from the electron gun in each type of analyzer is �xed

at 45� . In ESD measurement in chapter 5, the current of the electron was less than 1
A

to avoid thermal e�ects and acceleration of Cl desorption.

To measure the �ight time of the ion in ESD study, the �uorescent should have a very

short decay time which is realized by using a �uorescent substance called P47. However,

the luminescence becomes very weak compared to a usual one so that the PIAS system

(HAMAMATSU Co., Ltd.) which can collect the signal in photon counting region was used.

2D data processing The data processing is carried out as follows.

• angle integrated spectrum Total intensity within the whole 2D plane is collected

as scanning the pass energy.

• angle resolved spectrum The total intensity in the individual windows which have

been appointed beforehand is collected simultaneously as scanning the pass energy.

• 2D PEAD The signal is counted at each pixels in the whole 2D plane (256×256
pixels in total) until the contrast of the image improves. The pass energy of the

analyzer is �xed at a certain energy. It takes typically 20min to obtain each image.

Two types of image are needed to obtain a 2D data for one EK , which are “signal”

(Sg) and “transmittance” (Trm). Trm image represents the angular distribution

of transmittance of the analyzer, and it is obtained by in-plane(�) rotation of the

sample considering the symmetry of the crystal. For example, in the case of the

crystal with 4-fold rotational symmetry, the sum of the images at each 3� from

� = 0� to 87� would be su	cient. Another way to take Trm image is to take Sg

image of secondary electrons at the same EK but using a di�erent photon energy[9]

since the transmittance of the analyzer depends on the pass energy. Dividing Sg

by Trm results in a correct data. To obtain PEAD in k-space, the data should be

projected to a sphere as schematized in Fig.2.10(a). The acceptance angle �a is a

known value which can be estimated from LEED pattern.
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(a)

Figure 2.10 (a) 2D image data conversion into -space. is a known value esti-

mated from LEED pattern so that the intensity at r on the screen is converted into
that at k = r (cos ) in the -space. (b) The way of background subtraction.The back-

ground level is estimated by fitting minimum intensities of azimuthal scan at each
polar angle to cos . Dividing the original image by fitted values gives a new image

with contributrion only from "signals".
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• Background subtraction As is often the case after applying rotational or mirror

symmetry operation to the image, the background level originating from secondary

electron is so high that it is hard to distinguish the states included in the image. In

such a case, it is e�ective to subtract the background as below, which is also shown in

Fig.2.10(b). This process is based on the assumption that the escape probability of

the secondary electron from the surface depends only on its mean free path normal to

the surface. That is, the intensity distribution of the background for polar angle � is

proportional to cos �. The procedure is; 1. getting azimuthal pro�le of the “original”

image at each polar angle, 2. plotting the minimum value of each azimuthal scan

for the polar angle, and �tting its pro�le to cos � by least squares method to obtain

“background”, 3. and �nally, dividing the “original” image by “background”, which

gives “signal” image.

2.4 Synchrotron Radiation (SR)

Recently, photoelectron spectroscopy using synchrotron radiation has got a great progress.

Compared to the usual light source such as He discharged lamp or X-ray source, synchrotron

radiation has much advantage in the intensity and linearity. The most superior points are

that one can use completely linearly polarized (or circularly polarized) light and also vari-

able photon energies on demand. In this thesis, synchrotron radiation was used in all the

measurements of PES as a cooperated user. In the following, each of the light source will

be brie�y introduced.

AR NE1B and PF BL28A in KEK In chapter 3, the beamline NE1B at 6.5GeV

accumulation ring (AR) and the beamline 28A at 2.5GeV photon factory (PF) ring in High

Energy Accelerator Research Organization in Tsukuba were used as a circularly polarized

light source in XPS and UPS region, respectively. These beamlines are equipped with the

insertion devices named the elliptical multipole wiggler, EMPW#NE1 and EMPW#28,

respectively, and the “dragon” type monochrometer optics which cover the photon energy

range of 240eV-1.5keV and 5-300eV, respectively[12, 13].

Each insertion device consists of a combinations of horizontal and vertical permanent

magnets made of NdFeB alloy. The number of the period, N, and the period length, �u

are 21 and 16cm at NE1, respectively, while they are 12 and 16cm at BL28, respectively

[14, 13]. The horizontal magnets are arranged with phase di�erence of �u/4 magnetic

period which is the same as vertical ones, as shown in Fig.2.11. The electron traces helical

orbital when it travels along this magnetic �eld which leads to the radiation of circularly

polarized light. The polarity is switched by changing the relative position of horizontal and

vertical magnet arrays to an optical axis by ±�u/4. Each insertion device was operated

in helical undulator mode in the experiments in this thesis, and the wavelength of the
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Figure 2.11 Schematic drawing of the insertion device (Ref. [14]). Arrows represent
the magnetization direction of each magnets. 
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radiation is expressed as

�n =
�u

2n�2
(1 +

K2

2
) , (2.33)

where K is the de�ection parameter which characterize the insertion device and is related

to the strength of magnetic �eld derived from the gap length of the magnets across each

other. n and � represent the harmonic order and the electron energy in the rest mass

units. In this thesis, only the �rst harmonic peak was used where the circular polarization

is expected to be almost 95% even at after the monochrometer. Using the above equation,

one can obtain a required photon energy by changing the gap length of the insertion device.

In the experiment at PF BL28A, the photon energy at a few % below the peak energy was

used since rather larger polarization can be obtained. The beam current measured at the

post mirror was in the order of 100pA at both beam lines.

BL4 at SOR-RING In chapter 4, the beamline 4 at 500MeV SOR-RING in ISSP

was used as a linearly polarized vacuum ultra-violet (VUV) light source[15]. The beamline

is equipped with a bending magnet and the plane grating monochrometer(PGM) optics

which covers 20-200eV photon energies. In this thesis, photon energy of 32eV was used

since one can obtain the best performance at this photon energy either in the intensity or

the energy resolution.

In each experiment at the three beamlines, the UHV chamber equipped with a display-

type spherical mirror analyzer was attached to the end of the beamline so as to realize the

normal incidence of the light to the sample.

2.5 CDAD

The original meaning of circular dichroism is a di�erent absorption coe	cient between

left and right circularly polarized (LCP and RCP, respectively) light. This phenomenon is

always observed for chiral materials and circularly polarizing plate is one of the application.

In this thesis, circular dichroism in angular distribution (CDAD) of the photoelectron is

investigated which is in brief an asymmetry of the PEAD caused by the incidence of LCP

and RCP light.

To observe CDAD, chiral target such as a molecule without any rotational center and

mirror plane of symmetry, or “chiral” experimental geometry is needed. In other words,

CDAD is expected on non-magnetic and non-chiral materials using chiral experimental

geometry, in which three directions � light propagation, sample normal and photoelectron

collection � are not coplanar as shown in Fig.2.12(a). Using this geometry, nonzero CDAD

e�ects have been observed in several molecular adsorbed surfaces, including C 1s emission

from CO/Pd(111)[16] and O 2p emission from O/Gd,Nd,Tb(0001) surfaces[17]. Schönhense

et al. also used this geometry for the valence band excitation of graphite and found strong
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Figure 2.12 Experimental geometry of CDAD measurement. (a):"chiral"
geometry where the light propagation, photoelectron collection and sample
normal (or orientation of the adsorbate) direction are not coplanar. (b):"non
-chiral" geometry where the incident angle of the light is normal direction,
which is employed in chapter 3.
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CDAD from �-band which is explained by the dipole transition regime of the excitation

from atomic pz orbital[18].

On the other hand, circularly polarized synchrotron radiation has become easy to deal

with due to the recent development of insertion devices, which leads to a new type CDAD

found in the 2D measurement in core level excitation of non-magnetic and non-chiral

Si(001) surface[19].This type CDAD was found in “non-chiral” geometry where the incident

angle of the light was perpendicular to the surface. The incidence of the light in soft X-ray

region results in PEAD characterized by the rotation of the forward focusing peaks from

mirror planes of the crystal. The rotation direction is opposite due to the polarization,

because of the angular momentum of outgoing photoelectrons.

In this thesis, in chapter 3, the same “non-chiral” geometry was adopted as shown in

Fig.2.12(b) in order to directly compare the results with those of previous work on core level

emission from Si(001). z-axis of the coordinate system corresponds to the normal direction

of the sample and the circularly polarized light propagates to �z direction. In this thesis,

LCP and RCP are de�ned as the polarities whose electric vector moves counterclockwise

(CCW) and clockwise (CW) on the sample as time goes by. Therefore, the unit polarization

vector ²̂ is (1,+i, 0)/
�
2 for LCP and (1,�i, 0)/�2 for RCP radiation.

2.6 Desorption induced by electronic transition

(DIET)

Desorption of the particles from solid surface is one of the most important phenomena

to solve kinetics at the surface. The driving force of the desorption is divided roughly into

three categories; ion impact, thermal activation, and electronic transition. The desorption

of the ion due to the ion impact is applied to the surface analysis, so-called secondary ion

mass spectroscopy (SIMS). SIMS uses heavy ions as primary ions so that the desorption

occurs by the momentum transfer. The information of stoichiometry in the local area

is obtained although it is accompanied by serious surface damage. Thermal desorption

(TD) is induced by the lattice vibration which derives from thermal activation. There are

several vibrational states in the adsorption potential well of the ground state as shown in

Fig.2.13(a). If the system was thermally excited to one of the vibrational states which

exceeds the potential barrier Ed, the adsorbate could desorb as a neutral. The character-

istic quantity of Ed at each adsorption site will cause the site selective desorption. The

desorption induced by electronic transition (DIET) occurs as a result of electron or photon

irradiation to the surface which are called electron stimulated desorption (ESD)[20] and

photon stimulated desorption (PSD)[21], respectively. The desorption species in DIET are

positive and negative ion, neutral and metastable particles, but in this thesis, positive ion

desorption is studied.
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Figure 2.13 Schematic illustration of potential curves for MGR-type desorption.
(a) |M+A> is the ground state and the gaussian denotes its wave function. Vibratio-
nal states are also represented. Following Franck-Condon excitation of the system

by the excitation energy E to the ionic state |M +A > (1), the ion moves along the

gradient (2) resulting in the desorption with the kinetic energy E . E and E repre-

sent the adsorption energy and ionization energy, respectively. (b) Energy diagram
of Antoniewicz bounce. After the excitation (1), the excited particle approaches to

the substrate followed by the resonant tunneling to |M+A> and |M+A > (2).
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2.6.1 Principle of DIET

Figure 2.13(a) represents the schematic potential diagram including the ground state

and the excited state which are related to DIET. The adsorbate at the equilibrium position

Req desorbs as a positive ion as follows;

1: Franck-Condon transition to the ionic state within the order of� 10�16s by the excitation
energy of Eex.

2: The adsorbate moves along the gradient of the potential curve to the vacuum. If the

obtained kinetic energy during the process was larger than the potential barrier, it could

desorb with the kinetic energy of EK .

This is the well-known MGR(Menzel-Gomer-Redhead) model[22]. Negative ion, neutrals

or a metastable particle can also desorb by changing the excited state. If the image force

between the created ion and the substrate was taken account, the equilibrium position

of the excited state would lie close to the surface. The energy diagram in this case is

schematized in Fig.2.13(b). Following the excitation (1), the adsorbate moves towards the

surface along the gradient and tunnels to the ground state and the ionic state at the cross

points (2), and �nally, the positive ion desorbs. This is so-called Antoniewicz bounce[23]

which was proposed to explain the desorption of physisorbed species from metal surface.

Here, one should notice that most of the ion deexcites to the ground state or the

antibonding state (not shown) during the desorption process since the life time of the ionic

state (� 10�16s) is much shorter than the time which is necessary for the ion to escape

from the vicinity of the surface (� 10�14 � 10�13s). This process is called reneutralization

which results in the desorption as a neutral.

Since MGR-type mechanism is based on the charge transfer between two bodies, it is

suitable to explain the desorption due to valence band excitation.

On the other hand, there is another mechanism called KF model[24] which was sug-

gested to explain O+ desorption from the ionic solid, TiO2, following the excitation of Ti

3p core hole. Figure 2.14 illustrates the process with three steps.

1. Core hole excitation by the excitation energy.

2. Inter-atomic Auger decay through O 2p band within the time scale of � 10�15� 10�14s.
3. O+ desorption caused by Coulomb repulsion among two or three holes created.

Franchy and Menzel revealed this mechanism[25], in which the core ionization initiates

the desorption, could occur even in the covalent bonded adsorption system, CO/W(100),

although intermediate Auger decay is an intra-atomic one within the adsorbate. The

Coulomb interaction energy resulting from two holes greater than the half bandwidth

is suggested to prevent reductions in the desorption cross section[26] which means the

lifetime of the excited state is long enough for the ion to escape from the surface. At

present, this Auger relaxation intermediate desorption is generally called Auger stimulated

ion desorption (ASID) which attracts the interest from the site selectivity point of view[27,

28, 29].
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Investigation of the desorption mechanism is usually carried out experimentally by col-

lecting desorbates with varying excitation energies. If there were a threshold corresponding

to a certain core hole excitation, one could presume that the desorption mechanism is ASID.

However, we have to be careful whether it is really assigned to ASID or not, because there

are indirect paths to the ion desorption triggered by the core hole excitation. One of which

is called X-ray induced ESD (XESD) where the photoelectron or secondary electron as a

result of core hole excitation induces the desorption. This mechanism was �rst proposed by

Jaeger et al. [30] on H+ desorption from multiple NH3 layers on Ni(110) surface. A usual

way to distinguish direct ASID and indirect e�ects is comparing the ion yield spectrum

with that of the total electron yield[28] which is considered to re�ect XESD ion. To con�rm

that the desorption mechanism is ASID, however, it is necessary to detect the coincidence

of the excited core electron with the ion desorption, as recently reported on H+ desorption

from condensed Si(CH3)4[29].

In the case of valence excitation, an indirect process is also suggested, although most

of the desorption product is reported to be neutral species from adsorbate/metal substrate

system. The mechanism includes three steps, e.g., the excitation of electron-hole pair in

the bulk by the incident energy, transport of the created “hot” carriers to the localized

adsorption site, and eventual breaking of the unstabilized bond. This hot carrier interme-

diate desorption is also seen in the gas molecule (or atom)/semiconductor system, such as

NO/Si(111)[31] and Cl/Si(111)[32].

Angular distribution of desorbed ion ESD ion angular distribution (ESDIAD)

has information of the adsorption site from which the ion desorbs. The desorption process

consists of two steps; excitation to the ionic state and successive motion to the vacuum.

Therefore, the total cross section of the desorption would be the product of the transition

probability and the survival probability near the surface. Assuming that the vibrational

wavefunction of the ground state is a three dimensional Gaussian, the transition probabil-

ity has its maximum in the direction of chemical bond[33] which means that the desorp-

tion direction corresponds to the bond direction of the adsorbate as shown in Fig.2.15(a).

However, the desorption angle is a�ected by the �nal state e�ect, which contains the image

potential and reneutralization e�ects.

Image potential of the desorbing ion acts as a long-range Coulombic attractive force

(� �1
z
) which reduces only the momentum perpendicular to the surface of the ion. Figure

2.15(b) shows such a situation where �i, �f , z0 and Vi(z0) are the initial bond angle, the

a�ected emission angle, the distance between the initial ion position and the image plane,

and the image potential at z0, respectively. Clinton estimated the change of the emission

angle of the ion from a metallic surface[33] and derived the relationship between �i and �f

as

cos �f =
n
(1 + �) cos �i

2 � �
o 1
2

� = Vi(z0)/EK , (2.34)
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Figure 2.15 Principle of ESDIAD. (a):The initial bond angle ( ) is basically conserved.

(b): is quenched to the larger angle by the attractive image force. (c): The reneutrali-

zation results in the smaller observation angle . (d): Total variation angle due to (b)

and (c) with respect to (Ref. 34, modified). The curve 1 and 2 are the individual contri-

bution from (b) and (c), respectively. The curve 6 is a simple sum of the curve 1 and 2.
Curve 3 represents the situation in which (appeared in eq.(2.34)) corresponds 0.2. The

practical variation angles are involved in the hatched area between curve 4 ( = ) and 5

( =0). If is smaller than 40 , is so small that one can investigate the geometry of

the adsorbate system using ESDIAD.
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where EK is an initial kinetic energy of the ion. This equation suggests that the larger the

bond angle is, the greater the e�ect of the image potential becomes so that the observed

angle of the ion (�s) shifts away from the normal direction.

Another �nal state e�ect, reneutralization, is represented by the recapture rate which

has in a conceptual form as a function of the distance from the surface

R(z) = A exp(�az) , (2.35)

where A and a are constants. Considering this equation, it is hard to desorb for the ions

which is rather near the surface in the spatial distribution of 3D Gaussian so that �s shifts

toward normal direction as shown in Fig.2.15(c).

The above two �nal state e�ects, which are competitive as to the variation of the

observation angle 
�(= �s � �i), were both taken account in the calculation[34] and the

result of which is shown in Fig.2.15(d). The �gure indicates that 
� is comparable to the

general angle resolution of the analyzer for �i 40� , while for larger �i, one has to take care

for the �nal state e�ects. This result suggests that the initial bond angle is directly re�ected

to the observed desorption angle in most of the system, which recommends ESDIAD for

one of the tools to determine the atomic scale geometry of the adsorbate system.

2.6.2 Laser induced desorption (LID)

Laser induced desorption (LID) can be de�ned as PSD using laser. There is an in-

teresting phenomenon so-called laser ablation, in which the target solid becomes plasma

in a local area due to the high power of laser leading to the desorption of ions, atoms,

molecules, clusters, etc. Laser ablation, whose early stage is suggested to be the core hole

excitation even if the target is a metal surface[35], has been paid much attention in these

days because of the application to laser MBE method to make an arti�cial lattice. But

the topics to study in this thesis is a completely non-thermal process, namely, DIET, and

it is important to prevent thermal e�ects in spite of the high power of laser. In the case

of Ge surface, the threshold laser �uence for visible plasma formation was reported to be

�650mJ/cm2[36] so that the �uence less than a few hundreds mJ/cm2 is expected to be

enough to avoid thermal process. Actually, the evidence of non-thermal reaction is found

in Cl/Si(111) system below 150mJ/cm2[32].

In present, the available wave length to generate by laser is limited within the range of

ultra-violet to infrared light. Although most of the investigations have been reported on

the valence band excitation resulting in the neutral desorbates, some papers report on the

ion desorption. One of them is NO+ desorption from Pt(111) surface[37] where neutral NO

is created as a result of valence excitation by one photon process followed by the ionization

in the vicinity of the surface due to two photon process. Ge+ desorption from Ge surface

is also suggested which follows four photon process[36], and the early stage of the ablation

of Sr metal is reported to be the excitation using four photons as mentioned above[35]. If
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these facts represented core hole excitation, the nonresonant multiphoton ionization cross

section should have su	ciently large value. This problem will be discussed in detail in

chapter 5.
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Chapter 3

CDAD of photoelectron from
Si(001) valence band

3.1 Backgrounds

Recently, photoelectron spectroscopy using circularly polarized light has attracted

much attention because it can provide new electronic and structural information of solid.

One interesting phenomenon is circular dichroism in angular distribution (CDAD) of pho-

toelectrons which is an asymmetry of photoelectron angular distribution (PEAD) observed

by the incidence of left and right circularly polarized (LCP and RCP, respectively) light.

CDAD of photoelectrons on non-magnetic and non-chiral materials is expected only by us-

ing “chiral” experimental geometry shown in Fig.2-12(a). Schönhense et al.[1] has reported

CDAD for the �rst time on graphite using this chiral geometry. Using photon energies of

20—40eV, they found strong CDAD from �—band along �̄ -M̄ line. They explained this

CDAD using dipole transition model from atomic pz orbital.

The CDAD using “non-chiral” geometry shown in Fig.2-12(b) was found for the �rst

time by Daimon et al.[2] in 2D measurement in core-level excitation of Si(001) surface

with photons in XPS region. This new type CDAD was explained by the rotation of

the forward focusing peaks due to the angular momentum of outgoing photoelectrons.

Multiple scattering calculation by Kaduwela et al.[3] well reproduced the experimental

results quantitatively. Rennert et al.[4] derived relations for the total intensity and the

dichroism in accordance with the symmetry of Si(001) surface. Their calculation also

showed a good correspondence with the experimental results.

These experimental and theoretical CDAD have no relation to the magnetic circular

dichroism (MCD), since the contribution from both Si 2p1/2 and 2p3/2 states, which are

derived from spin-orbit interaction, were considered together.

On the other hand, two-dimensional (2D) CDAD in valence band excitation with pho-

tons in UPS region has been predicted using “non-chiral” geometry by Matsushita et al.

on 1T-TaS2[5]. They employed free-electron-like �nal state in their calculation. 2D CDAD

was also calculated by Solterbeck et al. on Si(001) surface based on highly accurate one-
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step model[6]. Their method considered multiple scattering of photoelectrons which is

important as a �nal state e�ect in this energy region.

One purpose of this chapter is to study the origin of 2D CDAD of the photoelectron

from Si(001) valence band. The experimental results are interpreted based on a general

expression of PEAD in eq.(2.24) which does not include any scattering e�ects of the photo-

electron. Next, the results are compared with the calculation by highly accurate one-step

model which includes photoelectron di�raction e�ects.

Osterwalder et al.[7] have reported the photoelectron di�raction e�ect in the angular

distribution of the photoelectron from energy-integrated valence band with the kinetic

energies of �1000eV and several tens of eV. They suggested that PEAD patterns in these

high and low EK regions are very similar to those from near-lying core level and that from

the atomic orbital constituting the valence band, respectively, with considering scattering

e�ects in the �nal state. Another purpose of this chapter is to investigate such a scattering

e�ect in 2D CDAD by comparing those in the XPS and UPS regimes.

3.2 Experimental procedure

In general, the strength of photoelectron di�raction e�ect depends on the kinetic en-

ergy of the photoelectron. To investigate such a dependence as well as CDAD itself, the

experiment was performed using synchrotron radiation in XPS region at beamline NE-1B

of Accumulation Ring and UPS region at beamline 28A (in helical undulator mode) of

Photon Factory at High Energy Accelerator Research Organization in Tsukuba. A cham-

ber equipped with a display-type spherical mirror analyzer [8] was attached to the end of

the beamline. All the measurements were done using this analyzer in Ultra-High Vacuum

(UHV) at room temperature.

The circularly polarized light in XPS (�250eV) and UPS (20eV�90eV) region was

incident perpendicular to the Si(001) surface. Here, circular polarity is de�ned by the

rotation direction of the polarization vector (̂) on the sample surface, i.e., ̂ of LCP and

RCP light rotates counterclockwise (CCW) and clockwise(CW) on the sample viewed from

the light source, respectively. This experimental geometry has been already introduced in

Fig.2-12.

The sample was Si(001) wafer (n-type, 2-3�cm) cut into a size of 15×3×0.5mm3. The

clean surface was obtained by the repetition of resistive heating up to 1250C� for several

seconds. After that, 2×1 double domain LEED pattern was observed.

In the measurement of photoelectron, the acceptance angle was almost ±45� from the

normal direction of the sample surface. The energy and the angular resolutions were about

1% of the kinetic energy and ±2�, respectively.
Photoelectron Angular Distribution (PEAD) was obtained at kinetic energy of 246eV in

XPS region, while in UPS region it was obtained at several binding energies relative to the

valence band maximum (VBM). The angle-integrated valence band spectrum at h� = 40eV
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is shown in Fig.3.1 in which the binding energies to measure PEAD are noted. Here, VBM

lying at 1.9eV above the bulk peak[9] was determined from the spectrum obtained at

h�=21.2eV. The photoelectron was collected in constant �nal state spectroscopy (CFS)

mode. The �nal state energies were 40eV and 80eV from VBM to compare with the

theoretical work. At each photon energy in CFS mode, the gap value of the insertion

device was chosen to maximize the degree of circular polarization.

3.3 Results and discussion

3.3.1 UPS region

Ef=40eV

Figures 3.2(a) to (e) show PEAD from the valence band at the binding energies of

(a)0.8eV, (b)1.4eV, (c)1.9eV, (d)3.0eV and (e)4.5eV, respectively. Upper and lower panels

are for the LCP and RCP light, respectively. The lack of the intensity around the upper

right corner of RCP images, especially in (e), is due to the shade of the electron gun which

is mounted inside the analyzer.

In the �gures, we can evidently see CDAD, but the characteristic features are completely

di�erent from those observed in the XPS regime as shown later. In Figs.3.2(a) to (c),

intense areas on the left and right sides denoted as A in (a) rotate CCW for LCP and CW

for RCP light from the �̄ —J̄0 line, while those at the top and the bottom denoted as B in

(b) show opposite rotational direction from the �̄ —J̄ line. In Fig.3.2(b), the peak denoted

as C which has opposite rotational direction to B is also observed. Intensity distributions

around the four K̄ points of the two polarization images in Figs.3.2(d) and (e), which are

denoted as F and G in (d), seem to be realized by mirror symmetry operation with respect

to the �̄ —J̄ line. Note that CDAD scarcely appears along the �̄ —J̄ and the �̄ —J̄0 lines
of each image. This is not contradictory to the experimental “non-chiral” geometry along

these high symmetry lines which are included in the mirror plane of Si(001) surface[4].

In (a) and (b), PEADs seem to have two-fold rotational symmetry despite of double

domain 2×1 surface. This implies that a spatial part of the surface might be single domain.

It is not unreal considering relatively small spot size of the incident light on the sample in

the present experiment than that of the electron in LEED observation. Another possibility

is a slight contribution from the remained linear polarity of the incident light due to the

optics of vertical dispersion. If the initial state had pz character, the intensity along the

vertical central line in the PEAD would be weak as described in chapter 2.

From the general expression of PEAD as a function of the direction (�~k, �~k), we have

already shown the equation (2.24) in chapter 2 including the distributions of 1D-DOS,

|MA|2 and |MC |2 , which are the three factors contributing to PEAD.

Figures 3.3(a) to (e) show the distributions of bulk 1D-DOS corresponding to Figs.3.2(a)

to (e), respectively. Most of the intensity distributions in Fig.3.2 are considered to be con-
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Figure 3.1     Angle-integrated spectrum of Si(001) valence band at hν=40eV. The
origin of the binding energy is the valence band maximum (VBM). Binding energies 
of a: 0.8eV, b: 1.4eV, c: 1.9eV, d: 3.0eV, e: 4.5eV are the initial state energies at 
which PEAD measurement has been carried out in CFS mode with the final state en-
ergy of 40eV.



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

Figure 3.2 2D PEAD for LCP (upper) and RCP (lower) light. The binding energies are;
(a) 0.8eV, (b) 1.4eV, (c) 1.9eV, (d) 3.0eV, (e) 4.5eV with respect to VBM. White and orange
lines represent the 1×1 reciprocal lattice and 1×1 Brillouin zones, respectively. Γ Γ- J - 2′
direction corresponds to [110] direction, which is x-axis. 
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 (a) 0.8eV            
(b) 1.4eV             (c) 1.9eV 

 

    (d) 3.0eV            (e) 4.5eV 
 

 

 

Figure 3.3 1D-DOS distributions at the same binding energies as in Fig.3-2. The white 
and orange lines are the reciprocal lattice and Brillouin zones of 1×1 unit, respectively. Bright 
area represents a high density of states. 
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tributed by bulk photoelectron since most of them occupy the area of bulk 1D-DOS projec-

tion shown in Fig.3.3. No distinct evidence of the surface states was observed which should

lie in the bulk band gap area. The main features of observed distributions are qualitatively

similar to the corresponding 1D-DOS around the �̄2 points of 2nd Brillouin zones (BZ) in

(a) and (b), �̄2 and J̄2 points in (c), K̄ points in (d) and (e), respectively. This suggests

that the 1D-DOS in eq.(2.24) is re�ected to the angular distribution. With regard to (b),

B0 and C0 correspond to B and C in Fig.3.2(b), respectively. In the 1D-DOS, the latter has

py character, while the former has px character. The most intense areas on the left and

right sides of Figs.3.2(a) to (c), one of which is denoted as A in (a), are considered to be

divided into two parts denoted as D and E in (c). D correspond to D0 in Fig.3.3(c) which

consist of px orbital. In Fig.3.2(c), E seems to sit in almost the same position in the image

of opposite polarization, while D seems to rotate CW when the polarity changes from LCP

to RCP. Hence, the observed CDAD in A in (a) is presumed to be the contribution from D.

The initial state of F and G in Fig.3.2(d) is considered to be contributed from px, py and

pz orbitals as well as s orbital judging from the corresponding area F0 and G0 in Fig.3.3(d).

The intensity in the �rst and the third BZs are diminished in Figs.3.2(a), (b) and (c) while

that in the second BZs are weak in (e). This kind of feature is characteristic to |MC |2 ,

hence it could be explained by the photoemission structure factor.

The origin of CDAD Comparing Fig.3.2(b) and Fig.3.3(b) again, one can realize

that there are some regions in PEAD where the high 1D-DOS such as B0 and C0 is not

revealed. The observed CDAD seems to be ruled by the angular distribution of |MA|2 . As

already mentioned in chapter 2, |MA|2 is unique to each atomic orbital, which contributes

to the LCAO initial state as a base function. |MA|2 is given by the equations (2.29) and

(2.30) for the initial state with s other characters, respectively. Note that eq.(2.30) includes

the interference between the l� 1 and l+1 waves. As for 3px, 3py and 3pz orbitals, which

constitute Si(001) valence band together with 3s orbital, Xl±1,� in eq.(2.30) are written as

Xl�1,� = 2

r
�

3
Rs²x,y,z for 	 = 3px,y,z (3.1)

Xl+1,3px = �2
r
�

3
Rd{(3x2 � r2)²x + 3xy²y + 3zx²z}r�2 (3.2)

Xl+1,3py = �2
r
�

3
Rd{3xy²x + (3y2 � r2)²y + 3zx²z}r�2 (3.3)

Xl+1,3pz = �2
r
�

3
Rd{3zx²x + 3yz²y + (3z2 � r2)²z}r�2 (3.4)

where Rs and Rd are the radial matrix elements for the s and d orbitals, and ²x, ²y, ²z are x,

y, z components of ²̂. For circularly polarized light (²̂ = (1,±i, 0)/�2), |MA|2 is expanded
as

|MA|2 = V +W (3.5)

V � |Xl�1,�|2 + |Xl+1,�|2 + 2Re[Xl�1,�]Re[Xl+1,�] cos � (3.6)

W � �2Re[Xl�1,�]Im[Xl+1,�] sin � (� = �l+1 � �l�1) (3.7)
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The calculated distribution of the term V in eq.(3.6) in the case of 3px initial orbital is

shown in Fig.3.4(a). Here, x axis corresponds to the horizontal axis of each image. Rl±1
and �l±1, which are the incident photon energy dependent values, are quoted from Ref.[10].

This term V does not show CDAD. One can recognize that it is the other term W which

changes the sign with the polarity of the light as previously predicted in Refs.[1, 5]. Hence,

this term W (CDAD term) is the origin of CDAD in dipole transition, which represents the

interference between the two �nal state waves, l�1 and l+1. Note that this interference has

no relation to the path di�erence since the surface e�ects are neglected. The distributions

of the term W are shown in Figs.3.4(d) for LCP and (e) for RCP. The situation is similar

for 3py initial orbital, but CDAD does not appear in the case of 3pz and 3s orbitals. The

terms V for 3py and 3pz, and W(LCP) for 3py are also shown in Figs.3.4(b), (c) and (f),

respectively. In Figs.3.4(g) to (i), the total |MA|2 angular distributions from each p orbital

are presented for LCP light. Note that (g) = (a) + (d). Because the CDAD term W (d)

is strong at upper right and lower left corners, the total calculated intensity (g) (V+W)

shows the intensity distribution as W (d) modi�ed by V (a). Therefore, in the upper half of

(g), the intensity at the right is stronger than that at the left, while in the right half of (g),

the upper part is stronger than the lower part. This behavior is the same as that observed

in the experimental results shown in the upper panels of Figs.3.2(a) to (c), especially for

the distributions denoted as B in (b) and D in (c). The contribution from the 3py orbital

may be also observed since the peak C in (b) exists in the region where |MA|2 (3px) is

weak and also |MA|2 (3py) is strong. The assignments of B, D and C to px, px and py

orbitals, respectively, correspond to the characters of B0, D0 and C0 in Fig.3.3(b) and (c).

pz character of these regions of B, D and C is denied because the pz orbital does not exhibit

CDAD itself as shown in Fig.3.4(i). In this way, we can distinguish the component atomic

orbital of the initial states comparing the intensity di�erence among them with Figs.3.4(g),

(h) and (i). Hence, we can determine the initial state symmetry using circularly polarized

light.

In the case of higher binding energies in Figs.3.2(d) and (e), the px character seems to

dominantly appear from the point of view that the intensities are strong in the upper right

and lower left regions for the LCP light. Another feature is seen in Fig.3.2(d) in which

the distribution G is apparent in the upper left and lower right regions for LCP light.

These features suggest the initial state character of px and py, respectively. However, these

assignment is contradictory to the actual character of these states as mentioned before,

because s and pz do not show CDAD as shown in Fig.3.4, and in the emission from px and

py components, CDAD would be canceled if they were equally included. CDAD originated

from the rotation of forward focusing peak, which was observed in the PEAD of core level

photoemission[2], is not likely since G apparently re�ects the band structure. The origin

of CDAD in this binding energy region is still a matter of controversy.

Comparison with calculated PEAD [11] Figure 3.5 shows the calculated PEAD for

LCP light based on highly accurate one-step model on 1×1 ideal surface[6]. The surface is
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Figure 3.4 Calculated |MA|2 distributions with each components in eq.(3.5). The term V
of eq.(3.6) for circularly polarized (CP) light, i.e., for both LCP and RCP light, and the total
value of |MA|2 for LCP light are shown in (a), (b), (c), and (g), (h), (i), respectively. The initial
atomic orbital is px for (a) and (g), py for (b) and (h), and pz for (c) and (i). The CDAD term of 
eq.(3.7) for px orbital excited by LCP and RCP light are shown in (d) and (e), respectively, 
while (f) is that for py orbital excited by LCP light. The gray scale is only for (d), (e) and (f).
Each image is for hν=40.8eV, and the circumference of the circle corresponds to θ r

k = °45 . 
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Figure 3.5 Calculated PEAD for LCP light from the ideal surface based on highly
accurate one step model. The binding energies of (a) to (e) are the same as that in Figs.3-2(a)
to (e), respectively. The matrix elements are also shown for the initial states which are the
Bloch sums of px, py and pz orbitals in (f), (g) and (h), respectively. The 1×1 reciprocal lattice
is denoted by white and black lines in (a) to (e) and (f) to (h), respectively. Note that the
included area is wider in the latter than that in the former. 



single domain whose �rst atomic layer has zigzag chain along [11̄0] (x-)direction as shown in

the inset of the �gure. The binding energies of (a) to (e) correspond to those in Figs.3.2(a)

to (e), respectively. This one-step model[12] employs Green function as an initial state with

layer orbital LCAO basis of the uppermost 4 atomic layers, and time-reversed LEED state

as a �nal state so that the multiple scattering e�ect is considered. The angular distribution

in each image show qualitatively good agreement with the corresponding experimental

result. This suggests that the observed PEAD can be fully understood by considering

photoelectron di�raction e�ect. However, there are some disagreements for the intensity

ratio of the peak B00 and C00 in (a), (b) and (c). The intensity distribution of (e) is also

di�erent from Fig.3.2(e) which shows weaker intensities in the �rst BZ.

To discuss the inconsistency of the angular distributions in (a), (b) and (c), matrix

elements (|hf |²̂ · ~r |ii|2) are considered whose initial states are the Bloch-sums of each

atomic orbital within one atomic layer. The contribution from the topmost four layers are

considered and the sum is shown in Figs.3.5(f) to (h) for LCP light. In the �gure, the an-

gular distribution of px (Fig.3.5(f)) as well as py (g) can reproduce the experimental results

(Figs.3.2(a) to (c)) well, but the contribution from px seems to be too small in the region

denoted as B000 to realize the intense area of B in Fig.3.2(b). The intensity distribution in s

(not shown here) and pz indicates strong contribution from photoelectron di�raction since

such azimuthal change seen in Fig.3.5(h) cannot occur in the dipole transition model as

shown in Fig.3.4(i) for pz. Considering these facts, the inconsistency between experiment

and theory may be induced from the reconstruction on the actual surface, which results in

either di�erent photoelectron di�raction e�ects or di�erent electronic structure.

Ef=80eV

Figures 3.6(a) to (d) show PEAD from valence band at binding energies of (a)1.4eV,

(b)3.4eV, (c)4.4eV and (d)7.8eV, respectively. Left and right panels are for LCP and RCP

light, respectively.

The obtained PEADs show CDAD again, but in a di�erent manner compared to the

cases in the �nal state energy of 40eV. The correspondence with 1D-DOS seems to be not

so good. In Fig.3.6(a), however, the intense areas labeled A are observed only around �̄

points of the third BZs which corresponds to 1D-DOS around �̄ points as already presented

in Fig.3.3(b). The relatively strong intensities in upper right and lower left regions in LCP

image rotate CW resulting in RCP image. This feature is commonly observed in the other

binding energies up to 7.8eV in (d), although the area with maximum intensity slightly

moves towards the circumference of the image.

The intense area at �̄ point of the third BZ in (a) seems to move towards K̄ point of the

�rst BZ as the binding energy increases up to 4.4eV in (c). This movement is considered

to re�ect a dispersion from �̄ to K̄ point, which is seen in 1D-DOS in Fig.3.3 as well as in

a previous ARPES works[13]. The intensity distribution in the third BZ in Figs.3.6(b) and

(c) show a reasonable agreement with 1D-DOS of similar binding energies in Figs.3.3(d)
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Figure 3.6     Observed 2D PEAD for LCP (left) and RCP (right) light with Ef=80eV. The
binding energies are; (a)1.4eV, (b)3.4eV, (c)4.4eV and (d)7.8eV with respect to VBM. The
areas surrounded by white and orange lines correspond to the 1    1 reciprocal lattice and
Brillouin zone, respectively.



and (e), respectively. In Figs.3.6(b) and (c), the intense peak around K̄ points, one of

which is labeled B, exhibit CDAD as a CW rotation of the relatively strong intensities in

upper left and lower right by the polarization change from LCP to RCP.

From |MA|2 distributions in Fig.3.4, the dominant initial state symmetry of the ob-

served areas A and B are expected to be assigned to px and py orbitals, respectively. (Note

that |MA|2 show almost the same angular distributions by the incident photon energy of

around 80eV.) But the actual 1D-DOS in these regions of A and B is the contribution from

px, py, pz and s orbitals, so that CDAD is not expected to appear because of the same

reason as in the case of higher binding energies with Ef =40eV. The rotation of forward fo-

cusing peaks is not likely to contribute to CDAD since the observed intensity distributions

apparently re�ect 1D-DOS. The origin of CDAD at this �nal state energy is still a matter

of controversy, and it is needed to compare the experimental results with the theoretical

calculation which considers multiple scattering e�ect.

3.3.2 XPS region

Figure 3.7 shows PEAD from valence band at binding energy of �4eV from Fermi level.

The kinetic energy of the photoelectron is 246eV and the horizontal axis corresponds to

[11̄0] direction. Upper and lower panels are for LCP and RCP light, respectively. Com-

paring these two panels, the existence of CDAD is obvious. There are bright intensity

distributions which seem to rotate CCW(CW) from horizontal and vertical central lines

for LCP(RCP) light. This feature is very similar to the previous CDAD investigations of

the photoelectron from Si 2p core level as shown in Fig.3.8(a) whose kinetic energy is

250eV. The intensity distribution of the core level emission is explained by the rotation of

forward focusing peaks due to the photoelectron with angular momentum, and the rotation

angle 
� is expressed as


� = m/kkRk (3.8)

where m is the z-component of the angular momentum of the �nal state, kk and Rk are

the surface parallel components of the wave number of the photoelectron and the distance

between the emitter and the scatterer atoms[2], respectively. In the case of emission from

2p core, m = ±2 are used for LCP and RCP light, respectively, since the transition to

such states is dominant considering the Gaunt coe	cient. According to this equation, the

positions of the rotated forward focusing peaks are plotted by crossed signs in Fig.3.8(b)

considering the expected forward focusing directions from the bulk Si emitter as shown in

the inset of Fig.3.8 and 4-fold symmetry of the crystal. The re�ection e�ect is also taken

into account in these cross patterns assuming that the inner potential is 12eV[15]. In the

�gure the cross patterns well reproduce the rotation feature of the present result suggesting

that this rotational feature is derived from the rotation of forward focusing peaks even if

the initial state is delocalized.
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 [110] 

Figure 3.7 2D PEAD for LCP and RCP light in XPS region which shows CDAD. EK of
the photoelectron is 246eV which corresponds to the emission from Si(001) valence band
mainly consists of 3p states. The horizontal axis is [1 1 0] direction. The mirror planes exist
along horizontal and vertical central lines. The white lines represent 1×1 Brillouin zones. 
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 (a) 2p core level 
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Figure 3.8 Comparison of present data (b) with previously obtained PEAD from 2p core 
(a) and calculated 1D-DOS (c). The cross sectional view of the crystal and the directions of
forward focusing peaks to be appear in the case of core excitation are also shown. The rotated 
forward focusing peaks according to eq.(3.8) are plotted in (b) by orange crossed signs. 1×1
Brillouin zones are denoted by white lines in (b) and (c). 
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Figure 3.9 A schematic illustration of CDAD appeared in XPS region. The initial
state is an atomic orbital at each site which is the base of LCAO description. When there is
a scatterer in the direction of outgoing photoelectron, the forward focusing peak rotates
resulting in the one-sided angular distribution of the transition matrix element |M|2. 
Consequently, the contributions from both 1D-DOS and the rotation of forward focusing 
peak exist in PEAD, which is the product of 1D-DOS and |M|2. 
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On the other hand, the experimental results have another feature that the intensity

distribution exists around the circumference of 1×1 surface Brillouin zones which are rep-

resented by white lines in Fig.3.7. This distribution seems to be very similar to the 1D-DOS

shown in Fig.3.8(c). kk conservation by direct transition in this high kinetic energy region

is possible considering a small wave number of incident photon (0.13�A�1) compared to the

size of 1×1 surface Brillouin zone(1.64�A�1).
Therefore, the present result is attributed to the summation of intensity distributions

due to not only the direct re�ection of 1D-DOS but the rotation of forward focusing peaks.

Figure 3.9 is a schematic drawing to understand this situation qualitatively. The initial

state is described by LCAO approximation, but each photoelectron can be considered to

have the angular momentum originated from each atomic orbital at each site which is the

base of LCAO description and is p orbital in the present case. When there is a scatterer in

the direction of outgoing photoelectron, the forward focusing direction rotates according to

eq.(3.8). The �nal state far from the surface is considered to be the sum of photoelectron

waves from each atomic site although the phase shift among each atomic orbital at di�erent

site has to be considered. Hence, the angular distribution of transition matrix element |M |2
becomes one-sided. Since PEAD is the product of 1D-DOS and |M |2 as already mentioned

in chapter 2, the resulting angular intensity distribution in the present study seems to be

the sum of both 1D-DOS and the rotation of forward focusing peaks.

3.4 Summary

The experimental investigation of 2D CDAD of the photoelectron from Si(001) valence

band was presented for the �rst time at the �nal state energies of 40, 80 and 250eV. The

obtained PEAD showed apparent CDAD at any �nal state energies and binding energies

within the limits of measurement.

The angular distribution at the �nal state energy of 40eV was understood considering

the contributions from one dimensional density of states (1D-DOS), photoemission struc-

ture factor (|MC |2 ) and matrix element of the direct transition from initial atomic orbital

to the free electron-like �nal state(|MA|2 ). The observed CDAD can be attributed to the

interference of the �nal state waves in lower binding energies and a new way to determine

the initial state symmetry by using circularly polarized light was proposed. Comparing

the experimental PEAD with the distribution of |MA|2 , contributions from 3px and 3py

orbitals were distinguished at lower binding energies. The calculation by highly accurate

one-step model showed quantitatively good agreement in the angular distribution except

for the opposite intensity ratio of the top and the bottom peaks in lower binding energies.

The calculation on the 2×1 reconstructed surface may resolve this inconsistency.

At the �nal state energy of 80eV, the angular distribution still re�ects 1D-DOS although

the correspondence was not better than in the case of 40eV. The origin of CDAD in this

energy region is still a matter of controversy. The contribution from the forward focusing
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peaks dominates PEAD at higher kinetic energy of the photoelectron, and CDAD by the

rotation of forward focusing peaks was observed at the �nal state energy of 250eV with

some contribution from 1D-DOS.
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Chapter 4

2D PES of Si(111)-(
�
3×

�
3)R30�-Ag

surface

4.1 Backgrounds

The atomic and electronic structure of Si(111)-(
�
3×�3 )R30�-Ag surface has been in-

vestigated through the past two decades by various methods[1]-[5]. Recent works have pro-

posed a reliable atomic structure model called Honeycomb Chained Trimer (HCT) or HCT-

1 model (originally proposed by Takahashi et al.[5]) by using ion scattering spectroscopy[6].

This model was supported by total-energy calculation[7]. The plan and side views of HCT

model are shown in Fig.4.1(a)[6] which includes missing-top-layer Si(111) substrate. The�
3 ×�3 unit cell contains one Si- and one Ag-trimer, which indicates Ag coverage of

1ML and intrinsically semiconductive character of this surface. This model also contains

a mirror plane along [112̄] direction, which is denoted by a dashed line in the �gure. A

calculated band structure based on HCT model is shown in Fig.4.1(b)[8]. There are several

occupied bands lying between Fermi level and the binding energy of 2eV, and a dispersive

empty state band which has its minimum at around �̄ point. It is this empty band which

determines the position of Fermi level on the actual surface as will be explained later.

Honeycomb arrangement of protrusions was observed in either occupied or unoccupied

state STM images[9, 10]. Fig.4.2(a) is an unoccupied-state STM image obtained at +1.2eV

bias on the sample[10]. The relationship between this STM topography and HCT model

was clearly solved by a theoretical work by Watanabe et al.[8]. They suggested that the

observed protrusion in STM images represents neither Si nor Ag atom, but corresponds to

the center of Ag triangle. This situation is illustrated in Fig.4.2(b).

The electronic structure of this surface has been investigated by several groups using

ARPES[11, 12] and ARIPES[14]. Yokotsuka et al.[11] found three surface states which

lie between Fermi level and binding energy of 4eV with
�
3 periodicity, using He dis-

charged lamp with incident polar angle of 45� . Johansson et al.[12] studied ARPES using

synchrotron radiation and suggested that there are two surface resonance states and one

metallic surface state at around �̄ point of the second
�
3×�3 surface Brillouin zone (SBZ).
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(a) 
 

 
 
 
 
 
 
 
 
 

(b) 

Figure 4.1 (a): Plan and side view of modified Honeycomb-Chained-Trimer (HCT) 
model (ref. [6]).  (b): Band calculation based on HCT model by Watanabe et al.(ref. [8]).
The lowest empty state band S1 has its minimum at Γ  point. 

63



 
 

 (a) 
 
 
 
 
 
 
 
 
 
 
 
 
 

         (b) 

Figure 4.2 (a) Unoccupied state STM image of Si(111)- 3 3× -Ag surface 
(Ref.[10]). Honeycomb structure of the bright spots is clearly seen. (b) The relationship 
between the STM image and HCT model. Black circles denote Ag atoms. Small triangles
of these Ag atoms form distorted hexagon. Only the center of each triangle, where the
density of state is large, is observed by STM which contributes to a “honeycomb” image in
(a). A 3 3×  unit cell is also indicated by the gray line.  
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Their result is shown in Fig.4.3 along two high symmetry lines. A metallic surface state S1

and two surface resonances named S02 and S03 crossing each other at K̄ point were observed.

A strong pz character of S02 band was also suggested from the parity analysis using lin-

early polarized light. S1 state was suggested to originate from a partially occupied empty

state band which has been already introduced in Fig.4.1(b). This band was also observed

in ARIPES measurment[14] as a prominent peak at around 2eV above Fermi level and a

weak shoulder at around Fermi level at �̄ point. Recently, high electrical conductance on

this surface induced by small amount of additional noble metal atoms such as Ag and Au

has attracted much attention[15]-[17]. S1 state has been suggested to play an important

role in the mechanism of such a high conductance[18].

In this chapter, the electronic structure of this surface is investigated by using 2D

ARPES, and symmetries of the observed initial state bands are discussed. This is the

�rst time to study surface states by 2D PES except for the pioneering work by Himpsel et

al.[19].

4.2 Experimental procedure

The experiment was performed at beamline 4 of SOR-RING in ISSP of the University

of Tokyo. The base pressure of UHV chamber was 1.3×10�10 Torr during the measurement.

The specimen was Si(111) (p-type, 10.5�cm) wafer cut into a size of 15×3 × 0.5mm3

which showed clear 7×7 LEED pattern after the cleaning by direct current resistive heating

up to 1250C�. Ag was deposited onto the specimen whose temperature was maintained at

�600C� until a clear
�
3×�3 LEED pattern was observed.

All the measurements were done at room temperature using a display-type spherical

mirror analyzer[20]. The energy resolution was estimated from the Fermi edge of Ta to

be ±0.26eV and angle resolution was at most ±2� . The linearly polarized light was

incident perpendicular to the surface with the photon energy of 32eV. Figure 4.4 is an angle

integrated valence band spectrum which contains contribution from surface states and bulk

states around binding energies (EB ) of 1.1eV and 2.6eV from Fermi level, respectively.

The spectrum suggests a semiconductive character of this surface, although a very weak

intensity is seen at around 0.1eV.

PEAD from valence band was measured at every 0.1eV from Fermi level to 1.7eV

below it to cover whole contribution from surface states. The acceptance angle was about

±60� from surface normal, which enables detection of the photoelectron up to third SBZs.

In the measurement, two conditions in relationship between
�
3×�3 surface Brillouin

zone and the electric vector (²̂) of the light were chosen; one is ²̂ k �̄ -M̄ ([011̄]) and the

other is ²̂ k �̄ -K̄ , which are called as � = 0� and � = 30� con�gurations in this thesis,

respectively.
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Figure 4.3 Previous work on the dispersion of Si(111)- 3 3× -Ag surface by 
Johansson et al. (ref. [12]). Dispersions along Γ - M  and Γ - K - M high symmetry 
lines are presented in upper and lower panels, respectively. 
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Figure 4.4     Angle integrated spectrum of Si(111)- /3× /3-R30º-Ag surface (hν=32eV).
The peaks at around 1.1eV and 2.6eV correspond to bulk and surface components, res-
pectively. Two-dimensional PEAD was obtained at each 0.1eV binding energy from Fermi
level to 1.7eV.



4.3 Results and discussion

Figure 4.5 shows typical PEAD images observed at EB =1.1eV. (a) was obtained in

� = 0� con�guration, while (b) in � = 30� . The white lines in the �gure represent�
3 ×�3 surface Brillouin zone (SBZ). High symmetry points in

�
3 ×�3 SBZ are also

shown at the bottom of each image, with directions of the polarization vector (²̂) of the

incident light.

In these images, one can recognize immediately that there is a mirror symmetry in

the intensity distribution. The mirror symmetry is obvious along vertical and horizontal

central line in � = 0� and � = 30� con�gurations, respectively. These directions include

the �̄ -K̄ line in SBZ, which suggests that the electronic states observed in these images

have a mirror symmetry with respect to the �̄ -K̄ direction. This feature was commonly

observed at binding energies from 0.16 to 1.7eV. The mirror symmetry of the electronic

structure is consistent with the atomic structure of HCT model shown in Figs.4.1 and 4.2,

since it has a mirror plane including [112̄], i.e., �̄ -K̄ direction.

4.3.1 Band structure

To identify the observed intensity distributions, PEADs were given mirror symmetry

operation to obtain more sharp pattern and to facilitate the discussion. The mirror opera-

tion was carried out considering the mirror symmetry with respect to the �̄ -K̄ line as well

as that of the incident light to maintain the parity information of the initial states.

PEADs at various binding energies after the mirror symmetry operation for � = 0� and
� = 30� are presented in Figs.4.6(a) and (b), respectively. Note that the intensity of each

image is normalized to its maximum value.

In Fig.4.6(a), the intensity distribution gradually changes with the binding energy.

Rather dim distribution around �̄2 point of each SBZ at EB =0.16eV becomes a strong

peak at �̄2 point at EB =0.3eV. At EB =0.5eV, “horseshoe”-like distribution appears.

It scarcely changes its shape as well as relative intensity distribution inside of it up to

EB =1.0eV. The intensity distribution gradually changes again from EB =1.1eV to 1.4eV

and a drastic change is observed from EB =1.5eV to 1.7eV to cancel “horseshoe”-like

distribution. The changing behavior is almost the same in � = 30� con�guration as shown

in Fig.4.6(b).

The observed characteristic features are summarized in Fig.4.7 which shows PEADs at

binding energies of (a)0.3eV and (c)1.6eV in � = 0� con�guration and of (b)1.0eV and

(d)1.6eV in � = 30� con�guration, respectively. In each image, 1 × 1 SBZ of ideal Si(111)

surface as well as
�
3 ×�3 SBZ is represented by orange and white lines, respectively.

These SBZs are summarized in the inset. A contour map of the bulk projection is also

shown in (e) which is derived from one-dimensional distribution along the high symmetry

lines in Ref.[21]. Each contour line represents 0.1eV step from valence band maximum

(VBM) at each �̄ points of 1×1 SBZ up to EB =2.1eV from VBM at K̄ points of the same
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Figure 4.5 PEAD of two experimental configurations at EB=1.1eV. (a) is PEAD in a 
configuration φ=0° in which the electric vector of incident light is parallel to Γ − M
direction of 3 3×  surface Brillouin zone. (b) is in another configuration φ=30° which 
is rotated 30° from φ=0°. The intensity distribution in each configuration shows a mirror
symmetry whose mirror plane is along Γ − K  line. 
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Figure 4.6(a)     PEADs at various binding energies in φ=0  configuration after the mirror
operation. The number in each image represents the binding energy in eV unit. The area 
denoted as N at 1.0eV represents a noise distribution. See the text in details.
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Figure 4.6(b)     PEADs at various binding energies in φ=30  configuration after the mirror 
symmetry operation. The number in each image represents the binding energy in eV unit.
 See the text in details.
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Figure 4.7      Characteristic distributions observed in the PEADs in Fig.4-6 ((a) to 
(d)) at the binding energies of 0.3, 1.0, 1.6 and 1.6eV, respectively. A contour map 
of the bulk projection derived from Ref.[21] is also shown in (e) where each con-
tour line represents 0.1eV step and the most intense area around Γ points of 1    1 
Brillouin zones (BZs) correspond to the valence band maximum.     3         3and 
1    1 SBZs are shown in the inset and are represented by white and orange lines in 
each image. See the text in details.



SBZ. In the present result, VBM is assumed to be � 0.16eV below Fermi level, which has

been reported on a p-type substrate[23].

In Fig.4.7(a), a strong peak is seen at the �̄2 point of the second
�
3×�3 SBZ which

corresponds to the K̄ point of 1×1 SBZ. This peak lies well apart from the bulk projection so

that it is considered to be a surface state. It moves towards M̄2 point of
�
3×�3 SBZ as the

binding energy decreases and the observed dispersion is shown in Fig.4.9(a). The bottom

of this band is estimated to be about 0.3eV. This band, named S1 state, is considered

to be the same one as recently reported metallic band which was observed in ARPES

spectra[12, 17, 23], judging from its dispersion and energetic position.

Other characteristic distributions are shown in Fig.4.7(b), (c) and (d). On the �̄ -M̄ line,

apparent distribution denoted as A in (b) and B in (d) are observed. The position of A does

not depend on the binding energy and clearly seen between 0.5 and 1.5eV while B moves

towards �̄2 point from EB =1.7 to 1.2eV. This movement is plotted within the reduced zone

scheme in Fig.4.9(b) in which the observed peaks inside and outside the bulk projection

are represented by open and solid circles. The observed position of B corresponds to the

dispersion denoted as B which lies almost outside the bulk projection. Therefore, B is

considered to be a surface state or a resonance state.

On the other hand, on the �̄ -K̄ line, the distributions denoted as C in Fig.4.7(b) and

D in (c) are observed. C lies between �̄3 point of the third SBZ and K̄2 point at around

1.0eV followed by the movement towards K̄2 point as the binding energy increases. D is

seen between �̄ and K̄ point at 1.7eV and moves towards K̄ point as the binding energy

decreases. The behavior of another distribution D0 in (c) is similar to that of D although

its intensity is much weaker than that of D. Hence, D0 is considered to be the same band as

D. These behaviors of C and D(D0) are shown in Fig.4.9(b) by the dispersion denoted as C

and D, respectively. Both of them are inside the bulk projection. On the �̄ -K̄ line, another

distribution denoted as E in Fig.4.7(d) is observed although it is rather dim and seems to

be mixed with the adjacent distribution B. Nevertheless, it has a dispersion towards �̄2

point as the binding energy decreases from 1.7 to 1.2eV as shown in Fig.4.9(b) denoted as

E.

Other changes in the PEAD are also plotted and we could derive some steep disper-

sions. However, the distinct distribution A has not been plotted. Even if there were bands

with �at dispersion, we could not distinguish them from the above analysis in which only

the changes in PEAD are noticed, since PEAD is a constant energy surface. Therefore, we

have derived angle-resolved energy distribution spectra from the obtained PEADs, which

is attributed to the same fashion in the measurement by a conventional one-dimensional

ARPES. Fig.4.8 shows angle-resolved spectra along �̄ -M̄ line derived from PEADs. To

obtain these spectra, the total count of PEAD was normalized to that of the angle in-

tegrated spectrum shown in Fig.4.4 at each corresponding binding energy. Because the

energy resolution, ±0.26eV, is not so good, it is hard to distinguish detailed dispersions

which have already been mentioned before. However, we can recognize that there are at
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Figure 4.8 ARPES spectra along -M line derived from PEAD patterns whose

total count are normalized to that of the angle integrated spectrum shown in Fig.4.4.
The normalized PEADs are also shown for the binding energies of 0.7, 1.0 and 1.7eV.
The -M line is represented by a white arrow in 1.0eV image. The intense area

denoted as A corresponds to the peaks represented by A in the ARPES spectra which
have almost flat dispersion between M and points.
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Figure 4.9     Band structure derived from experimental PEAD. (a) is the dispersion along
Γ-M line which includes S1 state denoted by filled circles. The solid curve represents the upper
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denote the states inside and outside the bulk projection, respectively.

(b)

(a)



least one �at band which lies between M̄ and �̄2 point denoted as A. Hence, the observed

distribution A in Fig.4.7(b) is considered to have a �at dispersion as shown in Fig.4.9(b).

The commonly observed “horseshoe”-like distributions from EB =0.5eV to 1.5eV in Fig.4.6

are explained to be extrinsic patterns originated from the tail of the main peak considering

a broad lineshape of each spectrum in Fig.4.8.

In this way, the band dispersion along high symmetry lines is derived from PEADs at

various binding energies. The obtained dispersions in Fig.4.9(b) are similar to those in

the previous reports[11, 12, 23]. The crossing behavior around K̄ point has been seen in

the results by Johansson et al. in which two surface states or resonances along each high

symmetry line, i.e., S2 and S3 along �̄ -M̄ line, S02 and S03 along �̄ -K̄ line, respectively, are

suggested as shown in Fig.4.2.

4.3.2 The origin of observed bands

PEAD consists of three factors as described in chapter 2, which are 1D-DOS, angular

distribution of squared transition matrix element from atomic orbital which is the base

of the initial state (|MA|2 ), and photoemission structure factor which determines the in-

tensity distribution through Brillouin zones (|MC |2 ). Therefore, we can investigate the

character of the initial state by comparing the angular distribution of experimental result

with that of calculated |MA|2 from each atomic orbital by using linearly polarized incident

light[22]. |MA|2 distributions from s, px, py and pz orbitals are shown in Fig.4.10 in the

same coordinate system as in the present experiment in which x axis corresponds to the

horizontal axis on the page. Here, subscripts x, y, z mean the orbitals along the corre-

sponding axis, which are �xed on the page.

Metallic surface state S1 Figure 4.11 shows PEADs at EB =0.3eV in � = 0� and

30� in which the intense area at �̄2 point of each second
�
3 ×�3 SBZ corresponds to

S1 state. These images are given mirror symmetry operation for vertical and horizontal

central lines in (a) and (b), respectively. Note that the polarization vector of incident light

is parallel to the horizontal axis.

Comparing these PEADs with |MA|2 distribution shown in Fig.4.10, s and pz characters

of S1 state are denied since S1 is visible in Fig.4.11(b) even around the vertical central line

where the photoemission from an initial state with such characters is forbidden. In the

present case, however, it is hard to distinguish px and py orbitals because some bonding

orbitals in the system are expected to have three-fold rotational symmetry. Therefore,

we can say that this state S1 has in-plane p character which is a mixture of px and py

orbitals with a certain ratio. Considering |MA|2 distributions in Fig.4.10, a �nite transition

probability to the area around vertical central line is undoubted even from an initial state

with px and py characters. In the observed PEAD, there seems to exist an asymmetry

in the intensity distribution. In � = 0� con�guration, for example, the intensity of the

PEAD in the lower part is smaller than that in the upper part. The origin of this kind of
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Figure 4.10 Calculated angular distribution of |MA|2 for the initial state of; (a) s, (b) 
px,  (c) py and (d) pz orbital. The circumference of each image corresponds to the polar
angle of 60°. The right handed coordinate system and the polarization of the incident light
are also shown. 

x 

y 

z 

$ε

77

(c) py          (d) pz 

(a) s           (b) px 



 
 
 

 
 

 

Figure 4.11 PEAD at EB=0.3eV. (a) and (b) are φ=0° and φ=30° configurations, 
respectively. Each image has been modified from the original one by mirror symmetry
operation along Γ - K  line. Bright area around each Γ 2 point of the 2nd surface 
Brillouin zone (SBZ) as well as that of 1st SBZ correspond to S1 state. Intensity 
distribution around K 2 point denoted as N in (a) is a noise due to the mirror reflection of
incident light from the sample, which should be ignored. 
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assymmetry in PEAD may be related to the hybridization of px and py orbitals although

the details are not discussed in this thesis.

S1 state has been observed as an occupied state by partial �lling of the empty band[12,

18], which is calculated to have its minimum around �̄ point by Watanabe et al.[8]. They

also revealed that the honeycomb protrusions in the unoccupied state STM image is due to

the body center of Ag triangle where the contribution from Ag 5s and 5p orbitals dominates

the density of states. Therefore, the origin of S1 state is considered to be in-plane Ag 5p

orbital.

The origin of the extra charge constituting to S1 band has been suggested to be the

band bending in the case of high-doped n-type substrate[12], whereas it has not been a

dominant factor in the case of p-type substrate[23] although the partial �lling of the empty

band is intrinsic. In the present experiment, p-type substrate is used and the origin of

the charge in S1 band is still a matter of controversy. However, a small amount of extra

Ag atoms on the surface may play an extrinsic role on the partial �lling in the present

case since there are some inaccuracy in the estimation of Ag saturation coverage. This

possibility is supported by somewhat large binding energy of observed bottom of S1 band

(�0.3eV) which is in good agreement with that of the recent work on p-type surface with

extra Au coverage of 0.1ML[23].

Other surface states Figure 4.12 shows PEADs in � = 0� and 30� at the binding

energies of (a)1.1eV and (b)1.7eV which correspond to the top and the bottom of the

observed bands. To determine the character of each band, four distinct distributions which

belong to each band are discussed. In the �gure, A0 to D0 in � = 0� are the equivalent

distributions of A to D in � = 30� , each of which represents each band of A to D in

Fig.4.9(b).

In Fig.4.12(a), the band A is observed in both con�gurations of � = 30� and � = 0� . s
or pz character of this band is denied because the distribution A is observed on the vertical

central line where the photoemission from the initial state of such characters are forbidden

as shown in Fig.4.10. Therefore, the character of the initial state A is considered to be

in-plane p orbital.

On the other hand, the angular distribution C is observed in � = 30� , whereas that

at the equivalent position C0 is very weak on the central vertical line in � = 0� . Since

the noise distribution exists around here due to the re�ection of the incident light from

the sample, the band C is considered to be almost invisible when its distribution is on the

vertical central line. This behavior is in good agreement with that of the distribution of

|MA|2 from pz and s orbitals in Fig.4.10 which suggests that the initial state has pz or s

character.

At higher binding energy in Fig.4.12(b), the band B and D are observed in both con-

�gurations. As to D, however, it shows a very intense peak in � = 30� whereas in � = 0� ,

the equivalent distribution denoted as D0 has a very weak intensity on the vertical central

line. Therefore, the band D has a considerable pz or s character. On the other hand, B
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Figure 4.12     PEADs for two configurations. (a) and (b) are the images observed at EB=
1.1 and 1.7eV, respectively. See the text in details.
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Figure 4.13     3D plot of the observed dispersions (A-E). The area between B and 
E bands corresponds to the observed distribution indicated below. See the text in 
details.

M KΓ

Γ

M
K

D

C

S1

A

E

B



is visible in � = 30� in spite of its position close to the vertical central line, suggesting

in-plane p character of the initial state.

From the above discussion, the observed bands A, B, C and D are con�rmed to have

in-plane p, in-plane p, pz or s and considerable pz or s characters, respectively. These as-

signments are consistent with those in the previous ARPES measurement by Johansson et

al.[12] except for the band D. Considering the character of each band, S2, S3 and S02 state in
their report correspond to A, B and C band, respectively. Although the observed D band

is energetically similar to S03 state, the initial state has a considerable pz or s character,

which is contradictory to the previously suggested in-plane p character of S03 state.

Three-dimensional expression of the observed bands The observed bands are

plotted in a three-dimensional (3D) expression as shown in Fig.4.13. z-axis and x-y plane

correspond to the binding energy and a reduced SBZ, respectively. From the �gure, one

can recognize that the dispersions B and E have similar slope and energetic position. This

implies that these bands are located on the same band which is expressed as a curved

surface as shown in the �gure. Actually, the corresponding intensity distribution in the

observed PEAD seems to spread between the �̄ -M̄ and �̄ -K̄ lines. This kind of feature

would not be observed except for 2D measurement.

4.4 Summary

Surface states on Si(111)-(
�
3×�3 )R30� -Ag surface was investigated using 2D PES.

The obtained PEADs at binding energies up to 1.7eV showed mirror symmetry with respect

to the �̄ -K̄ line of SBZ which suggests the electronic structure having this symmetry.

From the intensity distribution of PEADs, the existence of some surface states or res-

onances and their characters have been revealed. A metallic band S1 was observed at the

binding energy of around 0.3eV. The intensity distribution does not show s and pz charac-

ter considering that of |MA|2 . This suggests in-plane p character of this band originated

from Ag 5p orbital. Other surface states or resonances were observed between the binding

energy of 1.0eV and 1.7eV. PEADs from S02 state (C band) showed a character of pz or s

orbital considering |MA|2 distribution whereas those of S2 and S3 states (A and B bands)

were assigned to in-plane p orbital. The other band D was revealed to have a considerable

pz or s character, which is di�erent from that of the previously reported S03 state. In this

way, the characters of each surface state or resonance has been con�rmed by comparing

PEAD with the intensity distribution of |MA|2 from each atomic orbital.

The observed bands were summarized in a 3D expression and it was suggested that the

band B and E are the parts of the same band on a curved surface.
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Chapter 5

Adsorption and desorption processes
of Cl on Si surface studied by
electron stimulated desorption
(ESD) and LID

5.1 Background

There have been great interests in the chlorine chemisorbed silicon surface because

of its potential for the application to dry etching process in VLSI technologies. On the

contrary, the formation of a surface dipole layer is expected due to a large electronegativity

of chlorine, which is another kind of interest in this system.

The adsorption geometry and the electronic structure of Cl on Si(001)2×1 surface has

been investigated by lots of methods. Rowe et al. found some Cl induced states using

polarization dependent PES[1]. They suggested that 2×1 periodicity remains during Cl

adsorption, and Cl-Si covalent bond is tilted with respect to the surface normal. Recent

ARPES study revealed that there are 7 Cl induced surface states each of which has narrow

dispersion of �0.2eV[2]. From the polarization dependent analysis, it is suggested that

Cl disociatively adsorbs on both dangling bonds of symmetric Si dimer as illustrated in

Fig.5.1(a). This adsorption site is assisted by other groups using such as LEELS (low energy

electron loss spectroscopy)[3] and ESDIAD (electron stimulated desorption ion angular

distribution) [4, 6]. In ESDIAD and HREELS (high resolution EELS) study, Gao et al.

proposed the adsorption to the bridge site of symmetric dimer especially in lower coverage

as well as dangling bond site, which is shown in Fig.5.1(b). They also revealed that the Cl

atom on the bridge site converts to the dangling bond site by annealing to �700K. This

bridge site con�guration is observed in the STM study[5] in which the adsorbed Cl on one

side of dangling bond site hops to the another side via the bridge site whose driving force
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Cl/Si(001) surface 

          (a)          (b)         (c) 
 
 
 

Cl/Si(111) surface 

          (d)          (e)          (f) 
 

 

 

Figure 5.1 Various Cl adsorption sites on Si(001)2×1 ((a)-(c)) and Si(111)7×7 
((d)-(f)) surfaces. Gray-hatched and empty circle denote Cl and Si atoms, respectively. 
On Cl/Si(001) surface, Cl adsorbs at the on-top site of asymmetric dimer ((c)) or the 
bridge site of symmetric dimer ((b)) at low coverages, while on the dangling bond site 
((a)) at high coverage. On Cl/Si(111) surface, there exists three kinds of adsorption sites. 
(d), (e) and (f) are SiCl, SiCl2 and SiCl3 species, respectively. At low coverage, only SiCl 
is found. 
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is the interaction of probe tip and Si-Cl dipole moment. The on-top site of the asymmetric

dimer shown in Fig.5.1(c) in low coverage was found by EXAFS (extended X-ray absorption

�ne structure)[7] where the bond length of Si-Cl is determined to be 2.00±0.02�A . The other

adsorption species, SiCl2 is suggested in ESDIAD study [6]. The ion desorption from the

step edge is also suggested [6, 8]. The existence of SiCl2 was con�rmed by SCLS (surface

core-level shift) studies[9, 10], although the respective amount to SiCl species is small.

The desorption mechanism in PSD on this surface has been proposed by Durbinet al.

to be initiated by Cl 3s core hole excitation[10]. They also suggested the indirect path of

desorption around Si 2p edge via ESD by inelastically scattered electron.

On Si(111)7×7 surface, Cl adsorbs in the forms of SiClx (x = 1, 2, 3), which was ob-

served by SCLS measurement[11]. ARPES analysis was also carried out by the same

authors and Si-Cl � bond and Cl-Cl � bond were observed. In the earlier stage of adsorp-

tion, preferential adsorption on the on-top site of the adatom, as illustrated in Fig.5.1(d),

was observed by STM[12]. It is also suggested that the formation of SiCl2 and SiCl3 shown

in Fig.5.1(e) and (f), respectively, occurs by adsorption of Cl one after another on the

adatom site with breaking the back bonds between the adatom and the rest atoms.

Regarding to the etching process by thermal desorption, at least two desorption species

are reported from both (111) and (001) surfaces[13]; SiCl2 below 850K and above 900K,

and SiCl4 below 850K. Cl adsorption on the warm Si(111)7×7 substrate at �800K results

in 1×1 surface, which is observed by STM[12]. On the other hand, non-thermal etching

process using laser irradiation in ultra-violet region has been also reported[14]. In STM and

LID combined studies on Cl/Si(111) surface[15, 16, 17, 18], only the desorption of SiCl2

by valence band excitation was observed by laser irradiation, leading to the observation

of missing adatoms in STM image (Fig.5.2(a)). Moreover, the rest atom layer, which

maintained 7×7 unit cell, appeared after the laser irradiation onto the Cl saturated surface

(Fig.5.2(b)).

The understanding of the atomic con�guration, electronic structure and desorption

phenomena in Cl/Si system seems to be improved considerably by these recent studies.

The purpose of the investigation in this chapter is divided into three points as follows.

First of all, 2D measurement by using display type analyzer is applied to the positive ion

analysis desorbed by the electron irradiation onto Cl/Si(001)2×1 surface. The second is to

reveal the mechanism of ESD on this system. Some previous reports proposed the driving

force of desorption, while no detailed analysis on kinetic energy of desorbed ions has been

done. The adsorption of Cl, which has strong electronegativity, is followed by the creation
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Figure 5.2 STM images of chlorinated Si(111)7×7 surface after irradiation of 4.7eV 
laser(ref.[17]). (a): Intermediately chlorinated surface after the irradiation (sample bias: 
+2.5V). Some 7×7 unit cells are indicated. A number of adatoms are missing due to the 
desorption of SiCl2. (b): Rest-atom surface image obtained by laser induced desorption of 
SiCl2 from highly chlorinated surface (sample bias: +3.0V).  

88



of surface dipole layer, which will play an important role on the desorption process. The

desorbed ion is also expected to pick up the information of this dipole layer due to the

outstanding surface sensitivity of ESD. Finally, laser induced ion desorption is studied.

Some reports have observed the ion desorption by laser irradiation from the point of view

of laser ablation as described in chapter 2, whereas there are few reports about such a

phenomenon on adsorbate/semiconductor surface. Whether the ion desorption occurs or

not is con�rmed and the mechanism of LID is investigated.

In the following arguments, the results of ESD and PSD studies using synchrotron

radiation on Cl/Si(111)7×7 surface, which have already carried out by the author as a

co-worker[19, 20, 21], will be also presented properly.

5.2 Experimental Procedure

The base pressure of the UHV (ultra high vacuum) chamber was 1-3×10�10 Torr. The
clean Si(001)2×1 and Si(111)7×7 surface, whose properties will be described later, were

exposed to chlorine by the electrolysis of solid AgCl in the UHV[22] at room temperature.

The AgCl electrochemical cell which is schematically illustrated in Fig.5.3(a), was mounted

3cm away from the sample, and the amount of chlorine emission could be controlled by the

current of the electrolysis which was in the order of 100
A—100mA. The ejected species

were measured by the mass spectrometer 20cm away from the cell as shown in Fig.5.3(b).

Mass numbers of 35 and 70 correspond to Cl atom and molecule, respectively, while 37 and

74 are the isotopes of them. We have to notice that the intensity ratio of the two spectra

shown here does not re�ect the real existence ratio since the di�erence of the sensitivity

of these two mass ranges are not clari�ed. HCl whose hydrogen is presumed to come from

the residual gas in the chamber was also observed.

All the measurements of the mass, kinetic energy (EK ) and the angular distribution

of charged particles were carried out at room temperature (�290K) using two-dimensional

display type spherical mirror analyzer[23].

5.2.1 ESD

In ESD study on Cl/Si(001) surface, a p-type Si wafer cut 4� o� the (001) plane towards

the [100] direction, and a size of 20×4×0.5 mm3, was used as a sample. There exist several

reports that the single domain 2×1 reconstructed surface is obtained using this kind of

vicinal surface[6, 8], but we could not �nd a proper condition to obtain such a surface. A

clean surface was obtained by direct current heating up to 1250C� for 5s about 5.10 times
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Figure 5.3 (a) Schematic drawing of AgCl electrochemical cell. Cl atoms or
molecules fly out through the Pt mesh positive electrode by the electrolysis of solid AgCl
in a pyrex glass tube which is kept around 100°C by W heater. The amount of Cl is
controlled by the product of current of the electrolysis multiplied by the exposure time,
which is typically about 500μA·min.   (b) QMS spectra of outgoing species directly
detected ~20cm away from AgCl cell. Mass number 35 and 70 correspond to Cl atom
and molecule, respectively. 37 and 74 are derived from the isotope. 36 is considered to
be HCl due to the residual gas in the chamber with base pressure of ~5×10-9 Torr. 
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in the UHV. The cleanliness was checked by an observation of p(2×2) LEED pattern and

negligible carbon, oxygen and chlorine Auger signals. The p(2×2) reconstruction has not

been observed in any experimental reports, but it is more stable energetically than 2×1
reconstruction judging from the total energy calculation[24]. The large density of steps on

this surface might play an important role to make this reconstruction.

For mass analysis of the desorbed ions, a TOF (time of �ight) technique was employed.

The incident pulsed electron beam had a width of �400ns and intervals of �120
s. The

change of work function was estimated by the change of low energy cut-o� of the secondary

electrons. The measurement of the absolute value of the work function has not been made

because only the magnitude of its change was necessary for the analysis. The incident elec-

tron energy for ESD was 350eV and the sample was biased +15eV. The energy resolution

was almost ±0.15eV.

5.2.2 LID

For LID study on Cl/Si(111) surface, a Si(111) wafer (n-type, 2000 �cm) with a size

of 15×3×0.5mm3 was used. A cleaning procedure was the same as in the case of Si(001)

surface to obtain 7×7 LEED pattern and Auger signals without any contaminants.

Pulsed laser beam from a portable ArF excimer laser (MPB technologies, 193nm,

3.5mJ/pulse, pulse width�5ns) was incident from outside the chamber to the sample sur-

face with 60� polar angle. The beam was focused on the sample with a spot size of 1-3mm2

using arti�cial quartz lens outside the vacuum. The �uence was almost 100mJ/pulse, which

was small enough to avoid thermal processes on the surface [16]. In the measurement of

laser �uence dependence on the ion desorption, the �uence was controlled by stacking Au

coated W meshes, whose transmittance is 81% per mesh, just after the exit hole of laser.

5.3 Results

5.3.1 ESD on Cl/Si(001) surface

The coverage (�) during chlorine exposure was estimated by the ClLMM/SiLMM Auger

peak intensity ratio as shown in Fig.5.4(a) on Si(111) and (b) on Si(001) surface. The

horizontal axis is the chlorine exposure expressed by dosing time multiplied by the current

during the electrolysis. The saturation is seen on both surfaces and the coverage is repre-

sented as �/�S which is the value normalized by the saturation coverage �S. However, the

saturation behavior is quite di�erent. On (111) surface, the adsorption behavior follows
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Figure 5.4 Adsorption behavior of Cl on (a): Si(111)7×7 and (b):
Si(001)2×1 surfaces. The different adsorption behavior is recognized between
the two surfaces. 
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Langmuir’s adsorption equation,

�(x) = �S[1� exp (��x)] , (5.1)

where �S is the saturation coverage and � is a constant. This equation suggests that the

probability of adsorption to the empty site is in proportion to the empty area[20]. On

the other hand, the sticking coe	cient is constant below the saturation coverage on (001)

surface after a delay of some onset.

During the exposure, 7×7 LEED pattern was always observed on (111) surface, whereas

p(2×2) pattern on a clean (001) surface gradually changed to 2×1 as the Cl coverage

increased between �/�S �0.3 and 0.7. At higher coverage, the (1
2
, 1
2
) spot vanished. The

2×1 pattern was kept during further exposure. These result represents the fact that the

periodicity on the clean surface is maintained even in the Cl saturated surface, and the

dimer bond on Si(001) surface does not break.

Figure 5.5 shows a typical EK distribution of the desorbed ions obtained in the ESD

study. Since the sample was biased +15V to accelerate desorbed ions, the horizontal axis

has already been shifted so that EK =+15eV corresponds to 0eV. The reason for the

existence of ions with negative EK is that EK was measured with respect to the vacuum

level of the analyzer. Neither the incident electron energy nor the Cl coverage dependence

were observed in the line shape of the distribution whose peak position was around 0eV and

FWHM was �1eV. These features are very similar to that on Cl/Si(111)7×7 surface [20].

We can also see a slight asymmetry in the spectrum. Considering its pro�le, we ascribed

this asymmetry to the cut-o� in the low energy region which derives from the potential

barrier for the desorbing ions caused by the image potential of itself. A schematic energy

diagram of the system is shown in Fig.5.6.

The lower panel of Fig.5.5 is a typical TOF spectrum. Preferential desorption of Cl+ at

any coverage and EK at around 55
s was observed except for very weak contribution from

H+ at around 15
s which has its maximum at around EK =4eV. The origin of hydrogen

on the surface would be residual H2 or H2O gas in the UHV. A slight H+ signal in spite

of the large ionization cross-section of hydrogen suggests that the quantity of adsorbed

hydrogen is negligible. It is known that SiCl2 desorbs as a neutral by laser irradiation onto

Cl/Si(111) surface[16] whereas higher order chlorides such as SiClx(x = 1, 2, 3) were not

observed as positive ion species. This result is in good agreement with the TOF spectra

obtained on Cl/Si(111)[20].

The angular distribution of desorbed Cl+ (ESDIAD) from nearly saturated surface

is presented in Fig.5.7(a) where the horizontal axis corresponds to [110] direction. This
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Figure 5.7 Observed ESDIAD patterns. (a): Cl+ ions from nearly saturated 
Cl/Si(001) surface with sample bias of +15V. (b): Cl+ ions from saturated Cl/Si(111) 
surface with sample bias of +70V. The angular distribution was almost the same in the
case of LID.  The circumference of each pattern corresponds to the acceptance angle of
the analyzer estimated to be 33° and 45°, respectively. 
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pattern was obtained at the peak position of the EK distribution. The desorbed ion was

observed within the emission angle of�20� which is a little bit wider than that in Cl/Si(111)

case[20]. One can immediately recognize the normal emission of the ion but there seems to

exist weak aprons towards [110] and [1̄10] directions. This kind of feature has been already

reported by some previous works [4, 6] in which the normal and o�-normal distributions

are assigned to the emission from the bridge or on-top site and the dangling bond site,

respectively. We have to notice here that the relative intensity of the two di�erent emissions

does not directly give the practical existence ratio of the two adsorption sites because the

cross section of the ionization would be di�erent between them. Actually Gao et al.[4]

suggest that the cross section is larger at the bridge site than at the dangling bond site.

The yield spectra of Cl+ ion against the energy of the incident electron beam are shown

in Fig.5.8; (a) on (111) and (b) on (001) surfaces. The Cl+ yield are normalized by the

sample current which increased with the incident electron energy. For both surfaces, a

threshold is clearly seen between 10 and 20eV, which is more clearly seen in the PSD

spectrum on (111) surface shown in the upper panel of Fig.5.9 to be 17eV. This excitation

energy corresponds to the binding energy of Cl 3s core level as indicated in the UPS

spectrum shown in the lower panel of Fig.5.9. From these results, it is considered that the

excitation of Cl 3s core level to the conduction band triggers the Cl+ desorption.

On (111) surface, the uptake behavior more than 20eV seems to saturate around 100eV

which is near the Si 2p core level. There is another desorption threshold at around 200eV,

which is considered to be due to Cl 2p core hole excitation.

The coverage dependence of the EK distribution is shown in Fig.5.10. Each spectrum

in the �gure has been normalized at its peak maximum. The coverage dependence of the

total yield was not measured quantitatively because the sensitivity of the detector had to

be changed to obtain a good energy resolution. It is clearly seen that the cut-o� position

in lower EK of each spectrum shifts to lower energies as the coverage increases. The tail

of the higher energy region in the EK distribution also shifts towards the same direction,

although its magnitude is smaller than that of the shift of low energy cut-o�. Figure 5.11

shows these energy shifts against the coverage where 
�i and 
�i(tail) represent the

magnitude of the shift of cut-o� and tail, respectively. The increase of the work function


�e is also plotted.

The magnitude of cut-o� shift |
�i | and that of work function 
�e agrees very well.

This agreement implies that there is an intimate relationship between the barrier height

for the ion desorption and the surface dipole layer. In the case of Cl/Si(111) surface, |
�i |
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A threshold at 17eV is clearly observed.  Lower: UPS spectrum. The contribution 
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and 
�e also show a good correspondence as shown in the same �gure, although the tail

energy hardly changed[19]. Comparing the results on these two surfaces, there are two

interesting di�erences between them; one is the behavior of 
�i(tail) and another is the

increasing lineshape. They will be discussed in detail in the following section, 5.4.3.

5.3.2 LID on Cl/Si(111) surface

The EK distribution of the desorbed ions from Cl saturated Si(111) surface is presented

in Fig.5.12 for the irradiation of laser and electrons. Laser �uence was estimated to be

100mJ/cm2. The EK distributions which are normalized at their peak height show com-

paratively good agreement about the cut-o� position, peak position and FWHM. No other

desorption peaks were observed up to 10eV except for the main peak at around 0eV . Figure

5.7(b) is the ESDIAD pattern of desorbed ion at the peak position. The acceptance angle

at the circumference is almost 45� . Almost the same angular distribution was observed

in the case of laser excitation in which the ion is distributed within a cone of �10� in the

normal direction.

Taking into account the similarities in the EK distribution and the angular distribution,

the desorption species in LID is considered to be the same as in ESD, namely, Cl+ , although

the mass analysis was not carried out. Moreover, it could be supposed that at least the

�nal state of the desorption processes are very similar because the �nal EK distribution is

similar.

To obtain information about the desorption mechanism, laser �uence dependence of the

yield of the ion was measured. The EK distributions for four di�erent �uences are shown in

Fig.5.13. The intensity decreases with the decrease of �uence. The integrated intensity of

these spectra are plotted logarithmically in Fig.5.14 against the �uence. Considering the

uncertainty of both values of �uence and ion yield, the �tted line gives a minimum slope

of 3 and maximum value of 4.3, which indicates the desorption of Cl+ occurs following 3-

or 4-photon process.

5.4 Discussion

5.4.1 Adsorption process

The saturation coverage (�/�S ) on (001) surface is still a matter of controversy. The

increasing behavior of the coverage is similar to the report by Szabó et al. in which they

suggest that the saturation coverage is larger under exposure of Cl atoms rather than
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Figure 5.12    Comparison of the EK distribution of ESD and LID. Each of them is 
normalized by its peak height. Two distributions are very similar in the line shape, 
peak position and FWHM.
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Figure 5.13    Laser fluence dependence of the EK distribution. Total intensity attenuates
with decreasing fluence.
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Figure 5.14     logarithmic plot of laser fluence dependence of Cl+ ion yield. Experi-
mental data are fitted to a line by the least squares method. The slope of the line 4.3
is the best fit suggesting a desorption mechanism with 4-photon process.
 



Cl2 molecules[13]. In the present case, the ejected species from AgCl cell contain atomic

chlorine as well as molecular one as shown in Fig.5.3. Therefore, we assume that the

saturation coverage is 1ML considering the data on Cl atom adsorption in the Ref.[13].

As for (111) surface, the saturation coverage is estimated to be � 1.5ML from the

STM study[18]. At the saturation coverage, the existence of SiClx (x = 1, 2, 3) has been

reported[18].

The normal and some o�-normal ion emission observed in ESDIAD pattern on (001)

surface suggests the Cl adsorption at the dangling bond, bridge and on-top sites. The

LEED pattern conversion from p(2×2) into 2×1 around 0.7ML suggests the extinction of

periodic arrangement of the asymmetric dimer in the higher coverage region, and supports

the Cl adsorption on the dangling bond and bridge sites of the symmetric dimer, whose

total energy is calculated to be rather small[25]. The existence of SiCl2, which has been

suggested by core level PES study[10], is not denied considering the o�-normal emission in

the ESDIAD pattern.

The increasing behavior of the work function is di�erent between (111) and (001) sur-

faces as shown in Fig.5.11. 
�e increases almost linearly to the coverage on (111) whereas

it exhibits saturation behavior on (001) in the higher coverage larger than 0.7ML.

As to (001) surface, the saturation behavior is considered to be related to the interaction

between Si-Cl dipoles. The dashed line in Fig.5.11 is �tted by a simple assumption that

the dipole layer is described in terms of a uniformly charged planes like a parallel plate

capacitor as

|
�| = pndip
²0

�
�1 + 9�n

3/2
dip

4�²0

�
�
�1

, (5.2)

where ndip, p and � are the density of dipoles, the dipole moment and the polarizability

of the dipole, respectively[26]. This equation contains the interaction between the dipoles

suggesting that the observed saturation behavior of 
�e would owe to the reduction of

each dipole moment.

On the other hand, there is also a di�erence in the adsorption behavior between the

cases of (001) and (111) surface as shown in Fig.5.4. On (001) surface, the adsorption rate

is constant under the saturation, whereas it gradually decreases on (111) surface.

These di�erences would be explained by considering the total energy of the system

which will increase with the coverage by the interaction between the surface dipoles. On

(111) surface, the dipole moment is presumed to be constant so that the adsorption rate

decreases to prevent the increase of the total energy. On the other hand, the constant

adsorption rate on (001) surface is reasonable, considering the reduction of the dipole
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moment with increasing coverage. This could be occur by a charge reconstruction in the

same fashion as seen in alkali-metal adsorbed Si surface[27].

5.4.2 Desorption mechanism

In Fig.5.8 and Fig.5.9, there exist thresholds in Cl+ yield at 17eV, which corresponds

to the excitation energy from Cl 3s core level to the Fermi level or upper lying conduction

bands. Since the excitation of the core hole is considered to trigger the desorption of the

positive ion, ASID model[28] would be su	cient to describe this desorption mechanism,

namely, (1) Cl 3s core hole excitation, (2) intra-atomic Auger decay, (3) creation of two

holes in the Si—Cl bonding orbital such as �-bond which lies 8.2eV below Fermi level[2],

leading to Cl+ ion desorption due to Coulomb repulsion. This interpretation is also sug-

gested by recent reports [10, 29]. Although the measured EK of at most 1eV seems to

be contradictory to the estimated EK of 7.2eV derived from Coulomb repulsion force, the

image potential of Cl+ itself or the fast screening e�ects of the created hole could reduce

the observed EK . Another threshold on (111) surface at 200eV corresponding to Cl 2p

edge is also assigned to the desorption via ASID process[20].

Some papers presented the evidence of indirect desorption process[9, 10], XESD, fol-

lowing the excitation of Si 2p hole in their PSD study. In the present results, no prominent

threshold was observed at Si core level related energies. Comparing the line shape in the

case of ESD with PSD, shown in Fig.5.9, the latter has its maximum at around 22eV, while

the former gradually increases up to around 100eV. The maximum in PSD was ascribed

to the absorption from Cl 3s to Cl antibonding orbitals[10]. The gradual increase in ESD

would possibly have its origin in either the Cl 3s excitation by secondary electrons of inci-

dent electron or the increase of the cross section of Cl 3s excitation. Guo et al. supported

the latter from their measurement of secondary electron yield[29].

In LID study, laser �uence dependence showed that the desorption mechanism is 3- or

4-photon process. Since the one-photon energy is 6.4eV, 3-photon (19.2eV) and 4-photon

(25.6eV) processes imply that the desorption initiates from Cl 3s core hole excitation as

in the case of ESD and PSD. However, one has to be careful whether such nonresonant

multiphoton ionization is possible or not.

Generally, n-photon absorption cross section �[W�ncm2ns�1] is described as

dxe
dt

= ��Inxg , (5.3)

where xe and xg[atoms/cm3] are the number of atom in excited and ground state, respec-

tively, and I[Wcm�2] is the laser intensity. Using the values of laser duration td = 5ns and

107



xg = 1013[atoms] which is the number of atom within spot area of the incident laser, the

practical cross section (�Intd) and xe per pulse (�Intdxg) are tabulated in Table 5.1. For

comparison, the values for PSD experiment are also tabulated using pulse width of syn-

chrotron radiation td = 1ns. Here, � is for Xe atom which was evaluated from Refs.[30, 32],

n � I �Intd �Intdxg 2 hole

1 1 10�1 1012 106

2 10�10 107 10�4 109 1
3 10�23 10�10 103 10�12

4 10�36 10�16 10�3 10�24

1 (SR) 101 10�7 10�16 10�3 10�24

2 (SR) 10�10 10�32 10�19 10�56

Table 5.1: n-photon absorption cross section of Xe atom

because the value for Cl is not so di�erent within the order of magnitude shown in the

table.

From the table, one can immediately recognize that even if the process is 3-photon

absorption, lots of ions in the order of 3 is created. However, we have to notice that

the tabulated values are considered to be for the excitation of Xe 5p orbital. In the case

of 5s orbital, � is smaller at the photon energy around 20eV as shown in Fig.5.15[31].

Nevertheless, the desorption induced by Cl 3s core hole is not denied since � for Cl 3s

orbital is smaller than that of 3p in the order of 3[32] resulting in one excited atom.

Therefore, ASID model initiated by Cl 3s core hole excitation by 3-photon absorption is

also applicable to Cl+ desorption in LID.

On the other hand, a possibility of the valence band excitation[29] cannot be denied.

Considering a requirement that the �nal state of the process must be similar to that of ESD

from EK distribution analysis, one possibility is the double 2-photon absorption from Si—Cl

bonding level to the conduction band resulting in a localized two hole state. The number

of atoms excited by such a process is also evaluated in table 5.1, assuming the life time of

the created hole to be �10�14s. From the table, the double 2-photon absorption process

is recognized to be a possible path of the ion desorption. The desorption via this process

cannot occur in the PSD study since the cross section is too small. 2-photon absorption

which has a threshold at 12.8eV is also impossible in PSD because the cross section is

almost negligible as shown in Table 5.1.

Possible desorption processes in the present results are summarized in Fig.5.16.
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Figure 5.15 Photoionization cross section of Xe atom (Ref.[31]).  
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Figure 5.16 Schematic energy diagrams of possible DIET processes in the present
results. (a): ASID process observed in ESD and PSD. 1.Cl core hole excitation,
2.intra-atomic Auger decay, 3.consequent localized two holes in Si-Cl bond resulting in 
Cl+ desorption by Coulomb repulsion. (b): The same mechanism in LID via 3 photon
process. (c): One possible process in LID including direct two hole excitation in Si-Cl 
bond by double 2-photon process. 
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5.4.3 In�uence of surface dipole layer on ion desorption

The characteristic behavior observed in the coverage dependence of cut-o� and tail

of EK distribution as well as work function shown in Fig.5.11 indicates an important

correlation between the barrier height of the ion desorption and the dipole layer induced

by electronegative Cl adsorption. The image potential barrier for the desorbing ion would

be reduced by dipole creation. Regarding cut-o� shift, the same behavior has been reported

recently by Simpson et al.[33] in which they give the explanation using eq.(5.2). However,

the assumption of uniformly charged planes as the dipole layer in eq.(5.2) cannot explain

the coverage dependence of the tail position.

To solve this problem, two types of dipole layer are considered. One is a pair of

uniformly charged planes, while another consists of individual, discrete dipoles. Although

the latter idea of discrete dipole has been presented by Gomer[34] to explain the work

function change in �eld emission, it is applied to the positive ion desorption utilizing its

local character.

In Fig.5.17, calculated potentials for the desorbing ion from these two types of dipole

layers are presented. The dashed line shows the potential change in the uniformly-charged-

planes model. The solid lines are those in the discrete dipole model for four d/` values

where d and 2` are the mean lateral distance between adjacent dipoles and the dipole

length, respectively.

The calculated potential for the discrete dipole model is a simple sum of Coulomb

potential from surrounding 40,000 dipoles consist of �+ and �� point charges. Only the

potential on emitted Cl+ along normal direction was employed considering the result of

ESDIAD pattern. The dipoles were arranged on the triangle and square lattice of ideal

(111) and (001) surface, respectively. The potential on Cl+ from formerly bound Si�+ atom

was ignored because Coulombic repulsive potential is included in the EK . In the �gure,

only the potential curves for (111) surface are presented, but those for (001) surface are

very similar.

In the case of uniformly-charged-planes model, the potential change has completed at

Cl adsorption site (z/` = 2), while in the discrete dipole model, it is negligible or very small

compared to that at far from the surface. The potential for the desorbing ion is considered

to be a simple sum of the image potential of itself and the potential from surface dipoles.

The whole energy diagram is schematically shown in Fig.5.18.

Figure 5.18(a) shows the potential curve at very low coverage and is reproduced in

(b) and (c) by dashed lines. Figure 5.18(b) and (c) show the potentials in the uniformly-
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Figure 5.17 Calculated potential for desorbing positive ion from dipole layer.
Horizontal axis is the distance from the surface in l  unit. The values 2l  and d
represent the dipole length and the mean lateral distance between adjacent dipoles,
respectively. Calculated potential for uniformly charged planes model and discrete 
dipole model are denoted by dashed line and solid lines, respectively. 
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charged- planes model and the discrete dipole model, respectively. For each case, the image

potential barrier is lowered by the dipole potential, and the cut-o� energy shifts towards

lower energy. Therefore, the magnitude of the cut-o� shift corresponds to the potential

change due to the dipole layer at far from the surface, and is equal in both models. On

the other hand, the magnitude of the tail shift is the same as the potential change at

Cl adsorption site. In the uniformly-charged-planes model, the cut-o� shift and the tail

shift have the same value as shown in (b), which is contradictory to the experimental

result. In Fig.5.18(c), the tail shift has a small value compared to the cut-o� shift, and the

experimental result can be well explained. Hence, the discrete dipole model is the adequate

nature.

We can estimate the dipole length from the measured ratio of the tail shift to the cut-o�

shift in Fig.5.11. This ratio is about 0.38/1.03 on (001) surface and almost negligible on

(111) surface. Considering the calculated potential curves in Fig.5.17 and the experimental

uncertainty of the tail shift energy of 0.3eV in the case of (001) surface, d/` is greater than

4.43 for (111) and is around 1.72 (not shown) for (001) surface. Assuming the saturation

coverage on both surfaces to be 1ML, the value d is 3.84�A . Consequently, the dipole length

2` on the two surfaces are estimated to be less than 1.73�A and approximately 4.5�A for

(111) and (001) surfaces, respectively.

The origin of the dipole is discussed as follows. Considering the potential curve in

Fig.5.17, if the dipole consisted of Cl�� and Si�+, the magnitude of the change of the work

function would be as twice as that of cut-o� since electrons had to be emitted from inside

the bulk along the potential curve. This is inconsistent with the experimental result. The

dipole of Cl�� and its image charge �+ is able to solve the problem because there exists no

potential change inside the image plane, z/` = 1. Such a situation takes place for a system

with a large dielectric constant.

Since the bond-length of Si-Cl is 2.0�A determined by EXAFS [35], the evaluated dipole

length on (111) surface of 1.73�A seems to be natural. On the contrary, on (001) surface,

4.5�A seems to be too long as a dipole length compared to the bond-length. One possibility

is an over-estimation of the length, because the change of the surface band bending by Cl

adsorption has not been considered. The energy diagram of the band bending and the

potential for the discrete dipole model is schematized in Fig.5.19. Here, we assume that

the band bending is lowered by Cl adsorption and the reduction of it is equal to 
VS on

both p- and n-type substrates. On p-type (n-type) surface, one has to get rid of (add)

this value (
VS) from (to) the measured variation of the work function (
�i) to estimate
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the correct value of the potential of the surface dipole layer on the Cl saturated surface

(
�). The experimental result on n-type Si(001) surface presented the tail/cut-o� ratio of

0.17/0.76 at most. Assuming 
� on the p-type substrate is equivalent to that on the n-type

one, the reduction of the band bending is evaluated to be 0.14eV, (0.5eV[2]). Accordingly,

the intrinsic values of tail/cut-o� ratio on p- and n-type surfaces are estimated to be 0.27

and 0.34 and the dipole length on (001) surface results in 3.2-4.1�A from discrete dipole

model. This value is still longer than the bond length. The di�erence between (111) and

(001) surfaces may have the origin in a di�erent electronic properties of the clean surfaces,

i.e., metallic and semiconductive, respectively, or in a di�erent local charge distributions.

5.5 Summary

The adsorption and desorption processes of ESD and LID on chlorinated silicon surface

was investigated. The ESD data for Cl/Si(001) surface was compared to our previous

results on Cl/Si(111) surface.

In the adsorption process, constant sticking coe	cient up to the saturation coverage

(�1ML) was observed by AES on (001) surface, whereas that on (111) surface gradually

decreased until the saturation according to Langmuir’s equation. On the other hand, the

increasing behavior of the work function due to Cl adsorption was almost linear to the

coverage on (111), while non-linear behavior of saturation was observed on (001). From

these characteristic di�erences in (001) and (111) surface, it is indicated that the increasing

interaction between the created dipoles reduces the adsorption probability on (111) surface,

whereas the reduction mechanism of each dipole moment maintains the constant adsorption

rate on (001) surface. The previously reported Cl adsorption on the dangling bond and

bridge sites were supported by LEED and ESDIAD analysis.

A preferential desorption of Cl+ either by electron or laser irradiation was revealed.

Its mechanism is described by ASID model including the excitation of Cl 3s and 2p core

hole and successive intra-atomic Auger decay. The desorption initiated by valence band

excitation is not denied in LID process, within the condition that the �nal state of two

hole localization in Si—Cl bond should be contained.

The EK distribution of desorbed ion and the work function showed a characteristic

dependence on Cl coverage both on (111) and (001) surfaces in which the magnitude of

the shift of high energy tail in the EK distribution is much smaller than that of low energy

cut-o� and the work function. This feature is not explained by assuming general dipole

layer like a �at plane condenser, but by the discrete dipole model which treats the dipole
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as individual charge distribution. Although more precise measurement in higher energy

and angular resolution is needed to completely establish this picture, the discrete dipole

model emphasizes one of the aspects of ESD method as an atomic scale probe of the charge

distribution on the solid surface.
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Chapter 6

Concluding remarks

In this thesis, three topics on “two-dimensional measurements of electronic and ionic

processes on silicon surface” have been discussed. In these topics, the measurement was

performed with using a display-type spherical mirror analyzer in order to two-dimensionally

obtain the angular distribution of photoelectrons or ions. Signi�cant information obtained

in each topics is summarized as follows.

In chapter 3, circular dichroism in angular distribution (CDAD) of the photoelectron

from the valence band of Si(001) surface was studied experimentally. The experiment was

performed with using circularly-polarized synchrotron radiation at �nal state energies of

40, 80 and 250eV. All of the obtained photoelectron angular distributions (PEAD) showed

apparent CDAD. The PEAD patterns strongly depend on the �nal state energy, indicating

that the photoelectron di�raction e�ect becomes apparent as the kinetic energy of the

photoelectron increases.

At the �nal state energy of 40eV, the observed PEAD showed a reasonable agreement

with the 1D-DOS. Therefore, PEAD can be understood according to its general expression

including contributions from one-dimensional density of states (1D-DOS), photoemission

structure factor (|MC |2 ) and matrix element of the direct transition from initial state

atomic orbital to free electron-like �nal state (|MA|2 ). At lower binding energies, the

origin of the observed CDAD can be attributed to the interference of the �nal state waves.

That is, in the case of the initial state with the angular momentum l, the �nal state waves

of l � 1 and l + 1 interfere without surface e�ect. Comparing the obtained PEAD with

the distribution of |MA|2 , which includes the interference, contributions from the 3px and

3py orbitals were distinguished. The calculation by highly accurate one-step model, which

completely contains photoelectron di�raction e�ect, reproduced the experimental results

well, with some inconsistency in relative intensity among intense areas. The agreement

may be improved by considering the 2×1 reconstruction in the calculation.

In the CDAD pattern at the �nal state energy of 80eV, signi�cant re�ection of 1D-DOS

was still observed. The forward focusing e�ect becomes dominant at the �nal state energy

of 250eV. The origin of CDAD was explained by the rotation of forward focusing peaks,
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which is equivalent to those in the case of core level emission, with some contribution from

the 1D-DOS.

In chapter 4, surface states on the Si(111)-(
�
3×�3 )R30� -Ag surface were investigated.

The obtained PEADs showed the mirror symmetry with respect to the �̄ -K̄ line of the�
3 ×�3 surface Brillouin zone, which corresponds to the surface atomic structure of

well known honeycomb chained trimer (HCT) model. This suggests that two dimensional

PEAD directly gives information about symmetry of the atomic or electronic structure.

The contributions from some surface states were distinguished from the analysis of the

intensity pro�le along high symmetry lines of the observed PEAD taken at various bind-

ing energies. Reasonable correspondence with previous report of one-dimensional ARPES

was obtained in the derived dispersion, and the existence of some surface states or reso-

nances was con�rmed. Comparing the intensity distribution of obtained PEAD with that

of |MA|2 excited by linearly polarized light, we discussed the initial state character of these

surface states. One is a metallic surface state, which was revealed to consist of in plane Ag

5p orbitals. Other surface resonances are suggested to have pz or s and in-plane p character.

These two kinds of studies of two-dimensional PES suggest the e�ectiveness of two-

dimensional measurement as a powerful tool to investigate the electronic structure of semi-

conductor surface, especially in determination of symmetry of the initial states.

In CDAD study of the valence band photoelectron, a possibility of CDAD measurement

as a new way to determine the initial state symmetry was suggested, which is based on

a di�erent selection rule in its transition from that in the excitation by linearly polarized

light.

In the case of excitation by linearly polarized light, numerous information included in

a PEAD enables us to distinguish the character of the surface states as well as their band

structure as mentioned in the PEAD study of Ag adsorbed silicon surface.

In chapter 5, the adsorption and desorption processes of Cl on Si(001) and (111) surface

was investigated by electron stimulated desorption (ESD) and laser induced ion desorption

(LID). The adsorption process studied by the change of work function and AES showed

an in�uence of interaction among the created surface dipoles, especially on (001) surface.

The angular distribution of the desorbed ion indicated the adsorption site as previously

reported dangling bond and bridge sites on (001) surface.

A preferential desorption of Cl+ in either ESD or LID via the mechanism described

by ASID model was revealed. It includes the excitation of Cl 3s and 2p core holes and

successive intra-atomic Auger decay. The desorption from solid surface initiated by the

excitation of core hole is an attractive topic in these days from the point of view of the

selective desorption. In the case of LID, the desorption by valence band excitation via

double 2-photon process was also suggested.

A strong in�uence from the potential in the vicinity of the surface was found in the
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kinetic energy distribution of desorbed ions. The characteristic coverage dependence ob-

served on both (111) and (001) surfaces was clearly explained by a proposed discrete surface

dipole model.

For the future investigation in two-dimensional measurement, an improvement of energy

and angular resolution of the display-type analyzer is essential. For example, in the present

2D ARPES measurement, the observed intensity distribution is broadened by energy and

angular resolution so that it is hard to obtain the precise band structure directly from

PEAD. The improvement of resolution will make it possible to distinguish each band

included in PEAD at a glance.

Moreover, although the measurement of time (coverage) dependence on PEAD has not

been carried out so far, this is the very superior point compared to the measurement using

the other analyzers, so that future works are hopeful.
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