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Network Coding-Based Gossip

Shun TOKUYAMAT, Tatsuhiro TSUCHIYA', and Tohru KIKUNOf

1 Osaka University
1-5 Yamadaoka, Suita, Osaka 565-0871, Japan
E-mail: {s-tokuym, t-tutiya, kikuno}@ist.osaka-u.ac.jp

Abstract Gossip is a broadcasting method for distributed systems. In gossip, the node that initiates a broadcast
sends the broadcast message to some randomly selected nodes. Upon receiving a message, a node then forwards the
message to randomly selected nodes. As a result of repeating this process, the message is eventually propagated
through the whole network. An obvious problem with gossip is that it incurs significant message overhead: many
nodes receive the identical message multiple times, waisting network resources. To address this problem we propose
a network coding-based gossip protocol. In the proposed protocol, a broadcast message is not diffused as it is.
Rather, it is divided into some fragments and nodes encode and forward random linear combinations of these frag-
ments. This prohibits nodes from receiving an identical message multiple times and, as a result, increases reliability
with less message-overhead than the ordinary gossip.

Key words Gossip, broadcast, network coding, reliability
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Initiation of broadcast of M:

Send M to f randomly chosen nodes;

‘When a node receives a message M:
If (M is received for the first time)

Send M to f uniformly randomly chosen nodes;
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Initiation of broadcast of M:
Divide M into k fragments Fy,-- - , F;
Choose a set RN of fin;: random nodes;
For p € RN
Create a message msg from Fy,.-- | F
with random linear encoding;

Send msg to node p;

‘When a node receives a message m:
{ Step 1}
If (msg is informative)
Add msg to Received; { Received is initially empty. }
{ Step 2 }
Choose a set RN of f random nodes;
For p € RN
Create a message msg from the messages in Received
with random linear encoding;
Send msg to node p;
{ Step 3 }
If (|Received| = k)

Decode the broadcast message from Received;
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Initiation of broadcast of M:
Divide M into k fragments Fy, - , Fy;
Choose a set RN of f;n;: random nodes;
For p € RN
Create two messages msg, msg’ from Fiy,--- , Fy
with random linear encoding;

Send msg, msg’ to node p;

When a node receives a message m:
{Step 1}
If (msg is informative)
Add msg to Received; { Received is initially empty. }
Add p to Contacts; { Contacts is initially empty. }
{Step 2}
If (|Received| 2 2)
Choose a set RN of f(|Received|) random nodes;
For p € RN
Create a message msg and send it to p;
If (p &€ Contacts)
Create another message msg’ and send it to p;
Add p to Contacts;
{ Step 3 }
If (JReceived| = k)

Decode the broadcast message from Received;
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