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[LETTER

An Energy-Efficient Broadcast Scheme for Multihop Wireless Ad
Hoc Networks Using Variable-Range Transmission Power

TheinLai WONG ', Nonmember, Tatsuhiro TSUCHIYA', Member, and Tohru KIKUNO', Fellow

SUMMARY  This letter proposes a broadcast scheme for use in ad hoc
networks using variable-range transmission power. Preserving energy and
ensuring a high delivery ratio of broadcast packets are crucial tasks for
broadcasting in ad hoc networks. Using individual broadcast relaying
nodes to dynamically vary the transmission range can help saving power
and reduce interference during communication. We analyzed the perfor-
mance of the proposed scheme and compared it to other prevalent broadcast
schemes for wireless ad hoc networks based on common-range transmis-
sion power.

key words: ad hoc network, broadcast, variable-range transmission,
energy-efficient

1. Introduction
1.1 Research Background

Ad hoc networks are a special type of wireless network in
which a collection of nodes with wireless interfaces form a
temporary network, without the aid of any established in-
frastructure or centralized administration. The applications
of ad hoc networks range from civilian applications to dis-
aster recovery and military applications.

In a multi-hop ad hoc network, broadcasting is an el-
ementary operation to support numerous applications. For
example, broadcasting is commonly used in route discov-
ery in ad hoc networks. Research indicates that naively
broadcasting by flooding, where all of the nodes relay the
received message, may cause serious message redundancy,
contention, and collisions in the network. Collectively, we
refer to the problems associated with flooding as the broad-
cast storm problem (see [1]). Furthermore, excessive redun-
dant message relay will cause unnecessary power consump-
tion in ad hoc networks.

1.2 Research Objective

In order to alleviate the broadcast storm problem, it is essen-
tial to limit the relaying nodes by using local information.
Preserving energy in ad hoc networks is critical. Therefore,
it is necessary to reduce power consumption. This can be
achieved by transmitting packets in a shorter range, since
the energy required to transmit a packet increases at least
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quadratically with distance. However, shortening communi-
cation links is achieved at the expense of network connec-
tivity. Therefore, in order to obtain good broadcast perfor-
mance, it is important to select correct relaying nodes and
to set an appropriate transmission power for each individual
relaying node.

In this letter, we propose a scheme for broadcast in ad
hoc networks using variable-range transmission power. We
refer to this new scheme as the Variable-Range Broadcast
Protocol (VRBP).

2. Related Work

Several approaches have been proposed to reduce the over-
all number of rebroadcast nodes. These broadcasting al-
gorithms can be categorized mainly into probability-based
methods and neighbor-knowledge-based methods (see [2]).

The probabilistic approach [1], [3] normally provides a
simpler implementation, but it cannot guarantee full deliv-
ery.

In neighbor-knowledge-based methods, a node selects
relaying nodes through a distributed process based on in-
formation of neighbors, which is obtained through periodic
Hello messages.

Neighbor-knowledge-based methods can be further di-
vided into self-pruning and neighbor designating methods.
In self-pruning methods [4]-[8], each node makes its lo-
cal decision as to whether to forward the received packet.
In neighbor designating methods [9], [10], whether a node
must forward the received packet is determined by its neigh-
bors. A number of neighbor designating methods were com-
pared by Williams and Camp [11].

In the protocols discussed above, the nodes always use
the default maximum power level for transmission. We refer
to these methods as common-range methods. In common-
range methods, such as SBA [7], AHBP [10], and MPR [9],
energy efficiency can be achieved by setting an appropriate
transmission range. The power level must be chosen stati-
cally. In other words, each node does not estimate the dis-
tance of its neighbors and does not take the distance infor-
mation into consideration during the selection of relaying
nodes (in the cases of AHBP and MPR), or when deciding
whether to relay the received packet (in the case of SBA).

Several methods that employ variable transmission
range have been proposed to make broadcasting energy
efficient, and these methods can be categorized as either
global [12] or local schemes [13], [14]. Global schemes such

Copyright © 2007 The Institute of Electronics, Information and Communication Engineers
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as [12] utilize global information that reflects the state of the
network. Each node must know the distance between each
pair of nodes and the transmission power needed for the pair
to communicate. In contrast, localized schemes utilize only
the information of nodes in the neighborhood, which can be
obtained through periodic Hello message exchange, thereby
reducing the latency incurred in the broadcast.

In [13], the distance information of each 1-hop neigh-
bor must be included in the Hello message in order to pro-
vide sufficient information that is used in the relaying nodes
selection process, and this incurs increased message over-
head. Introducing shorter hops within 1-hop neighbors [14]
may result in a longer latency for message delivery and a
higher ratio of relaying nodes. In the proposed scheme, only
1-hop neighbors and the furthest distance among these 1-
hop neighbors are included in the Hello message in order
to reduce the message overhead. Moreover, no intermedi-
ate relaying node is used to relay messages to other 1-hop
neighbors, as in [14]. As a result, no additional message de-
livery latency is incurred, and the ratio of relaying nodes is
lower.

3. Energy-Efficient Broadcast Scheme

In this section, we describe the proposed broadcast scheme,
VRBP, in detail. Variable-Range Transmission Power is a
neighbor designating scheme. Upon receiving the broadcast
message, a node will check the message to see if it is des-
ignated as a Broadcast Relaying Node (BRN). In every re-
ceived broadcast message, a BRN list and updated route in-
formation (the hops from the source to the previous sender)
are included in the header of the message by the previous
sender. A BRN must rebroadcast the received message. If a
node is a designated BRN, it will select a new set of BRNs
from its 1-hop neighbors based on information regarding its
2-hop neighbors and a number of selection criteria, which
will be discussed later in this section. Finally, the node for-
wards the broadcast message with the BRNs and updated
route information piggy-backed, using a tuned-down trans-
mission power level that reaches its farthest BRN. The
overall power consumption, which is the prime concern in
the present study, can be reduced because each BRN does
not transmit the broadcast message at its default maximum
power.

3.1 Neighbor Information Maintenance

In order to select the new BRNs, a node must have knowl-
edge of its 2-hop neighbors. This information can be ob-
tained by exchanging Hello messages.

We assume that each node has a default maximum
transmission power and Hello messages are sent at this max-
imum transmission power. One-hop neighbors are those
neighbors that are within the corresponding maximum trans-
mission range. The Hello message includes the information
of the IDs of 1-hop neighbors and the furthest distance of
its 1-hop neighbors. Each node calculates the distance from
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the sender each time a packet (data or Hello) is received.
The distance between two communication nodes can be es-
timated by measuring the received signal strength [13].

Information of old neighbors is periodically deleted af-
ter a predetermined time in order to avoid out-of-date infor-
mation.

3.2 Relaying Node Selection and Transmission Range Set-
ting

A BRN calculates a new set of BRNs at the time of packet
retransmission as follows:

1) Find the neighbors that have already received the
same packet from the previous sender. These neighbors
are excluded from the BRN selection described below. The
BRN list and route information included in the header by the
previous sender will be used to identify the 1-hop neighbors
and 2-hop neighbors that have already received the same
packet.

2) Find all 2-hop neighbors that can only be reached
by one 1-hop neighbor. Assign this 1-hop neighbor as the
BRN.

3) Check whether all 2-hop neighbors are covered. If
not all 2-hop neighbors are covered, from the remaining 1-
hop neighbors not yet in the BRN list, find the one that
would cover the most remaining 2-hop neighbors. When
there are multiple nodes of this type, choose the one that has
the shortest distance. For the case in which the distances to
the nodes under consideration are all shorter than the longest
distance for the nodes in the current BRN list, choose the
node that requires a shorter transmission range to reach all
of its 2-hop neighbors.

4) Repeat step 3 until all 2-hop neighbors are covered.

5) If there exists a 1-hop neighbor that has no 2-hop
neighbor and is not located within the coverage range for
the current farthest BRN in the BRN list, assign this node as
a BRN. If there are multiple nodes of this type, assign only
the node that has the farthest distance among these nodes as
the BRN. The rest of the nodes are guaranteed to be cov-
ered because the final transmission range is set to reach the
farthest BRN in the BRN set.

After the completion of BRN set selection, the trans-
mission power level will be set to the power level needed in
order to reach the farthest BRN in the BRN set constructed.

4. Performance Evaluation

In this section, we present the simulation results obtained
by using the proposed broadcast algorithm. We conducted
extensive simulations on various network conditions. The
simulations were performed using network simulator 2
(NS2) [15].

We compared the proposed algorithm with simple
flooding, SBA, and AHBP. SBA and AHBP have been
proven in [11] to perform well in various scenarios com-
pared to other schemes, such as counter-based schemes and
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Table 1  Parameter settings in the simulations.
| Simulation Parameter | Value
Network area 500 x 500 meters
Maximum transmission range 100 meters
Data packet size 512 bytes
Node max IFQ length 50
MAC layer IEEE 802.11
Hello message interval 1 second

Simulation time 100 seconds

Number of trials 10

cl 5.35e-7
o) 7.25e-11
dc 86.14 meters

location-based schemes.

Table 1 shows the parameter settings common to all of
the scenarios investigated herein. In the present simulation,
we consider only the power consumption due to data recep-
tion and data transmission. The power consumed for data
reception is set to a constant (0.0035 watts), and the maxi-
mum power consumed (at maximum transmission range) for
data transmission is set to 0.00725 watts. The transmission
power is calculated based on the two-ray ground reflection
model in NS2. In the two-ray reflection model, the relation-
ship between transmission power, P;, and distance, d, can
be summarized as follows:

_fad, ifd<d, 0
" \eadt, ifd>d,

In Eq. (1), ¢; and ¢, are constants and d, is the cross-
over distance in the two-ray ground reflection model. More
detailed descriptions on the two-ray ground reflection model
can be found in [15]. Generally, the transmission power
drops drastically with the decrease in transmission range.

4.1 Study 1: Congested Network

In Study 1, we investigate the performance of the proposed
variable-range broadcast scheme, VRBP, compared to other
selected common-range schemes by varying the traffic load.
The number of nodes is set to 100.

Congestion can be produced by increasing the packet
size, increasing the frequency of packet origination, or both.
In this study, we chose to fix the packet size and varied the
packet origination rate. Each new packet was originated by
a source node randomly chosen from the network nodes to
create a random traffic pattern.

Figure 1 shows that each scheme suffers as the network
becomes more congested. Note that shortening the trans-
mission range does not affect the delivery ratio, even for the
congested network. The ratio of retransmission is also as
low as that of AHBP (see Fig.2). This is because VRBP
does not incur any additional hops and each node only tunes
down the transmission range needed from the default max-
imum range (100 meters) to the transmission range needed
to reach its farthest BRN.

In Fig. 3, the total power consumption by VRBP and
the other common-range schemes are plotted with respect
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to various packet origination rates. Clearly, VRBP has a
lower power consumption. Nevertheless, the percentage of
power savings for VRBP decreases when the network be-
comes more congested.

Figure 4 shows the end-to-end delay of the proposed
algorithm for various packet origination rates. The end-to-
end delay is the time it takes for the last node to receive a
given packet. All schemes, except VRBP, experience a dras-
tic increase in end-to-end delay as the traffic load increases.
This can be explained by the improvement of the channel
capacity when the interference is reduced.

4.2 Study 2: Network Density

In Study 2, we vary the number of nodes in the simulation
area between 50 and 200. Forty packets for broadcast are
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generated in one second.

As the density increases, the network becomes more
congested. As a result, collisions occur at a higher rate. By
shortening the transmission range, the interference is allevi-
ated and a high delivery ratio and a shorter end-to-end de-
lay are obtained by VRBP (See Figs.6 and 8). In Fig.7,
the number of rebroadcast nodes remains as low as that of
AHBP.

Figure 5 shows that the total energy consumed by
VRBP is lower than all of the common-range approaches
considered herein. Note that the percentage of power
savings for VRBP decreases when the network density is
higher.

5. Conclusion

In this letter, we have presented a localized broadcast
scheme using variable-range transmission power control.
The present results indicate that the proposed variable-range
approach can outperform other common-range transmission

683

% 09 r
Zz 08 i/\\
& o7t
e koo Ao
[T L
2§06 4 [——simple Flood
5505 L[ —o—
2% 05 [ AHBP
2@oa --a-- SBA
24 03 ET\@\QN —*—VRBP
s
§ o2
S 01
o

0

50 100 150 200

Number Of Nodes

Fig.7  Relationship between the ratio of rebroadcast nodes and the net-
work density.

w12 r
e}
c
§ 10 -
2
< 8r
% ‘ —o— Simple Flood
= 61 —o— AHBP
G o4r ---a-- SBA
g 50 —*— VRBP
e}
=
w

0

50 100 150 200

Number Of Nodes

Fig.8 End-to-end delay with respect to network density.

schemes in terms of power savings, and has increased ca-
pacity due to less interference and lower latency for message
delivery. The simulation results also show that the end-to-
end delay of VRBP is the lowest regardless of the traffic
load. This finding indicates that VRBP is a viable option
for real-time multimedia broadcasting, because such broad-
casting usually requires significant amounts of bandwidth,
and a lower end-to-end delay helps to reduce the number of
packets discarded due to violation of the timing constraints
imposed.

In the future, we intend to compare the performance
of VRBP with two existing schemes, [13] and [14]. There
is also a need to simulate the proposed scheme on mobile
networks in order to investigate its adaptivity to mobility.
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