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SUMMARY This letter discusses the applicability of boolean satisfiability (SAT) solving to pairwise testing in practice. Due to its recent rapid advance, using SAT solving seems a promising approach for search-based testing and indeed has already been practiced in test generation for pairwise testing. The previous approaches use SAT solving either for finding a small test set in the absence of parameter constraints or handling constraints, but not for both. This letter proposes an approach that uses a SAT solver for constructing a test set for pairwise testing in the presence of parameter constraints. This allows us to make full use of SAT solving for pairwise testing in practice.
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1. Introduction

This letter proposes an approach that uses boolean satisfiability (SAT) solving for finding a test set for pairwise testing. Pairwise testing or all-pairs testing is a well-practiced software testing method [1]–[3]. The idea of this testing method is to test at least once every possible value pair for every pair of the test parameters. We call this coverage criterion pairwise coverage. The rationale behind pairwise testing stems from the observation that most faults are caused by interaction of at most two parameters [4] and the fact that test sets that meet pairwise coverage can be much smaller than those for exhaustive testing.

As an example, consider the testing model shown in Table 1. This model, which is taken from the work by Cohen, Dwyer and Shi [5], models the testing of mobile phone products. It specifies five parameters and the values they may take. A test case is a vector consisting of five parameter values, one for each parameter. Table 2 shows an example of a test set that meets the pairwise coverage. One can see that for any two of the parameters, every possible pair of values for the parameters occurs in at least one of the test cases.

In the above example, we implicitly assume that any value of any parameter can occur with any value of any other parameter in a test case. However, in practice it is usually the case that some particular combinations of parameter values cannot occur simultaneously. For example, consider the following constraint.

Table 1 A testing model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Possible Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Display</td>
<td>16MC, 8MC, BW</td>
</tr>
<tr>
<td>Email Viewer</td>
<td>Graphical, Text</td>
</tr>
<tr>
<td>Camera</td>
<td>2MP, 1MP, None</td>
</tr>
<tr>
<td>Video Camera</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Video Ringtones</td>
<td>Yes, No</td>
</tr>
</tbody>
</table>

MC: Million Colors, BW: Black and White, MP: Megapixel

Table 2 A test set for pairwise testing ignoring constraints.

<table>
<thead>
<tr>
<th>Display</th>
<th>Email Viewer</th>
<th>Camera</th>
<th>Video Camera</th>
<th>Video Ringtones</th>
</tr>
</thead>
<tbody>
<tr>
<td>BW</td>
<td>Text</td>
<td>1MP</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>16MC</td>
<td>Graphical</td>
<td>2MP</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>8MC</td>
<td>Graphical</td>
<td>1MP</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>16MC</td>
<td>Text</td>
<td>None</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>8MC</td>
<td>None</td>
<td>None</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>BW</td>
<td>None</td>
<td>2MP</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>BW</td>
<td>Graphical</td>
<td>None</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>16MC</td>
<td>None</td>
<td>1MP</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>8MC</td>
<td>Text</td>
<td>2MP</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

• Video camera requires a camera and a color display. This constraint yields the following forbidden pairs, which cannot occur in any test case.
  (Camera, Video Camera) = (None, Yes)
  (Display, Video Camera) = (BW, Yes)

Note that test cases 1 and 5 in Table 2 do not satisfy this constraint.

Thus, in practice, test set generation for pairwise testing needs to address the following two issues:

• to find a test set that consists of a small number of tests, and
• to find a test set such that every test case satisfies the constraints on parameter values.

There is a substantial body of work on test set construction for pairwise testing. However, many of the previously known constructions can only deal with such constraints in an ad hoc manner or even totally ignore the problem of handling constraints. In spite of the apparent simplicity, this problem is subtle enough to require sophisticated treatment, as explained in the next section in detail.

To address the above two issues, this letter proposes the use of boolean satisfiability (SAT) solving. SAT is the problem of determining whether or not there is a value assignment that causes a given boolean formula to evaluate to true. It is well-known that SAT is NP-complete; thus it is
strongly conjectured that no efficient algorithm exists. In practice, however, SAT solvers—solvers to the problem—see a drastic advance in recent years. They work very fast for many problem instances that arise from practical problems; thus reducing a particular problem to SAT and then using a SAT solver has now become a standard approach to search problems.

In previous studies, the use of SAT solving for test generation for pairwise testing has been discussed for two purposes; namely, finding a small test set in the absence of parameter constraints and handling constraints on parameter values.

In [6], [7], SAT solving is used to find small covering arrays. A covering array is a term in mathematics which is basically equivalent to a test set for pairwise testing. Research in this line places emphasis on finding minimal covering arrays and does not consider constraints that occur in practical testing.

On the other hand, the authors of [5] propose to use a SAT solver to handle constraints. Their approach is tied with the greedy test set construction approach, where a test set is incrementally generated by adding one test case at one time. Basically SAT solving is only used for checking if a candidate of a test case satisfies the constraints. In [8] SAT solving is used the same way in simulated annealing-based test set construction.

This article is a revised version of our earlier workshop paper [9]. Here we include some concrete examples to demonstrate how the proposed approach works and elaborate the approach more fully, especially the first step of the two-step approach, which was only briefly described in [9].

2. Pairwise Testing in the Presence of Constraints

As discussed in the first section, it is necessary to consider constraints on parameter values in pairwise testing in practice. Thus the problem of generating a test set for pairwise testing can be considered a combinatorial optimization problem where the objective function is the number of test cases which should be minimized while satisfying the following coverage criterion and constraints.

- **Pairwise coverage**: For any pair of parameters, all possible pairs of values for the parameters must occur in at least one test case.
- **Constraints on parameter values**: Any test case must satisfy a given set of constraints.

Here by possible pairs of parameter values, we mean pairs of parameter values that can occur in at least one test case that satisfies all the constraints. We call a pair that is not possible forbidden pair. We call a test case feasible if it satisfies all the constraints; it is infeasible otherwise. As explained in the next section, it is necessary to find all forbidden pairs of parameter values in encoding the test set generation problem into SAT.

The difficulty in dealing with constraints stems from the fact that a given set of “explicit” constraints may imply “hidden” constraints. Consider two constraints as follows:

- Video camera requires a camera and a color display.
- Video ringtones cannot occur with No video camera.

From these constraints, it is straightforward to see that the following pairs cannot occur in any test case.

- (Camera, Video Camera) = (None, Yes)  
- (Display, Video Camera) = (BW, Yes)  
- (Video Camera, Video Ringtones) = (No, Yes)

However it is not easy to notice that these forbidden pairs imply the following hidden forbidden pairs:

- (Camera, Video Ringtones) = (None, Yes)  
- (Display, Video Ringtones) = (BW, Yes)

Finding all such forbidden pairs needs a systematic handling of constraints. In our approach a SAT solver is used for this purpose.

3. Proposed Approach

The whole process of constructing a test set consists of two steps. The first step discovers all forbidden value pairs. These value pairs are necessary in the second step in which a test set is created. The second step produces a set of test cases such that all possible value pairs are covered.

3.1 Finding All Forbidden Pairs

It would be possible to check all pairs of parameter values using SAT solving; but this approach would be time-consuming because the number of such pairs is quadratic both in the number of parameters and the number of values for a parameter.

We use a quicker method as follows: First we construct a test set for pairwise testing without considering constraints. There are many algorithms that can efficiently construct a test set for pairwise testing when there is no constraint on parameter values [10]–[12]. Hence we could use any of these algorithms in this step.

Then for each test case in the test set, we check if that test case contains any forbidden pairs. This can be done by invoking a single SAT instance, as explained below. If it turns out that the test case violates some of the constraints—meaning that it may contain one or more forbidden pairs—then we will check each of the \(n(n-1)\) value pairs in the test case using SAT solving, where \(n\) is the number of parameters. If the test case is feasible, every value pair that occurs in the test case is possible. Note that by doing this, all pairs can be tested and that the pairs that are actually checked are limited to those contained in infeasible test cases.

Now we show how SAT solving can be used to determine if a test case is infeasible, i.e., may contain forbidden pairs. We use boolean variables \(x_{ik}\) for \(1 \leq j \leq n\) and \(1 \leq k \leq P(j)\), where \(n\) is the number of parameters and \(P(j)\) is the number of possible values for the \(j\)th parameter. We denote the \(k\)th value of the \(j\)th parameter by integer \(k\) \((1 \leq k \leq P(j))\). The variable \(x_{ij}\) being true means that the \(j\)th parameter has value \(k\), i.e., its \(k\)th value. Obviously a
given test case \((k_1, \cdots, k_n)\) can be represented as follows.

\[
Test := \bigwedge_{j=1}^{n} \left( x_{jk} \land \bigwedge_{k=1}^{n} \neg x_{jk} \right)
\]

where the symbol := is read “is defined to equal”. For example, suppose that we use the test set shown in Table 2 to find all forbidden pairs and that now we want to check whether the first test case is feasible or infeasible. The first test case is represented by integer vector \((3, 2, 2, 1, 1)\) and thus we have:

\[
Test := \neg x_{1,2} \land \neg x_{1,3} \land \neg x_{2,2} \land \neg x_{2,3} \land \neg x_{3,2} \land \neg x_{3,3} \land \neg x_{4,2} \land \neg x_{5,2}
\]

It is straightforward to see that the constraints on the parameter values can be represented as a boolean formula over these boolean variables. Let \(Cons\) denote this boolean formula. An important observation here is that \(Cons\) can be derived from only the given, explicit constraints. For example, consider the two constrains discussed in Sect. 2. In this case we have:

\[
Cons := \left( x_{4,1} \rightarrow ((x_{3,1} \lor x_{3,2}) \land (x_{1,1} \lor x_{1,2})) \land (x_{3,1} \rightarrow \neg x_{4,2}) \right)
\]

where \(\rightarrow\) means implication.

Now whether the test case is feasible, i.e., meets the constraints can be determined by checking the satisfiability of:

\[
Test \land Cons
\]

If it is satisfiable, then the test case is feasible; otherwise the test case is infeasible. For the first test case in Table 2 this formula is unsatisfiable; thus one can conclude that it may contain some forbidden pairs.

If the test case is found to be infeasible, we check for every pair that occurs in the test case whether it is a forbidden pair or not. This check is performed with a SAT solver as follows. Suppose that the pair to be checked is value \(k_1\) at the \(j_1\)th parameter and value \(k_2\) at the \(j_2\)th parameter. We denote this pair as \(((j_1, k_1), (j_2, k_2))\). Again we use boolean variables \(x_{jk}\) for \(1 \leq j \leq n\) and \(1 \leq k \leq P(j)\) to represent that the \(j\)th parameter has the \(k\)th value. Any test case that contains the pair is represented as the conjunction of the following formulas:

\[
AtLeast := \bigwedge_{j=1}^{n} \left( x_{jk} \lor \bigvee_{k=1}^{P(j)} \neg x_{jk} \right)
\]

\[
AtMost := \bigwedge_{j=1}^{n} \left( \neg x_{jk} \lor \bigvee_{k=1}^{P(j)} \neg x_{jk} \right)
\]

\[
Pair_{((j_1, k_1), (j_2, k_2))} := x_{j_1 k_1} \land x_{j_2 k_2}
\]

Formula \(AtLeast\) specifies that any parameter has some value. Formula \(AtMost^T\) specifies that any parameter has at most one value. Formula \(Pair\) specifies the pair \(((j_1, k_1), (j_2, k_2))\). It is not difficult to see that value assignments that satisfy all the three formulas have one-to-one correspondence to test cases that contain the given pair. Accordingly, test cases that contain the given pair and satisfy the constraints have one-to-one correspondence to satisfying value assignments for:

\[
AtLeast \land AtMost \land Pair \land Cons
\]

The pair is a forbidden pair if and only if the formula is unsatisfiable.

For example, consider the pair BW at Display and Yes at Video Ringtones (i.e., \(((1, 3), (5, 1))\)). Whether it is forbidden or not is checked by the satisfiability check of:

\[
((x_{1,1} \lor x_{1,2}) \land (x_{2,1} \lor x_{2,2} \lor x_{2,3})) \land ((x_{1,1} \lor x_{1,2}) \land (x_{2,1} \lor x_{2,2} \lor x_{2,3})) \land
\]

\[
((\neg x_{1,1} \lor \neg x_{1,2} \lor \neg x_{1,3} \lor \neg x_{2,1} \lor \neg x_{2,2} \lor \neg x_{2,3})) \land
\]

\[
((\neg x_{1,1} \lor \neg x_{1,2} \lor \neg x_{1,3} \lor \neg x_{2,1} \lor \neg x_{2,2} \lor \neg x_{2,3})) \land
\]

\[
((\neg x_{1,1} \lor \neg x_{1,2} \lor \neg x_{1,3} \lor \neg x_{2,1} \lor \neg x_{2,2} \lor \neg x_{2,3})) \land
\]

\[
((\neg x_{1,1} \lor \neg x_{1,2} \lor \neg x_{1,3} \lor \neg x_{2,1} \lor \neg x_{2,2} \lor \neg x_{2,3}))
\]

This formula is unsatisfiable; thus one can conclude that the pair \(((1, 3), (5, 1))\) is forbidden.

Among the nine test cases of Table 2, only #1, #5 and #7 are infeasible with respect the two constraints described in Sect. 2; thus all forbidden pairs can be found by checking only the pairs that occur in the three test cases. There are a total of 27 different pairs in the three infeasible test cases. Note that this number is much smaller than the number of all pairs, which is 67 \((= 3 \times (3 + 3 + 2 + 2) + 3 \times (3 + 2 + 2) + 3 \times (2 + 2) + 2 \times 2)\). As a result, one can obtain a total of five forbidden pairs, \(((1, 3), (4, 1)), ((1, 3), (5, 1)), ((3, 3), (4, 1)), ((3, 3), (5, 1)), and ((4, 2), (5, 1))\), which are identical to those described in Sect. 2.

3.2 Searching for a Small Test Set

Once all forbidden pairs of parameter values have been discovered, the next step is to construct a test set that covers all parameter value pairs except those forbidden pairs. This is done by iteratively solving the satisfiability problem.

3.2.1 SAT Encoding

As SAT is a decision problem rather than an optimization problem, we obtain a final test set by using a SAT solver to solve a series of the decision problem as follows:

Given a size \(l\), is there a test set of that size?

Here we show the encoding of this problem into SAT.

We use a set of boolean variables \(x_{i,j,k}\), \(1 \leq i \leq l, 1 \leq j \leq n, 1 \leq k \leq P(j)\). The variable \(x_{i,j,k}\) being true means that the \(j\)th parameter of the \(i\)th test case has the \(k\)th value. The boolean formula to be checked must be encoded
such that a satisfying value assignment to the variables exists if and only if a test set of size \( l \) exists. The encoding presented here enforces a more strong condition: satisfying value assignments have one-to-one correspondence to test sets that satisfy pairwise coverage and constraints. The boolean formula is the conjunction of the following formulas:

\[
\bigwedge_{i=1}^{l} \left( \text{AtMost} \wedge \text{AtLeast} \wedge \text{Cons} \right)(x_{i,jk}/x_{j,k}) \\
\bigwedge_{i,j,k \in \text{PossiblePairs}} \bigwedge_{i=1}^{l} \bigvee_{x_{i,jk} = \text{PossibleValues}} \text{Pair}(x_{i,jk}/x_{j,k})
\]

where \( \text{formula}(x_{i,jk}/x_{j,k}) \) represents \( \text{formula} \) with \( x_{i,jk} \) substituted for each \( x_{j,k} \) and \( \text{PossiblePairs} \) is a set of all possible parameter value pairs.

The first formula specifies that the satisfying value assignment represents a test set of size \( l \) such that any of the \( l \) test cases satisfies the constraints. The second formula specifies that every possible pair must occur in at least one of the \( l \) test cases. Figure 1 shows the whole formula for the running example. The test set shown in Table 3 is obtained from a satisfying value assignment yielded by a SAT solver when \( l = 9 \). Obviously this test set is optimal in size.

### 3.2.2 Binary Search

Now we have a procedure that can determine the existence of a test case of a given size. Running this procedure with varying size, we can obtain the minimum test set, unless the SAT solver cannot complete computation within a reasonable time. It is often the case that if the given size becomes close to the optimum, even a recent SAT solver cannot terminate its computation within a reasonable time. Therefore we set a timeout period for each invocation of a SAT solver and if the solver cannot finish the job within the timeout period, the problem instance is treated as if it were unsatisfiable. To vary the size, binary search is used as in [13]. This allows to avoiding checking of all possible sizes.

#### 4. Experimental Results

We wrote a C program that implements the proposed approach. This program repeatedly runs MiniSAT [14], one of the best known modern SAT solvers. In the step of finding forbidden pairs, we use an algebraic method proposed in [15] to construct a test set that meets pairwise coverage.

We created a total of 16 artificial problem instances. For each problem instance, we randomly created several explicit forbidden value pairs as constraints.

We applied, to each of the instances, the proposed approach with two different timeout times \( t_{n} \): 60 seconds and 300 seconds. The machine used in the experiments is a Linux machine equipped with a 2 GHz Intel Core 2 Duo and 1 Gbyte memory. The execution time of our program was typically a few times of the time out period.

For comparison purposes, we also used PICT, a test set generator developed at Microsoft [16]. PICT uses the greedy approach and can support constraint handling. PICT runs much faster than ours, whereas it does not aim to find the minimum test set. The execution time of PICT was typically around a second.

Table 4 summarizes the problem instances and the size of the obtained test sets. The entries in the Model column specify the number of parameters and the number of possible values for each parameter. For example, the first entry \( 2^{20}5^{5} \) states that there are 20 parameters that have two possible values and five parameters that have five values.

As can be seen in the table, the SAT-based approach yielded smaller test sets than PICT for many of the problem instances. The few exceptions (3, 8, 15) occurred when a SAT problem could not be solved within the time out period.

### 5. Conclusion

In this letter, we described a test set construction for pairwise testing. Our approach uses SAT solving to deal with constraints on parameters and to obtain small test sets. This idea allows us to make full use of modern fast SAT solvers. Experimental results showed that our approach usually yields smaller test sets than does a greedy approach. However this comes with cost of long computation time. A
Table 4 | Results.

<table>
<thead>
<tr>
<th>Model</th>
<th>No. given forbidden pairs</th>
<th>SAT PICT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13</td>
<td>33</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>87</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td>105</td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>55</td>
</tr>
<tr>
<td>7</td>
<td>30</td>
<td>27</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
<td>—</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td>10</td>
<td>19</td>
<td>56</td>
</tr>
<tr>
<td>11</td>
<td>16</td>
<td>95</td>
</tr>
<tr>
<td>12</td>
<td>9</td>
<td>75</td>
</tr>
<tr>
<td>13</td>
<td>6</td>
<td>72</td>
</tr>
<tr>
<td>14</td>
<td>34</td>
<td>49</td>
</tr>
<tr>
<td>15</td>
<td>22</td>
<td>140</td>
</tr>
<tr>
<td>16</td>
<td>22</td>
<td>80</td>
</tr>
</tbody>
</table>

possible future direction of the work is to shorten computing time by, for example, improving SAT encoding. Indeed, although no care is taken for parameter constraints, encodings in [6] and [7] are more involved to reduce SAT solving time than the one presented here. Adapting our constraint handling to these SAT encodings may worth studying.
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