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Abstract

This thesis describes the automatic indexing of Ja-
panese documents and its applications. The first part of
this thesis describes the automatic indexing of Japanese
documents and the second part describes its applica-
tions.

First, a new method for indexing individual Ja-
panese documents is described, which effectively deletes
extraneous words. These are words that have 1little
relationship with the subject of a document. This
method uses 1linguistic information, experts' 1indexing
knowledge, and statistical information, such as word
location and/or a word frequency. A system called INDEX-
ER has been implemented wusing this method. This system
has two main functions: deleting extraneous keywords
among the keywords extracted by the free term method or
the term control method, and ranking the keywords by
evaluation scores. The evaluation criteria for automat-
ic indexing methods are recall rate and precision rate.
The conventional free term method has a recall rate of
70% and a precision rate of 10%. The new method achieves
50% for both rates. The 50% precision rate is a great
improvement compared with the 10% precision rate of
conventional methods. The new method provides an algo-
rithm for ranking the extracted keywords. The experi-

mental results show that 95% of the necessary keywords



are included in the top ten keywords ranked by this
algorithm.

Many Natural Language Processing (NLP) techniques
are used in this new method. The most important among
them is a morphological analysis technique that achieves
a very high preciseness in the analysis of Japanese sen-
tences. This is done by using a large-scale semantic
category dictionary as a pre-processor for automatic
indexing.

There are several applications for this automatic
indexing. Some of them are information retrieval, pro-
cessing data in text databases, making teaching materi-
als for teaching Japanese and etc.. The'remainder of
this thesis describes information retrieval.

The new information retrieval method described in
this thesis is 1information retrieval with association,
which incorporates a connectionist model in a dynamic
thesaurus. This method is designed to discover and use
the interests of a user so that the results of the docu-
ment retrieval are more beneficial to that user. A
prototype system was implemented, and called the Asso-
ciated Information Retrieval System (AIRS). The basic
concept of the new method is as follows. The system ex-
tracts a user's interests from the user's sample relev-
ant documents as {(a) keywords, (b) the degree of keyword
importance in that document, and (c) the linkage between
keywords in that document. The- INDEXER system is used



to extract keywords and to determine the degree of
keyword importance. Experiments were conducted to eval-
uate the new method and the results showed a high

preciseness of document retrieval was achieved.

Chapter 1 is the introduction for this thesis.
Chapter 2 is a preliminary for this thesis. Some techni-
cal terms and an introduction to NLP techniques are de-
scribed. In Chapter 3, the necessity, the importance,
the state of the art and the difficulties of automatic
indexing of Japanese documents are described. Also, the
purpose of this study is clarified in Chapter 3. Chapt-
er 4 describes a new method for automatic indexing.
This method selects and ranks keywords from each docu-
ment. An analysis of the human way of indexing is also
described. This analysis was made in order to obtain
algorithms for the new method. A system was implemented
using this new method and named the INDEXER system.
Chapter 5 describes an evaluation of the new method
through the evaluation of INDEXER. The services and the
functions of INDEXER are also listed in Chapter 5.
Chapter 6 presents applications of INDEXER. These
include, using it in an information retrieval method
with association, in the preparation of printed materi-
als, in making Chinese character databases, in making
electronic media such as CD-ROMs, and in indexing very

large-scale text databases. Among these applications, is
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an information retrieval method with association. This
is quite a new method of information retrieval and
one of the best applications of INDEXER. The application
prototype system of an information retrieval method with
association was implemented and named the AIRS system.
This system is described in Chapter 7. The effect of the
new method is described by evaluating AIRS. The con-

clusion and future work are described in Chapter 8.
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Chapter

Chapter 1. Introduction
1.1 Introduction

This thesis describes the automatic indexing of Ja-
panese documents and its applications. The first part
of this thesis describes the automatic indexing of docu-
ments and In the second part describes its applications.
There are two ways of retrieving information from data-
bases of documents or papers. One way is to use biblio-
graphical indexes, such as the author's name, title,
publisher's name, and etc.. Another way 1s to use sub-
ject 1indexes, such as classification numbers and key-
words. Both of these indexes are attached to each docu-
ment in a database for retrieval. Classification numbers
are used to locate documents on the shelves of libra-
ries, and keywords are used to show the contents of the
documents. An automatic indexing method for bibliograph-
ical indexes and subject indexes 1is needed to retrieve
documents in large-scale databases. For aﬁtomatic index-
ing of bibliographical indexes, an automatic recognition
method of pages indicating where that data are written
and a recognition method of characters are needed. For
automatic subject indexing, a content analysis method of
documents is necessary.

In the real world, subject indexing is done by
human indexers. They read, analyze and index documents

using terms in thesauri. Those indexes are called manual
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indexes. They are supplemented with those words extract-
ed automatically from titles and abstracts of the docu-
ments, which are called free words. However, the volume
of documents to be indexed is growing very rapidly, and
human indexing will not be able to meet the growing
needs of indexing. Also, free words can not be used as
subject indexes because they are not indexed to docu-
ments by analyzing the contents of the documents.

Automatic indexing by computer has been studied for
many years. There are two basic automatic 1indexing
models. One model collectively extracts keywords from a
set of texts, such as newspaper articles, technical
papers, and so on. The other model indexes one article
at a time.

To extract keywords from a set of articles, a sta-
tistical approach 1s generally adopted, such as an
analysis of the frequency of word occurrence[Luhn
1957]1[Salton 1975][Nagao et al. 1976]. But this approach
is still in the experimental stage for indexing Japanese
documents.

For indexing individual articles, the free term
method 1is used[Kinukawa et al. 1982] [HAPPINESS]. The
free term method extracts all the nouns in the text
except those contained in a user-defined dictionary,
which is called a stop word dictionary. As a result,
all of the necessary keywords in the text are extracted

but many extraneous words are also extracted. Extraneous
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words are words that have 1little relation with the
content of the document (see Chapter 2). Thé percentage
of extraneous words extracted is generally around 90%.
Considerable memory is wasted on these extraneous key-
words, and in retrieving documents, many meaningless
articles are retrieved. A

One way to solve the problem of meaningless arti-
cles being retrieved is to use a thesaurus. This way is
called the term control method[Nakazono et al. 1984]
[Abe 1985]. In this method, words are first extracted
using the free term method. Then, from these, the words
that match the thesaurus are selected as keywords.
However, even the term control method still extracts
many extraneous words.

The free term method and the term controlled method
have already been commercialized. These methods are
usually used in two ways. One way 1s to use only the
free term method and the other way is to use both meth-
ods at the same time.

Some commercial automatic indexing systems, which
give the subject index, have already been developed for
documents written in Japanese [HAPPINESS] [Hayakawa et
al. 1982]. But none of them does a precise analysis of
Japanese sentences. Japanese sentences are very diffi-
cult to analyze using computers because the words are
not separated, while in English the words are separated.

To solve this problem, a high precision morphological
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analysis technique, which is one of the NLP techniques,
is necessary.

Many NLP techniques are used in INDEXER. NLP 1is an
interesting research field and there are many expected
applications such as machine translation (MT), fact
extraction from text databases, man-machine dialogue and
others. NLP is expected to play a vital role in the
recognition and synthesis of voices or characters. Many
NLP research projects are being carried out all over the
world. Some of the NLP applications are a sentence
reading system [Miyazaki et al. 1986], a sentence check-
ing support system [Ohara et al. 1991)] and an automatic
indexing system [Kimoto 1987d]{Kimoto 19%lal[Kimoto
1991b].

Sections 2.2.2 and 2.2.3 describe the state of the
art of the NLP technique and a morphological analysis
technique [Miyazaki 1984], respectively. This morpholog-
ical analysis technique achieves a very high preciseness
in the analysis of Japanese sentences. This 1is accom-
plished by using a large-scale semantic category dic-
tionary as a pre-processor for automatic indexing.

The purpose of this study 1is to develop a method
that provides the subject index to the documents au-
tomatically. The target Ilanguage is Japanese, and the
documents are newspaper articles, but not limited to
only these types of documents.

This paper proposes a new method for indexing indi-
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vidual articles, which effectively deletes eXtraneous
words. This method uses linguistic information, experts'
indexing knowledge, and statistical information, such as
word location analysis and/or word frequency analysis.

A system called INDEXER has been implemented
using this method [Kimoto 1987al[Kimoto 1987b][Kimoto
1987c][Toriyama 1992]. INDEXER has two main functions:
deleting extraneous keywords from the keywords extracted
by the free term method or the term control method, and
ranking the keywords by evaluation scores.

Experimental results show that INDEXER deletes more
than 80% of the extraneous keywords. The evaluation
criteria for automatic indexing systems are the recall
rate and the precision rate. The recall rate is defined
as the number of automatically indexed keywords that
match the manually indexed keywords, divided by the
number of manually 1indexed keywords. The precision rate
is the number of automatically indexed keywords that
match the manually indexed keywords, divided by the
number of automatically indexed keywords. The free term
method has a recall rate of 70% and a precision rate of
10%. The INDEXER system achieves 50% for both rates. The
50% precision rate is a great improvement. This means
that one out of every two words among the keywords ex-
tracted by INDEXER is significant to the indexed text.
INDEXER has a keyword ranking function, which ranks the

extracted keywords. The user can then use the ranked
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keywords as desired, selecting the top five keywords or
the top ten keywords, and so on. Experimental results
show that 95% of the necessary keywords are included in
the top ten keywords as ranked by this function.

There are several applications for automatic index-
ing. Some of them are information retrieval, making
teaching materials for teaching Japanese and etc.. The
rest of this thesis describes an application for infor-
mation retrieval.

In the field of information retrieval, the develop-
ment of word-processors, optical disk filing systems,
and computer networks enable us to use large-scale
databases. However, before we can advance database sys-
tems, there are two problems that must be solved: docu-
ment storing and document retrieval.

For document storing, an automatic document clas-
sification system and an automatic indexing system have
already been developed [Hamill et al. 1980][Kimoto et
al. 1989][Kimoto 1991a][Kimoto 1991b].

For document retrieval, many kinds of AI techniques
are currently being studied. The AI techniques most
commonly used in a database system are expert systems
[Salton 1987] and natural language interface systems
[Smeaton et al. 1988][Akiyama 1988][Kanou et al. 1991].

There are many difficulties with the above men-
tioned methods. Development of an expert system requires

a rule base for each application. On the other hand,
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there are many difficulties involved with natural 1lan-
guage interface techniques. The first of these is that
it is difficult to make precise syntactic and seman-
tic analysis of a user queries automatically [Smeaton et
al. 1988]. Only the morphological analysis technique can
be used from a practical point of view. The second 1is
the cost of domain knowledge acquisition. Domain knowl-
edge includes such items as a domain model, a world
model and a large word dictionary for each domain
[Akiyama 1988]}. The third problem is that much dialogue
between a user and a system is required for making a
practical user model [Kanou et al. 1991].

This thesis proposes a new method that incorporates
a connectionist model in a dynamic¢ thesaurus. This
system is designed to discover and use the interests of
a user so that the results of document retrieval are
more beneficial to that user. This new method was imple-
mented into a system called the Associated Information
Retrieval System (AIRS).

The basic concept of this new method is as follows.
AIRS eXxtracts a user's interest from the user's sample
documents as (a) keywords, (b) the degree of keyword
importance in that document, and (c¢) the linkage between
keywords in that document. INDEXER [Kimoto et al.
1989][Kimoto 1991a][Kimoto 1991b] is used for extracting
keywords and the degree of keyword importance.

The whole mechanism of AIRS is as follows. Key-
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words, keyword importance (ranking) and the co-occur-
rence relation of keywords in a document constitute what
we refer to as term information. The dynamic thesaurus
is made from the static thesaurus using this term infor-
mation. The associated keywords are generated from the
input keyword of a user and the dynamic thesaurus.
These associated keywords are used to retrieve documents
that precisely fit the user's interest. The evaluation
results of the associated keyword generation, and the
relationships between the data structure of the dynamic
thesaurus and the result of the document retrieval
[Kimoto et al. 1990] are described herein.

The expected effects of the new method are as fol-
lows: (1) Associated keywords, which reflect a user's
interest, are generated by the dynamic thesaurus. (2)
Both a high recall rate and a high precision rate are
achieved by using these associated keywords for document
retrieval. (3) It is possible to use state transitions
of the dynamic thesaurus to reflect a user's change of
interest over time. Thus, document retrieval reflecting
a user's prior interest is possible.

Experiments were conducted to evaluate the new
method and the experimental results showed a high preci-

seness of document retrieval using AIRS.

1.2 Outline of the thesis

Chapter 2 discusses some preliminaries for this
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thesis. Some technical terms and an introduction to the
Natural Language Processing (NLP) techniques are de-
scribed. In Chapter 3, the necessity, the importance,
the state of the art and the difficulties of automatic
indexing of Japanese documents are described, and the
purpose of this study is clarified. Chapter 4 describes
a new automatic indexing method. This method selects
and ranks keywords from each document. An analysis of
the human way of indexing is also described. This analy-
sis was conducted in order to obtain algorithms for the
new method. A system was implemented using this new
method and named the INDEXER system. Chapter 5 describes
the effect of the new method by evaluating INDEXER. The
services and the functions of INDEXER are listed in this
chapter. Chapter 6 presents applications of INDEXER.
These 1include using it in an information retrieval
method with association, in the preparation of printed
materials, in making Chinese character databases, in
making electronic media such as CD-ROMs, and in indexing
very large-scale text databases. Among these applica-
tions, the information retrieval method with association
is quite a new method of information retrieval and it
is one of the best applications of INDEXER. The applica-
tion prototype system of the information retrieval
method with association was implemented and named AIRS.
This system is described in Chapter 7. The effect of the
new method is described by evaluating of AIRS. The
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conclusions and future works are described in Chapter
8.
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Chapter 2

Chapter 2. Preliminaries

This chapter describes and explains some technical
terms and a technique, which are necessary for automatic
indexing and information retrieval. The technical terms
are explained in Section 2.1 and the Natural Language

Processing(NLP) techniques are explained in Section 2.2.

2.1 Technical terms

(1) Manual keyword
Manual keywords are keywords indexed by a human
expert indexer. Indexing by human is called manual
indexing.

(ii) Extraneous keyword
Among the keywords extracted using an automatic
indexing system, the ones that do not match the
manual keywords are called extraneous keywords.

(iii) Thesaurus
In this thesis, a thesaurus is defined as a col-
lection of terms that are used for information re-
trieval. When these terms are used for indexing
documents or used 1in queries of information re-
trieval, they are called keywords. As a logical
structure, thesaurus has a broader term and nar-
rower term relation and a synonym relation between
terms. The number of keywords 1in a thesaurus

depends on each application.

11
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2.2 Natural language processing (NLP) techniques
2.2.1 Necessity
It is necessary for automatic indexing systems to

extract nouns from documents because keywords are almost
always nouns. Sometimes verbs or adjectives are required
as keywords. They are used in cases as when one wants
to retrieve documents using verb keywords such as
"move," "fly," etc., or when using adjective keywords

v

such as "red," "large," etc.. Segmenting words in a
sentence, giving readings to them and distinguishing
their parts of speech constitutes the morphological
analysis technique. There are other techniques in NLP,
such as, syntactic analysis and so on. The syntactic
analysis technique 1is useful in selecting important
words from documents. So, these NLP techniques are
necessary for precise automatic indexing. The next sec-

tion describes NLP as a whole.

2.2.2 State of the art
A great amount of NLP research is now being done.

This research includes work in the areas of automatic
translation from Japanese into English and vice versa,
automatic sentence checking and automatic indexing. NLP
is comprised of morphological analysis, syntactic analy-
sis, semantic analysis and discourse analysis. In the
state of the art of NLP, sentence checking systems and

automatic indexing systems, with a morphological analy-

12
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sis technique, are being used in the real-worlid. Other
techniques such as semantic analysis or discourse analy-
sis, are not yet actually being used in real-world
applications[Ishikawa 1992][Nagao 1992][Yokoi 1993].

2.2.3 High precision morphological analysis

This section describes a high precision morphologi-
cal analysis technique that is now being used in some
NLP systems such as an automatic sentence checking
system and etc..

There are no spaces between words in Japanese sen-
tences. In order to achieve a high degree of precision
in the analysis of Japanese sentences, it is therefore
necessary to make a correct sentence segmentation bet-
ween words and to correctly designate each word as a
verb, noun, etc. (This 1s called morphological
analysis.) For this purpose, a large scale dictionary
database was developed, which contains approximately
430,000 words and around 60 columns for each word. This
dictionary contains grammatical and semantic connection
rules between words, in addition to entry words, parts
of speech and readings contained 1in dictionaries that
are used in ordinary machine translation systems. These
connection rules make it poSsible to achieve a high
degree of precision in word segmentation. An example of
correct segmentation of a compound noun, using these

connection rules, 1is shown in Fig. 1(a),(b). In the

13
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figure, five candidates are chosen as correctly segment-
ed using grammatical connection rules, and these candi-
dates are checked using semantic connection rules. The
morphological analysis technique establishes segmenta-
tions that are grammatically and semantically correct
using grammatbical connection rules and semantic connec-

tion rules.

Segmentation of

TEYMEEETEE ) a compound noun
S S 58 & 8 2 N : Noun
N. E N E E E E V :Verb
vV.N L ELNN A : Adjective
e NoL P : Prefix
\' A :
N N N N S :Suffix
N N N F :First name
7 L :Last name
Pl:Place

(a) Possible segmentations.

Fig. 1 Segmentation of a compound noun.
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@ ® @ ® Start
O e e N i R
. ® 6! ’ E
Fail e~ : '
to chain X! — : :
@ ; ! i
N a— ; :
@ ® : !
SN~ .
Success Ez') @ é i' ! i
N O ; e L
® @ @ ! :
N N ! —
oK , — | BRI
@ i i
x— '
@ @ @ : End
X} . $ $ f
@ @ | : !
Or Y 1 \ \ %E/%/ﬁﬁ%/t{'ﬁ/&
‘D) @ @ | :
N T~ |
Ok l — : BE/ W/ b/ TR/
@ | @ TE
X = X —

(b) Segmentations using grammatical connection rules.

Fig. 1 Segmentation of a compound noun.
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Some semantic connection rules are shown in Table
1. The total number of rules is 15.
ten in the form of
and "a kind of a part of speech."”
the first kind of a part of speech connects with the

"a kind of a part of speech”

Table 1 Semantic connection rules:
in compound nouns.
No. | Semantic connection rule Examples
! Prefix-Number —H %—_-/,E o
2 | Number-Suffix = & 50 n-twh
3 | Number-Suffix 50kg M. B fr’{l_i,éi
4 | Number-Suffix 1 gll_jffﬁ\ ng__ESF
Place 3¥§_§$~ E%% %%i
. ?gt’;?:’: Name FE B HE. ;—_!E__K_ﬁ
Organization =H £ 817
Other pronouns His B, 74X A
6 | Prefix-Post XiRE H OB® AE
7 | Last name-First name g —==

Each rule was writ-
and

This form means that
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second one in this order. For example, No.l rule in
Table 1 means that prefix connects with number in this
order. Examples of readings provided (in the Japanése
phonetic syllabary) ‘along with Chinese characters
(pictographs of Chinese origin) using these semantic

connection rules are shown in Fig. 2.

sample 1) F& (~4Y/e30) K

Noun/Last name Title
| R |

Sample 2) AE (hya/nF/~) R

Number/Place Suffix
| |

+

Suffix
Sample 3) ME—-—ZZ= (E'\'ﬁ‘;‘.j‘}g_rj-&y/-g7s)jb
Last n i e
st name Nunwber/Flrﬁﬁ name Ouakiflcatlon

Fig.2  Giving readings along Chinese character.
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In Sample 1 in Fig. 2, the reading of fE%i can be
either ~ A4 ¥ (heiya) or £ 7 /(Hirano). For ™1 ¥ (heiya),
the semantic attribute of fEEi is ‘'general word', and
for £ 7/ (Hirano), the semantic attribute of F¥ is
'last name'. As the word following jEEi is ;%;, whose
semantic attribute 1is 'title', the semantic connection
rule of 'last name-title' is applied and E_E;L(Hirano)
is given to fEEi as its correct reading. '

Automatic indexing systems use outputs of the mor-
phological analysis system, such as the part of speech

and readings of each segmented word.
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Chapter 3. Automatic indexing of Japanese documents
3.1 Necessity

Automatic indexing is very necessary in retrieving
text databases, such as newspaper articles, legal arti-
cles, patent papers and technical papers. These data-
bases are growing very rapidly in commercial fields and
in in-house corporate database services fields, and the
precise retrieval of documents in these databases 1is
very necessary. Nowadays, many people are engaged in the
indexing task and so it 1is very expensive to index. In
some cases, there are about 70 peoples doing indexing
in one database service company. So, it would be impos-
sible to enumerate the total number of peoples who are
engaged 1in indexing in the database services field,
including commercial database services and in-house
database services.

As more than one person is engaged in indexing,
the indexing result is heterogeneous and this causes the
inaccurate retrieval of documents. The time requirement
for indexing is very short because people want to
retrieve documents as soon as they can. As a result, in
many cases, indexing is done at midnight or in the
early morning just after new documents, such as newspa-
pers, are published.

An automatic indexing technique resolves these

problems. It eliminates the number of peoples engaged in
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indexing, and it indexes homogeneously because a com-
puter program always does the indexing the same way for

all documents and it runs regardless of the time.

3.2 Importance
A high precision automatic indexing technique is

applicable to other applications. In the state of the
art, described in Chapter 1 and in Section 3.4, the
automatic indexing technique 1n the real world selects
keywords regardless of the meanings of keywords in the
document. It would be very significant if keywords were
selected according to the meanings of words in docu-
ments. If meaningful words were selected as keywords,
the preciseness of automatic indexing would be very
high. Furthermore, the selection of meaningful words
would prove to be very successful in supporting many
techniques such as automatic document classification
and routing, automatic document summarizing, automatic
understanding of texts and automatic extraction of

knowledge from texts.

3.3 State of the art

This section describes the history of the research
and development of automatic indexing. The research of
automatic indexing started with the development of the
computer. The first system was made by H.P. Luhn in the

late 1950s when computers were called electronic data
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processing systems (EDPS)[Luhn 1857]. At that time, the
processing speed was not as high as it is now, and the
memory andg storage capacities were very low. In the
following paragraphs, automatic 1indexing methods are
described in the historical order of the research and
development of the technique. A flow of the research and
development of automatic indexing is shown 1in Fig.
3(a), (b).

(i) Automatic indexing wusing a frequency analysis of

words

H.P. Luhn developed a system that would extract
words and count the frequency of these words in docu-
ments and when a frequency of a word is larger than a
threshold value, the word is selected as a keyword [Luhn
1957]. Some words, such as "of,"” "a" and "the" appear
frequently in documents, but they are never keywords.
So, they are called stop words and deleted from key-
words. The disadvantage of this system was that it could
not extract compound nouns as keywords, because, for
example, "of" is deleted from compound nouns. S.Futamura
made a further study of this method using a statistical
analysis technique of the frequency of words [Futamura
et al. 1987].

(ii) Automatic indexing using a keyword list

In this method, a large list of keywords, including
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Needs for
information routing

Construction of

th.esau‘rus Extraction of keywords
(Hiroki, 1981) ) ]
with their roles
(Kinukawa, 1989)
Manual Free keyword i Control keyword (Morita, 1988)
. E:j ua. - eXtraction -
NAeXING 14 lcLunn,1957) [ A]extraction .
. Extraction of
{BM:Jairs, subject keywords
1981) (Nakazono, 1984) (Kimoto, 1987
L — 3! ,Keywords with rank)
A (Ishikawa,1991,Use
of special verbs)
(Yoshimura, 1986
Needs for Needs for better ,Generation of stop
automatic indexing precision rate words)

A

Development of

Needs for better

computers precision rate
(a) The first half. @
Fig. 3 Flow of research and development of

automatic indexing.

(with the change of needs, development of hardware, development of related
technologies and their years)
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Needs for better| | CONStruction of

precision rate | |!arge scale )
dictionaries Expansion of
keywords using
@ ¢‘ 4’ 3| Synonyms
(FREE BASE,1988)
Needs for better
recall rate and kg Expansion of keywords
precision rate using word network
> (Ilwadera, 1990,
T associated keywords)
(MatchPLUS,1992,

Development of
neural network
technology

Vector representa-
tion of keywords)

Expansion of
keywords using se-
T P mantics of keywords

(Sharp Co.,1992,
Calculation of resem-

Development blance of semantic
of NLP structure)
technology
¢ Expansion of keywords

H using world model
(Fujitsu Co, IRIS,

(b) The latter half. 1988)

Fig. 3 Flow of research and development of
automatic indexing.

(with the change of needs, development of hardware, development of related
technologies and their years)
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compound noun keywords and single word keywords, are
prepared and used. When a word in a document matches one
of the keywords on the list, the word is selected as a
keyword. This method requires a large storage capacity,
but is not as expensive as storing a large list of key-
words. This amount of storage became available with the
development of the storage techniques and the method
became commercialized. The systems that use this method
for indexing Japanese documents are, HAPPINESS by the
Heiwa Jyoho Center [HAPPINESS] and Free Base by the MC
Word Center. The commercialized systems are divided into
the free term method and the term control method as
described in Chapter 1. The term control method uses a
thesaurus to control terms, but the free term method
does not. These two methods are the two basic models of
automatic indexing these days. These systems must main-
tain a large list of keywords in order to guarantee the
completeness of the list against the change of keywords

or newly appearing keywords over time.

(iii) Automatic indexing by sentence analysis

This method uses the NLP technique, especially the
syntactic analysis technique, for analyzing structures
of sentences in a document in order to extract struc-
tured keywords. Structured Kkeywords mean that each
keyword has a role in a sentence or in a set of sentenc-

es and a set of keywords with a role constitutes struc-
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tured keywords. Examples of roles are, an agent, an
objective, a place, a method and so on. H.Kinukawa
developed a system that extracted a set of structured
keywords, which is equivalent to the so called five W's
and one H, | from Japanese newspaper articles [Kinukawa
et al. 1982]. Y.Morita also reported extracting struc-
tured keywords [Morita,Y. 1988]. The output of these
systems are structured keywords, therefore, these sys-
tems are not commonly used because usually people use
keywords that represent the whole content of a document.
These keywords are so called subject keywords or subject
index.

There has been a lot of research done on extracting
subject KkKeywords. K.Yoshimura reported a prototype
system of automatic extraction of technical terms from
Japanese scientific documents [Yoshimura et al. 1986].
This system uses the elements of a stop word dictionary
and connection rules of these elements in order to
generate strings of these elements. These strings of
stop word elements are deleted from the keyword candi-
dates that were extracted using a morphological analysis
of sentences in a document. Shibata proposed using par-
ticular kinds of verbs as keys for extracting subject
indexes [Shibata et al. 1987])]. These researches have a
common problem, in that words other than subject key-
words are extracted together with subject indexes.

Research has been conducted on a machine-aided sub-
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ject indexing system [Ishikawa 1991)]. The input of this
system is an abstract of a research paper 1in the
information processing field, and the output is phrases
and sentences that contain subject keywords. This system
is based on a method that uses some specific verbs that
express the author's intention of writing the paper, as
keys for extracting the phrases and sentences mentioned
above. Although the evaluation results of this system

are good, it is not sufficient for automatic indexing.

3.4 Difficulties

One of the biggest problems of automatic indexing
is that it is very difficult for a computer program to
understand the meanings of words in documents. There are
many papers on natural language analysis such as syntax
analysis, semantic analysis, natural language under-
standing and so on. But almost all of them are at the
research level. Few are really effective in the real
world, and they are used in small limited fields, such
as, weather forecast translation from English to French
and vice versa. We need to analyze the meanings of words
in documents.

The commercial methods used nowadays are, the free
term method and the term control method. Both methods
extract many extraneous words (see Section 2.1), and one
approach to get a better indexing method is to distingu-

ish necessary keywords from extraneous words. For this
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purpose, a sentence analysis technique and a document
analysis technique, which uses a Natural Language Pro-
cessing (NLP) technique, would be effective. In Chapter
4, a new method for automatic indexing, which uses an

NLP technique, is described.

3.5 Purpose of this study
The purpose of this study is to find an automatic

indexing method whose indexing preciseness 1is nearly
equivalent to that of human indexing. The preciseness of
human indexing is shown in Table 2 together with those
of some existing automatic indexing methods. One problem
that must be solved 1is finding out how human indexers
index documents. To accomplish this, an analysis of
human indexing was conducted using documents and key-
words indexed to those documents by human indexers, and
from this analysis a new method was developed. The new
method uses an NLP technique, some rules from indexing
experts’' knowledge, as well as a statistical analysis

technique for automatic indexing.
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Table 2 Comparison of automatic indexing systems.

Criteria
Recall rate Precision rate
System
Free term 70% 10%
Term control 65% 20%
*
Manual indexing 70-80% 70-80%

* Correlation of indexing results
for different expert indexing
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Chapter 4. A new method for automatic indexing
4.1 Overview
This Chapter proposes a new method for automatic

indexing that effectively deletes extraneous keywords.
The proposed method uses linguistic information, ex-
perts' indexing knowledge, and statistical information,
such as, word location information and/or word frequen-
cy information. In order to find a method, an analysis
of extraneous keywords among KkKeyword candidates was
conducted. A simulation was made using a method that was
obtained from the result of the analysis, and the simu-
lation experiment showed good automatic indexing re-
sults. ' Therefore INDEXER was implemented using the
method [Kimoto 1987al[Kimoto 1987b][Kimoto 1987c¢]. This
system has two main functions: deleting extraneous
keywords among the keywords extracted using the free
term method or the term control method, and ranking the

keywords by evaluation scores.

4.2 An analysis for a new method

In order to develop a precise automatic indexing
system, it 1is necessary to select keywords among key-
word candidates. In other words, it is necessary to
delete extraneous Kkeywords. An analysis was made in
order to find algorithms for selecting necessary Kkey-

words and algorithms for deleting extraneous keywords.
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For this analysis, control keywords were eXxtracted as
keyword candidates from the samples of 30 newspaper
articles using the control term method. A thesaurus for
indexing newspaper articles [Hiroki 1981] was used. This
thesaurus has about 9,000 words and logical relations
among these words include the broader term relation, the
narrower term relation and the synonym relation. Among
the extracted 219 keyword candidates, 58 were necessary
keywords and the other 161 were extraneous keywords.

The following algorithms were obtained through the
analysis. 1. Deletion of parallel words, 2. Deletion of
modifier words, 3. Deletion of broad-category words, 4.
Deletion of words that express time or place, 5. Genera-
tion of grouping words from the keyword candidates of
the same category, 6. Deletion of words that express
titles of people. These algorithms are explained in the

following paragraphs.

(i) Deletion of parallel words

This algorithm deletes keyword candidates that are
expressed in parallel in a sentence. When keyword candi-
dates of A, B and C are extracted from a sentence such
as; "I gave my diamonds to A, B, C and others."”, these
keyword candidates are deleted and they do not become

keywords.

(ii) Deletion of modifier words
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This algorithm deletes modifier words from the
keyword candidates. When "dream"” 1is a keyword candidate
extracted from a sentence; "My dream of super express
became true.", "dream” 1is deleted from the keyword
candidates because it is a modifier word of "super

express".

(iii) Deletion of broad-category words

This algorithm deletes broad-category words from
the keyword candidates. This is because broad-category
words have too wide a range of meanings to be keywords

for retrieving some specific documents.

(iv) Deletion of words that express time or place

This algorithm deletes words that express time or
place from the keyword candidates. The time, such as
hour or minute, are seldom used as keywords. Also,
"Apple"” will not be a keyword in its original meaning of
fruit when it is extracted as a keyword candidate from a

sentence such as; "I came from Apple Town."

(v) Generation of grouping words from the keyword candi-
dates of the same category
This algorithm generates grouping words as keywords
from the keyword candidates of the same category. For

example, "political party” will be generated as a key-
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word when there are Kkeyword candidates of "Liberal

Democratic Party,”"” "Socialist Party"” and "Communist

Party."”

(vi) Deletion of words that express titles of people
This algorithm deletes words that express titles of
people from keyword candidates. For example, in the
sentence "The director of Nippon Telegraph and Telephone
corporation, Mr. Sato visited the USA.", "Nippon Tele-
graph and Telephone corporation,”" "Sato" and "USA" are
important words, and "director" is not so important. In
this sentence, "director” is used as a title of a spe-
cial person, and it is not used for its proper meaning.
This sentence is seldom retrieved using the keyword
"director.” So, in such a case, "director"” 1is deleted

from keyword candidates.

The simulation results using these algorithms on
the same 30 newspaper articles are shown in Table 3.
These results show that the algorithms of "Deletion of
parallel words," "Deletion of modifier words"” and
"Deletion of broad-category words" are effective in
deleting the extraneous keywords from keyword candi-
dates. This is to say, it is possible to delete extrane-
ous Keywords by identifying these features, such as
parallel words, for each keyword candidate in a docu-

ment. The algorithms mentioned above are described in
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detail in Section 4.4.1.(i)-(iii).

It was also ascertained in another analysis that
"Emphasized words in the sentence” and "A word pair of
broad-category words and a narrower word in a thesaurus"
are effective in selecting keywords. These algorithms
were made through the analysis of the results of human
indexing. This analysis is not described in Table 3.
These algorithms are described in detail in Section
4.4.1(1iii), (iv). ‘

The algorithms using experts' knowledge and statis-
tic information are also useful for selecting keywords
and are described in sections 4.4.2 and 4.4.3, respec-

tively.

4.3 Extraction of keyword candidates

Before selecting keywords, it is necessary to
extract keyword candidates from a document. Keyword
candidates are nouns excluding stop words, prefixes and
suffixes. For extracting nouns, the high precision mor-
rhological analysis technique, described in Section
2.2.3, 1s used. After extracting nouns, stop words,
which are in the user defined dictionary, are excluded
from these nouns. Then, prefixes and suffixes are also
excluded. The rest of the nouns are called free key-
words. Among free keywords, the words that match the
words in a thesaurus are control keywords. From either

free keywords or control keywords, keywords are select-
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Table 3

keywords.

Result of analysis for selecting

extraneous keywords and for | deleted deleted
selecting necessary keywords | €xtraneous necessary
keywords keywords
No. in the in the
simulation on simulation on
30 newspaper 30 newspaper
articles articles
1 | Deletion of parallel words 16 0
2 Deletion of modifier words 28 1
3 Deletion of broad-category
words 16 ]
Deletion of words which
4 express time or place 3 ‘
Generation of grouping words
S from the keyword candidates 0 0
of the same category
6 Deletion of words which
express titlies of people ] 0

34




Chapter 4

ed and ranked. The processes described in this section
correspond to steps 1 through 4 in the procedures of
INDEXER described in section 5.1.2.

4.4 Keyword selection without rank
In this section a keyword selection algorithm is

described that selects necessary keywords from the free
keywords or the control keywords that were extracted by
the pre-processor in INDEXER. The algorithms described
in Section 4.4.1 correspond to step 5 in Section 4.4.2,
to step 6 in Section 4.4.3 and to step 7 in the pro-
cedures of INDEXER in section 5.1.2, respectively.

4.4.1 Linguistic information
(i) Deletion of parallel words
Parallel words are words that appear in the follow-

ing form in a text:

(a) A and B
(b) A or B
(c) A, B

Parallel words are less emphasized than single
words 1in texts. About 200 newspaper articles were ana-
lyzed to clarify whether or not parallel words are gener-
ally significant to the text. The results of the analy-

sis showed that almost no parallel words qualify as
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keywords. Parallel words are thus deleted from the

keyword list.

(ii) Deletion of modifier words

Modifier words are words that qualify other words.

For example,
"the world"” is a modifier word
in "the music of the world"

In general, modifier words are less significant
than other words, and thus do not qualify as keywords.
There are a number of cases, however, where modifier
words are still significant. For example, where the
modifier word implies a person and so on. Also, modifi-
er words are important by definition if they are includ-

ed in the user-defined significant word dictionary.

(1ii) Deletion of broad-category words

Broad-category words encompass other narrower, more
specific words in the thesaurus. Examples of broad-
category Words are, "law," "commerce," "information,"
etc.. More specific words that might be subsumed under
the broad-category word "law", for example, would be
"bill,"™ "act," and so on. Thus, broad-category words
represent more general concepts than the narrower words.
The concepts expressed by the broader words are so wide
that too many newspaper articles would have to be re-

trieved if broad-category words were permitted as key-
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words. Therefore, broad-category words are generally not
fit to serve as keywords. Narrower words, on the other
hand, represent specific concepts, so they do qualify
as keywords. In INDEXER, the News Thesaurus {[Hiroki
1981] published by Kinokuniya has been used for broad-
category word identification. The following is an exam-
ple of the relations between broad-category words and

narrower words.

law-+— labor laws——— the Labor Standard Law

‘—— the Labor Union Law

l—— the Fundamental Law of Education

Broad-category words do however, become keywords in

special cases, such as the following.

(a) A broad-category word and a narrower word form a
significant word pair in a text
There are many cases where a broad-category word
and a narrower word appear 1linked together in a text.
These word pairs often have a greater significance to
the text than either of the words standing alone. This
significance becomes clear from the fact that the broad-
category word includes the meaning of the narrower word

and the narrower word specifies the notion of the
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broader word. This pair of words can thus become key-

words as a pair. Word pair examples might include:

"airport" —— "Tokyo Airport”

"fish" —_— "Tuna"

(b) Proper Nouns as Broad-category Words

In the thesaurus used in INDEXER, proper nouns can
also be categorized as either broad or narrow. For
example, "Japan" 1is a broad-category word encompassing
"Tokyo." Although "Japan" is a broad-category word, it
is significant because "Japan" is a proper noun. Proper
nouns become keywords even if they are broad-category
words. Proper nouns are obviously very important for

newspaper article retrieving.

(iv) Emphasized words as keywords
It is apparent that some words are emphasized or

stressed by neighbor words or phrases. For example, in

the phrase, "this desk of mine" the word "desk" is
being emphasized by its association with the word
"this." Emphasized words that are preceded by such
functional words as "this," "that," and "at first" are

thus selected as keywords.

4.4.2 Experts' knowledge

This section describes the algorithm that generates
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keywords using expert indexers' knowledge.

(i) Patterns of indexing

There are fixed indexing patterns that expert
indexers use. Several samples of indexing patterns are
listed below.

(a) There are regular keywords for special articles,
such as an article named "COLUMN." The column name and
the author's name are established as keywords.

(b) Conference names are divided into two parts. That
is, "conference" and the subject name of the conference.
For example, "conference" and "artificial intelligence

application.”

(ii) Strong association of keywords
Some keywords are strongly associated. For example,

the phrase "equal opportunity employment regardless of

sex" 1is strongly associated with "equal rights for both

sexes." There are several kinds of associations. One
word to one word, one word to several words, and so on.
These associations are used in two ways. One way is to
generate KkKeywords that are not in the text by associa-
tion with a keyword that has already been extracted from
the text. The other way is to select words as keywords
by association with already selected keywords when those
words might otherwise be deleted from the keyword 1list

due to parallel, modifier, or broad-category word dele-

39



Chapter 4

tion.

For example, the word "company" has an association
with the words "settlement of accounts” and "personnel
affairs.” Thus, if "company" is selected as a keyword,
"settlement of accounts" is also fixed as a Kkeyword by
association with "company," although "settlement of
accounts,"” as a broad-category word, might be deleted.
"Personnel affairs” is also fixed as a keyword, it may

be a parallel word.

(iii) Generating classification words as keywords
Company names often appear in newspaper articles,
especially in the economic section. Companies are clas-
sified as a particular group of business or industry. So
when a company name appears, the corresponding industry
name is also generated as a keyword. The generation of
the industry name is achieved using a classification

table. For example,

"Ford" generates "Motor Industry"

4.4.3 Statistic information
(i) Deletion by word location

There is a tendency for more important words to
appear early in texts. Newspaper articles can be divided
into the headline and the body. Almost all significant

words in the newspaper article appear in the headline

40



Chapter 4

and in the first and the second sentences of the body.
Significant words are seldom first introduced in the
rest of the article.

An analysis was conducted to determine the boundary
between the significant part and the less significant
part of newspaper articles. The sample consisted of 200
newspaper articles that had already been manually in-
dexed. The results of the analysis are shown in Fig. 4.
Almost all manually indexed keywords appear in the first
half of the article, while non-keywords are randomly
distributed throughout the article. From the analysis
of the distribution of manually indexed keywords in the
newspaper articles, it can be determined that the sig-
nificant portion of the newspaper article 1is from the
top to the 86th character. Adopting this result, words
that appear after the 86th character are deleted from
the keyword list.

(ii) Choosing keywords by word frequency

It is also well established that the more frequent-
ly a word appears, the more important it is. The impor-
tance of the word in the text can be measured, by how
frequently it appears. A certain critical frequency
divides the important words from the unimportant. This
critical frequency depends on the length of the text.
The length of ordinary newspaper articles ranges from

200 to 1000 characters. Heuristically, we decided to
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select words that appear more than 4 times in a text as
keywords. In the INDEXER system, this critical frequency

can be set by the user.

(%)
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of words X
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—_ >'<’.'
20 +
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Portion of the text from the top

Fig. 4 Difference between keywords and
non-keyword distribution in texts.
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(1iii) Combined use of word location and word frequency
Combining word location and word frequency is also
effective in determining Kkeyword status. An algorithm
that uses such a combination was introduced. This algo-
rithm evaluates words in the headline in the following
way. A word that appears in the first part of a headline
becomes a keyword if it appears more than twice in the
body. Similarly, a word that appears after the second
part of the headline becomes a keyword if it appears

more than three times in the body.

4.5 Keyword selection with rank

The algorithms described above were used for key-
word selection. The results of the experiment show that
while most of the extraneous keywords were effectively
deleted, a humber of necessary keywords were also delet-
ed at the same time. The results of the selection of
keywords by INDEXER show that about 4 keywords were
extracted for each newspaper article, including 2 neces-
sary keywords on the average. The number of deleted
necessary keywords was 0.65 per article.

For users who require greater precision with no
necessary keywords being deleted, INDEXER ranks keywords
according to their importance in a text. The importance
of the keyword in a text is measured using the same
algorithms that are used to select keywords. For this

measurement, each algorithm is assigned a certain
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weight. For example, the parallel word deletion algo-
rithm is given a weight of -30. When a keyword fits a
particular algorithm, that keyword gets points equal to
the algorithm's weight. Each keyword is evaluated by
each algorithm and given a total cumulative score.
Keywords are then ranked according to these total
scores. The user can select keywords from this ranked
keyword list. Thus, necessary keywords are never deleted
or lost. The algorithm described in this section corre-
sponds to step 8 in the procedures of INDEXER described

in Section 5.1.2.

4.6 Originality of the new method

A new method for automatic indexing was described
in the above sections. The original idea was that this
method would use linguistic analysis, experts' indexing
knowledge, and statistic information such as word loca-
tion analysis and/or word frequency analysis for index-
ing individual articles. Especially, the parallel words
deletion algorithm, the modifier words deletion algo-
rithm and other linguistic analyses are gquite original.
The new method effectively deletes extraneous words
using these algorithms with the statistical analyses of

words, which is a well known classical way of analysis.
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Chapter 5. Evaluation of the new method
5.1 The INDEXER system
5.1.1 Services and functions of INDEXER

To evaluate the new method, a system named INDEXER
was developed as an application of NLP to Japanese text
database processing. It is an automatic indexing system
for Japanese text databases. INDEXER utilizes the mor-
phological analysis technigue and the technique of
providing readings as described in Section 2.2.8.

The service menu of INDEXER is listed in Table 4.
One major function of INDEXER is automatic extraction of
keywords from documents for database retrieval. 1In
addition, INDEXER automatically provides readings along
with Chinese characters. INDEXER provides a variety of

keyword extraction levels. These are as follow;

Level 1: Nouns (verbs, adjectives and segmented com-
pound nouns are optional) are eXxtracted as
keywords.

Level 2: Free keywords are extracted, i.e. only stop
words are deleted from noun keywords.

Level 3: Control keywords are extracted.

Level 4: Frequency and location information of keywords
are extracted.

Level 5: Keywords are selected using frequency and/or

location of keywords in the documents and

45



Chapter 5

other information.
Level 6: Keywords are ranked using frequency and/or

location and other information.

Table 4 Service menu of INDEXER.

No. Service menu

1 Segmentation of sentence into words and giving the
part of speech of words

2 1 Noun extraction
3 Free keyword extraction using a stop word dictionary
4 Control keyword extraction using a thesaurus

S Selection of keywords by linguistic analysis and
statistical analysis

6 Evaluation of keywords by linguistic analysis and
statistical analysis

7 Giving 'Kana' for Kanji

8 Segmentation of a compound noun into words

9 Extraction of verbs and adjectives

10 Getting statistic information about keywords, such
as frequency '
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The INDEXER user can use any level of keyword ex-

traction. The merits of using INDEXER are as follow;

1: It is possible to sharply reduce the manpower re-
quired for indexing.

2: It is possible to shorten the time required for
indexing.

3: It is possible to homogenize the indexing result
using a computer system. (It is difficult to index
homogeneously when several peoples are indexing
Jjointly.)

4: It is possible to use INDEXER to make book indexes.

5.1.2 Procedures of INDEXER
The general operating principles of INDEXER are
described here as applied to newspaper article indexing.

The system operates as follows.

Step 1: Nouns are extracted from the input newspaper
article.

Step 2: The words in the wuser-defined dictionary, so
called stop words, are deleted.

Step 3: Prefixes and suffixes, such as "ex"™ in "ex-pre-
sident"”, are removed from these nouns.

Step 4: Next, the nouns that match the thesaurus or the

significant word dictionary are extracted as
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Step 5:

Step

Step

Step

Fig.

keywords and compiled as a keyword list.
Keywords are then linguistically analyzed.
Comparatively less important words, such as A,
B and C in the parallel expression "A, B, C"
are deleted from the keyword 1list. Modifier
words are also deleted and broad-category
words, which have a wide range of meaning, are
also deleted. Emphasized words are selected as
keywords. Four algorithms, described in Section
4.4.1, achieve these respective functions.

A human indexer experts' knowledge 1is used to
either select or generate keywords. Three algo-
rithms, described 1in Section 4.4.2, achieve
these functions.

Keywords are selected by analyzing keyword
location and/or keyword frequency in the text.
Three algorithms, described in Section 4.4.3,
achieve these functions.

The keywords are assigned a certain weight by
each of the algorithms in Step 5 through Step
7 and are ranked according to the sum of these

weights.

A general flowchart of the system is presented in

S.
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Newspaper article input

Step | Noun extraction
Step 2 : Stop word deletion
Step 3 : Prefix and suffix deletion
Step 4 : Dictionary matching
Step 5 : Parallel word, modifier word,
broad-category word deletion
Step 6 : Selection of keywords using
expert knowledge
Step 7 : Selection of keywords using
word location and frequency
Step 8 : Ranking of keyword
Result of automatic indexing
Fig. 5

Chapter 5

Significant
word
dictionary

General operating flowchart of INDEXER.
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5.2 Experimental data
INDEXER was implemented on a mini-computer and

evaluated. Sample newspaper articles used for the eval-
uation were chosen from all the main fields of a daily
newspaper: politics, economics, industry, sports, home
affairs, domestic affairs, and so on. The number of
articles sampled was 200. The sample articles were
manually indexed, and the manually indexed keywords

formed the basis for our evaluation of the system.

5.3 Evaluation
5.3.1 Keyword selection without rank

The evaluation criteria for automatic indexing
systems are the recall rate, the precision rate, and the
deletion ratio of extraneous keywords. The recall rate
and the precision rate were defined in Section 1.1
(Introduction). The free term method has a recall rate
of 70% and a precision rate of 10%. INDEXER achieves 50%
for both rates. The 50% precision rate is a great im-
provement. It means that one out of two words among the
keywords extracted by INDEXER is significant to the
indexed text. Table 5 shows the recall rate and the
precision rate achieved by INDEXER compared with those
achieved by other systems in existence and those of ma-
nual indexing.

The deletion ratio of extraneous keywords is defined

as the number of extraneous keywords deleted using
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INDEXER, divided by the total number of extraneous
keywords before Kkeyword selection. Figure 6 shows the

results of the keyword selection. The deletion ratio was

Table S Comparison of INDEXER with other systems.

Criteria
Recall rate | Precision rate

System

Free term 70% 10%
Term control 65% 20%
INDEXER S0% S0%

%*

Manual indexing 70-807% 70-80%

* Correlation of indexing results
for different expert indexing
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83.5%. The effect of each deletion algorithm is shown in
Fig. 7. From Fig. 7, it would appear that the algorithm
using word location information is sufficient for dele-
tion. This algorithm alone, however, does not provide a
precise enough rate for commercial use. When the word
location algorithm was evaluated separately, the preci-
sion rate was 40%--less than the adequate rate, which is

over 50%, for commercial use.

5.3.2. Keyword selection with rank
The evaluation of the keyword ranking was made

using the same sample used for evaluating keyword selec-
tion. Again, the evaluation criteria was the percentage
of the keywords indexed manually by professional index-
ers that was replicated by INDEXER. Table 6 shows the
results of the evaluation of the ranking function. The
results show that nearly 95% of the necessary keywords
are included in the top ten keywords. This means that in
indexing 10 keywords for newspaper articles, a 95%
success rate was achieved using INDEXER's keyword
ranking function. This novel keyword ranking technique

proved to be very successful in supporting indexing.
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Deletion of .
necessary Deletion of extraneous keywords
keywords (words)

S00 0 500 1000 1500 2000
= i | % -

Paratllel word
deletion

Modifier word
deletion

Broad-category
word deletion

Deletion by word
location

All deleted
words

Fig. 7 Effect of deletion algorithms.

54



—

Chapter 5

Table 6 Evaluation of INDEXER ranking function.

Percentage
Ranked keywords of necessary
keywords included

Top 5 80%

Top 10 95%
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Chapter 6. Applications of INDEXER to information re-

trieval with association

6.1 Information retrieval

Wordprocessors and optical disk filing systems were
developed. They became widespread, and it became easy to
make machine readable files. As a result, many large-
scale databases have been developed. Meanwhile, the
development of computer networks enables us to use
large-scale databases easily. As a result, many indi-
viduals and sections in companies and corporations have
began to use them. So, there has arisen a dire need for
an individual oriented information retrieval technique
as well as a more precise retrieval technique.

The state of the art in the research and develop-
ment of information retrieval field was described in

Chapter 1 (Introduction).

6.2 Problems in information retrieval

The problem in information retrieval is the low
recall rate and the low precision rate of document
retrieval.

Nowadays, only a few AI techniques are used in
real-world applications. The conventional AND/OR Boolean
search technique is still widely employed but it has the

following problems: One is the intricacy of making
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AND/OR search queries; another is its inability to re-
trieve useful documents and the retrieval of useless
documents. In other words, the problem is the low recall
rate and the low precision rate of document retrieval.

A great number of end users have begun retrieving
documents. A new technique is now needed that achieves
high preciseness in retrieval, reflecting the end user's
intention more explicitly in a more user friendly way.

There are several causes for inaccurate document
retrieval. They are the use of keywords that are not
indexed to the relevant documents, and the use of key-
words that retrieve documents in the too-broad range, or
in the too-narrow range compared with the intention of
the user. If the user uses keywords that express his
intention exactly, there is no problem, but usually, the
user can not remember the appropriate keywords. So,
there is room for a computer to support the user in
remembering the appropriate keywords that express his
intention. The new method described in the next section
automatically generates these appropriate keywords.

Here, the relationships between query and relevant
documents are illustrated in Fig. 8. Case 1 is the use
of keywords that are not indexed to the relevant docu-
ments. Case 2 1is the use of keywords that retrieve
documents in the too-broad range. Case 3 is the use of
keywords that retrieve documents in the too-narrow

range.
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Query
N o
N

Result of retrieval \:\\ Relevant documents

Relevant documents

Relevant documents

(c) Case3

Fig. 8 Relationships between query and relevant
documents.
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6.3 A new method for information retrieval
6.3.1 Key idea
A key idea for resolving the problems of the low

recall rate and the low precision rate is to use a
network of keywords with node weights, which enables
generating associated keywords and selecting important
keywords. The association of keywords in the network
will be useful in generating keywords that are strongly
related to the keywords inputted by a user. The node
weight of the keywords is useful in selecting keywords
that are important to a user. For good utilization of
the network, a user should teach the network the linkage
of nodes and the weight of nodes that fit his case.
INDEXER plays a vital role in making linkages and weigh-
ing nodes automatically. A prototype system was designed
and implemented using this key idea, and this prototype
system was named the associated information retrieval

system (AIRS).

6.3.2 Basic concept of the new method

The model of the new information retrieval method
is shown in Fig.9(a) as named AIRS Model, together with
the conventional model in Fig.9(b). The main points of
difference between the conventional model and the AIRS
model are as follow. The AIRS model learns a user's
interest from sample documents. The user's interest is

represented in the dynamic thesaurus using a connection
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Fig. 9 Conventional model and AIRS model.
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ist model. Keywords which fit to the user's interest are
generated using the dynamic thesaurus, while the conven-
tional model does not generate. In Fig. 9(b), a keyword
for retrieval is only A, while in Fig. 9(a), keywords
for retrieval are A and B. Keyword B was generated using
the AIRS model.

The main idea of this new method is that it ex-
tracts a user's interest from the user's sample docu-
ments as (a) keywords, (b) the degree of keyword impor-
tance in that document, and (c) the linkage between
keywords in that document. For extracting keywords and
the degree of keyword importance, INDEXER [Kimoto et al.
1989][Kimoto 1991a])[Kimoto 1991b] is used. INDEXER is an
autométic indexing system for Japanese newspaper arti-
cles and technical documents. Keywords are extracted
using a thesaurus and they are evaluated by statistical
analysis, semantic analysis and grammatical analysis.

The general process flow diagram of AIRS 1is shown
in Fig. 10. Keywords, keyword importance (ranking) and
the co-occurrence relation of keywords in a document
constitute what we refer to as term information. The
dynamic thesaurus 1is made from the static thesaurus
using this term information. The associated keywords are
generated from the input keyword of a user and the
dynamic thesaurus. These associated keywords are used

to retrieve documents that precisely fit a user's own
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interest. Extraction and learning a user's interest is
done using term information and the dynamic thesaurus,

which are described below.

> >
N—

Term Static

information thesaurus

5

Dynamic
thesaurus

N—

Keyword v Generation Document v Selection

input | OF L retrieval | gl of
associated retrieved
keywords documents

Fig.-10 General process flow diagram of AIRS.
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(i) Term information from user's sample relevant docu-
ments

Term information consists of keyword information
and keyword relation information. Keyword information
consists of keywords and the ranking of each keyword,
which is ranked according to the importance of that
keyword in a particular sample relevant document. Key-
word relation information consists of relation type and

relation strength. These are shown in Fig. 11(a).

Dynamic thesaurus

Term information
Keyword information
Keyword
Node ' Keyword ranking

< Keyword relation
information

\ ': Type of relation
Strength of relation

Link

(a) Construction of dynamic thesaurus

Fig. 11 Construction of dynamic thesaurus using
term information,
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(ii) The dynamic thesaurus

The dynamic thesaurus is constructed based on a
network structure. Each node of the network, which has a
node weight, represents one term of the thesaurus. Each
link represents the relationship between terms. The data
structure of the dynamic thesaurus is shown 1in Fig.

11(b). Nodes (Term and Node Weight) and Links (Relation

Dynamic thesaurus
—— Node
Term

Node weight

L— Link
Relation
Link weight
(b) Data structure of dynamic thesaurus.
Fig. 11 Construction of dynamic thesaurus

using term information.
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and Link weight), which constitute the dynamic the-
saurus, reflect a user's interest. The node weight of a
term is calculated using the keyword ranking in term
information. There are five kinds of relations between

nodes. They are as follow:

Broader term relation
Narrower term relation
Use relation (Descriptor)

Used for relation (Synonym)

o A0 T P

Co-occurrence relation

Relations of a, b, ¢, and d are obtained from the
static thesaurus. Relation e, the co-occurrence rela-
tion, is obtained from keyword relations in term infor-
mation. The co-occurrence relation is defined as the
relation of keyword pairs that co-occur in the same
sample document (See Fig. 12). This co-occurrence rela-
tion is defined very simply. In this definition, a
word in an affirmative sentence and a word in a negative
sentence are treated in the same way. It may seem that
this definition is over-simplified. However, for re-
trieving documents with the some themes or words, it is
important that something be described about the themes
or the words in the documents and whether the sentence
is affirmative or negative. For example, let us consider

two sentences, "Paris is on fire." and "Paris is not on
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fire." These sentences are equivalent in the sense that
they describe something about Paris. Most people would
be satisfied merely with being able to retrieve those
documents whose theme is about Paris. In this sense,
therefore, it 1is not so important to distinguish a
negative sentence from an affirmative sentence for
retrieving documents.

There are a lot of small, separate networks in the
initial state of the dynamic thesaurus (in which state,
incidentally, is identical to the static thesaurus). The
use of co-occurrence relations and node weights in the
dynamic thesaurus makes it possible to personalize the
thesaurus by modifying the node weights and links. AIRS
uses the dynamic thesaurus to generate associated Kkey-

words'from the input keywords of a user.

6.3.3 Algorithm
(1) Link generation algorithm

If two keywords occur in a document, links are
generated between corresponding nodes in the dynamic
thesaurus if no previous link exists between these two

nodes (See Fig. 13).

(ii) Node weight calculating algorithm

Node weight reflects the importance of the keywords
extracted from the user's sample documents. The impor-
tance- of the keywords is calculated by INDEXER. It ex-
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Changes in the dynamic thesaurus

A |
PN L BN
B

New co-occurrence
links

Term information A
from user's sample
relevant documents
as input B C

Fig. 13 Generation of links.

69



Chapter 6

tracts and ranks keywords from each of the user's
sample documents. Ranking is in the order of importance
according to frequency and location in the document. In
the formulas presented below, (1)-(4), D 1is a complete
set of sample documents, and Ti denotes individual
documents. Ki is a set of keywords extracted from Ti
using INDEXER. KWij denotes individual keywords. Assume
there are n documents and a total of m keywords in

document Ti; hence,

D
Ki

{Ti} (i=1,...,n) and (1)
{KWij} (j=1,...,m). (2)

f

The importance of KWij to Ti is denoted as KI(ij). The
Value'of KI(ij) 1is designed to decrease linearly as j,
the ranking number, increases, and the sum of the value
of KI(ij) (j=1 to m) is equal to one (for each i) for
normalizing the importance; 1i.e., the closer the value
of the keyword is to one, the more important the keyword
is ranked. KI(ij) is calculated using formula (3):
2TWi

KI(ij)s —————s*(m+1-j), (3)
m* (m+1)

where TWi is the value given to Ti in D, and j is the

ranking of KWij in Ti. TWi is calculated using the

following formula:
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™1 = ——, (Constant) (4)
n

where DW is the value of D given by a user.

After KI(ij) is calculated for each Ti, the node weight
of each node, denoted as KWr(D) (r=1,...,p, where p is
the total number of keywords in D), is calculated as the

sum of KI(ij) for each node in D (See Fig. 14).

(iii) Associated keyword generation algorithm
Associated keywords are intended to extend the
keywords inputted by a user. Associated keywords are
obtained by traversing the links and nodes of the dyna-
mic thesaurus, starting with the node that corresponds
to a user's inputted keyword. Hereafter, in this paper,
the starting node is called the "generation starting

node,"” and the set of links and nodes traversed in the

associated keyword generation process 1is called the

]

"generation path." The traversing distance is defined as
the number of links traversed to generate associated
keywords. The AIRS procedure for associated keyword

generation is as follows:
Step 1: The traversing distance and the kinds of links

to traverse are preset. The threshold value of

the node weight is preset for selecting nodes,
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D: A set of user's sample relevant documents

e )

Ti

Keyword ranking no.

Normalization Normalization

of value of value

Ki(i,j)=0.056 Kl(i;,/j)=0.234
KwWr(D)= - - - +0.056+0.234+ - - -

(Node weight)

Fig. 14 Node weight calculation.
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which are likely to be generated as associated
keywords. The distance between two nodes in the
dynamic thesaurus is defined as the number of

links between those two nodes.

Step 2: Starting from the generation starting node,
acceptable links are traversed up to the preset

distance.

Step 3: All nodes 1in the generation path become candi-

dates of associated keywords.

Step 4: Among the candidate nodes, only those that have
a node weight larger than the threshold value

are output as associated keywords.

An example of the keyword generation process is
shown in Fig. 15. Assume that the traversing distance is
set at three, that all kinds of links can be traversed,
and that the traversing is limited to the enclosed area
in Fig. 15. The generation starting node is node A. The
generation path consists of nodes A, B, C, and D, which
also become candidate nodes. Finally, nodes A and D,
whose node weights are larger than the threshold value,

are selected as associated keywords.
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Fig. 15 Generation of associated keywords using
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6.4 Originality of the new method

The originality of the method used in AIRS 1is that
it determines a user's interests. from a user's sample
relevant documents as term information. This term infor-
mation 1s used to construct a dynamic thesaurus that
generates associated keywords. These keywords are used
to retrieve documents that precisely fit the user's own
interest.

There are several systems in existence similar to
AIRS. They are as follows. Miyamoto introduced a fuzzy
relation between a pair of keywords for Information
Retrieval [Miyamoto et al. 1983][Miyamoto et al. 1986].
Ogawa and T.Morita proposed a learning method using a
keyword connection matrix [Morita,T. et al. 1989]1[0Ogawa
et al. 1989]. Jung and Raghavan proposed a learning
method that gives a positive link weight to semantical-
ly similar pairs and a negative link weight to dissimi-
lar pairs by investigating a user's feedback [Jung et
al. 1990]. Ito reported the design of a knowledge-based
Information Retrieval System that incorporates a Kknowl-
edge base and an induction mechanism. This knowledge
base has a thesaurus whose data structure is a directed
graph [Ito 1991]. But in none bf these works was a node
weight incorporated in the thesaurus or in other data
structures. Only Jennings proposed a user model neural
network that has both a node weight and a link weight as

a data structure [Jennings et al. 1992]. In this neural
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network, nodes represent article features (i.e. the
first 300 words of an article excluding common words).
The nodes are weighed only by the locations of the
article features in the article. AIRS has both a node
weight and a 1link as a data structure. In AIRS, the
nodes are weighed by statistical analysis, semantic
analysis and grammatical analysis of keywords 1in each
sample document. As a result, the nodes are weighed more
precisely. As Jennings did not measure the recall rate
and the precision rate, which are well-established
measurement methods for information retrieval systems
[Salton et al. 1983], we can not compare our result with
his'. However, our experiments, which will be described
in Chapter 7, show that the results obtained with AIRS
are much better than those obtained using ordinary

keyword search methods.

6.5 Other applications of INDEXER

In this section, other applications of INDEXER are
described.

There are two kinds of databases used in printing
companies. One is text databases such as books and
dictionaries and the other is Chinese character databas-
es such as name lists, book indexes and catalogues.
There are two ways of utilizing these databases. One way
is to use them for making paper materials and the other

is to use them for making electronic media such as CD-
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ROMs. In each case, an original database is made and
then data are compiled to make paper materials or elec-
tronic media. INDEXER is used in compiling these data-

bases.

6.5.1 Making paper materials
(i) Book index compilation support

In most types of. books, it is usually necessary to
compile an 1index. INDEXER aids in doing this work.
Before INDEXER was developed, a compiler had to mark the
keywords in a volume. The marked keywords were then
extracted by a computer system, and a compiler used them
to compile the index. In marking the keywords throughout
a volume, a compiler must always be careful not to omit
any of them. However, since a book index compiler is a
human being, some omissions are inevitable. When INDEXER
is used in doing this work, the compiler first gives the
system a list of keywords. INDEXER then marks and
extracts these keywords from the volume automatically.
After this process is completed, the compiler checks the
results. As a result, it is not necessary for the com-

piler to mark the keywords in a volume.

(ii) Providing rubies along with Chinese characters
It is often necessary to provide readings along
with Chinese characters in works of literature, history

books, textbooks, etc. in accordance with the ages of
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the readers and the fields being written about. These
readings supplements are referred to as "rubies" by
printing companies. Since the primary school and junior
high school students can read only a comparatively small
number of Chinese characters, it is necessary to provide
readings along with the Chinese characters, either
wholly or partially, in books for these students. It is
also necessary to provide readings along with the
Chinese characters in history books, literary classics,
scientific textbooks, etc., because they contain Chinese
characters which are used so rarely or which are so old
that most peoples cannot read them. Accordingly, INDEX-
ER, which uses NLP technology to automatically provide
readings, 1is used for that. The inputs to INDEXER are
texts consisting of all the different kinds of charac-
ters used in Japanese writing, i.e. "Chinese
characters”, "katakana" and "hiragana". The texts are
analyzed wusing a morphological analysis program in
INDEXER and readings are assigned to Chinese characters
through a function included in INDEXER that provides
the readings of these characters (See Fig. 168). After
this process is completed, text data with readings are
inputted to the Computer Typeset System (CTS) for making

materials.
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Fig.16 Example of giving readings along Chinese
characters.
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6.5.2 Making electronic media

INDEXER is also used for generating indexes during
the process of making CD-ROMs. These indexes are used
for looking up data in CD-ROMs. There are two methods
of extracting keywords from a database to make an index.
One is free keyword extraction, and the other 1is control
keyword extraction. In making the index for a CD-ROM,
INDEXER is used to freely extract keywords from the
databases that are to be stored in CD-ROMs. To look up
words stored in dictionaries in CD-ROMs, it is necessary
to be able to use many keywords so as to look up entry
words of a dictionary. Therefore, all Kkeywords are
freely extracted from the text of each entry word in
the dictionary. And when the freely extracted keywords
are compound nouns, all components of these compound
nouns are treated as keywords. For example, "natural",
"language", "processing"”, "natural language"” and "lan-
guage processing"” are generated as new keywords from

"natural language processing” and are used as indexes.

6.5.3 Making Chinese character databases

Chinese character databases contain only column
type data. Examples of Chinese character databases
include name list and catalogue databases. Name list
databases consist of columns for "name", "address",

"affiliation", "place of birth", "alma mater"” and so on.
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Catalogue databases consist of columns for "name of
book", "author's name", "publisher"”, and so on. The
contents of these columns are written in Chinese charac-
ters, and the databases are maintained and manipulated
using each column. Data are sorted and classified fre-
quently using these columns in order to meet various
user demands. The readings of the Chinese characters are
used as the key for sorting or classification. NLP
technology 1is used to provide readings along with
Chinese characters in each column of the database, and
new columns, such as readings of names or addresses, are

automatically generated.

6.5.4 Indexing a very large-scale text database

This section describes an application of INDEXER to
a very large-scale text database. The database includes
many different kinds of articles taken from 37 Japanese
newspapers and about 120 magazines. The 37 newspapers
include daily newspapers, trade papers and other profes-
sional papers, and others. The 120 magazines include
amusement magazines, magazines for daily life, magazines
for professional engineers and others. The database
contains 2.5 million articles, and about 2000 articles
are added daily. The applied indexing method is free
term indexing and terms are weighed according to their
importance in each article. For indexing the very large-

scale text database, a very large-scale dictionary file,
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which contains words from almost all fields, was made.
This dictionary contains about 930,000 items. Since the
weights of each algorithm are open to users of INDEXER,
the user can give the best weight set to INDEXER; the
one which best fits their own indexing scheme. This
weight set is called the "user's weight table.™ The
number of keywords for an article is proportional to the
length of that article. An evaluation of the indexing
showed that the keyword recall rate was 70.9% and the
keyword precision rate was 30.7%. For this evaluation,
114 articles from two newspapers were used, and about
500 articles from 24 newspapers and magazines will be
used in the next evaluation. The results of the first

evaluation were satisfactory for the user.
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Chapter 7. Evaluation of AIRS
7.1 The AIRS system

This section proposes a new system that incorpo-
rates a connectionist model in a dynamic thesaurus. This
system is designed to discover and use the interests of
a user so that the results of document retrieval are
more beneficial to that user. The system was designed on
the idea of a new information retrieval method described
in Chapter 6. This new system is called the Associated
Information Retrieval System (AIRS).

AIRS is a prototype system. A process schematic of

AIRS is shown in Fig. 17. The AIRS operates as follows.

Step 1. Keywords and the keyword ranking are extracted
from the sample relevant document using INDEXER.

Step 2. Term information 1is constituted from keywords,
keyword ranking, and keyword co-occurrence
relation in a document.

Step 3. The static thesaurus is modified by term infor-
mation to form a dynamic thesaurus. Links are
generated and node weights are calculated while
the dynamic thesaurus is being made.

Step 4. Associated keywords are generated from a user's
input keyword wusing the dynamic thesaurus. The
dynamic thesaurus starts with an input keyword

and then selects associated keywords based on
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Fig. 17 Schematic of associated information retrieval.
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their node weights and links.

Step 5. Documents are retrieved using these associated
keywords. Retrieved documents are ranked by

using information in the dynamic thesaurus.

7.2 Experimental data

A prototype of AIRS was implemented, and an ex-
periment was conducted using this system. The results of
this experiment are described in the next two sections,
with the results of the construction of the dynamic
thesaurus described in Section 7.3.2 and the results of
the document retrieval described in Section 7.3.3.

The experiment was carried out using a database of
163 Japanese newspaper articles. The average number of
Japanese characters in each article was 500. A the-
saurus that had already been made for retrieving newspa-
per articles was used as a static thesaurus. This static
thesaurus has about 9,000 terms. All five of the differ-
ent kinds of 1links (described as relations between nodes
in Section 6.3.2{(ii)) are traversed in order to generate

associated keywords.

7.3 Evaluation
7.3.1'Evaluation criteria
The accuracy of document retrieval is measured in

terms of the document recall rate and the precision
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rate. Both a high recall rate and a high precision
rate are necessary Tfor accurate and effective document

retrieval. These rates are defined as follows:

Na
Dr = , and
Nrel
Na
Dp = ,
Nret

Dr is the document recall rate and Dp is the preci-
sion rate, where Na is the number of the relevant docu-
ments that are duplicated by the retrieved documents,
Nrel is the number of the relevant documents and Nret is

the number of retrieved documents.

7.3.2 Construction of dynamic thesaurus

The weights of the nodes were changed and new
links were made between the nodes while the dynamic
thesaurus was being made. After constructing the the-
saurus, the weights and the new links were checked to
see if they were correctly made.

In checking the correctness of the linking, it was
very difficult to decide if the nodes (terms) had a
linkage to each other or not. For example, when the
sentence "The tennis championship tournament was held in

Paris."” is in a sample document, a new link is made

between the keywords "tennis championship tournament”
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and "Paris". Is this 1linkage correct or 1incorrect?
Usually there is no linkage between these two Kkeywords.
In this particular case, however, they have a strong
linkage. Therefore, we made the assumption that all of
the keywords in a sample document have a linkage to each
other. It is undoubtedly true that there are both strong
and weak linkages, and several different kinds of links,
such as location-links, agent-links and so on. However,
these have not been incorporated into AIRS yet.

In order to check whether the nodes were weighed in
such a way that they represent the user's interest
correctly, the weights of each node were checked by
users after the dynamic thesaurus was constructed. In
the checking process, experiments were conducted eight
times, using different sample documents and checking was
done for each experiment. Here, 1let us examine the
checking method and the result of one of the eight
experiments. The dynamic thesaurus has about 9,000
nodes, and the weights of all nodes are 0.0 initially.
The dynamic thesaurus was constructed using four sample
documents in this experiment. After the construction,
the weights of 55 nodes were increased. These 55 nodes
were divided into three groups, A, B and C, by the user.
Nodes in A group have a strong relevance to the user's
interests, which are in his mind and which were ex-
pressed by the sample documents. Nodes in B group have a

weak relevance to the user's interest, and nodes in C
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group have no relevance to the user's interest

respectively. If the nodes in A group have a larger node

weight than the nodes in B group, and the nodes

group have a larger node weight than the nodes

group, the dynamic thesaurus represents the user's

interest well, otherwise it does not. In Fig. 18 the
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Fig. 18 Distribution of nodes in dynamic thesaurus.
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distribution ratio between each group 1is shown for
various node weights. The result shows that, generally,
the A group nodes have larger node weights than the B
group nodes and the B group nodes have larger node
weights than the C group nodes. In the other seven
experiments, the same results were obtained. Thus, the
nodes were correctly weighed and the dynamic thesaurus

represented the user's interest well.

7.3.3 Document retrieval using AIRS
(i) Effects of term information on document retrieval

Document retrieval experiments were performed using
the associated keywords generated by AIRS. In this
section, the effect of term Iinformation on document
retrieval is described.

Any user of AIRS can make term information the way
as he wants. The contents of term information depend on
the sample documents that a user selects for making term
information. There are several ways of selecting sample

documents. They are as follows:

A complete set of relevant documents is selected.
Half of the relevant documents are selected.
Semi-relevant documents are selected.

Non-relevant documents are selected.

m o o w »

No documents are selected.
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Newspaper articles were chosen as sample documents.
The eXxperiments were conducted twice. In each experi-
ment, different sample relevant documents were selected
and different keywords for retrieval were input and
different documents were retrieved. The numbers of

sample documents used to extract term information were;

A:4, B:2, C:2, D:2, E:0, for the first experiment.

A:4, B:2, C:2, D:2, E:0, for the second experiment.

By using these five types of documents for each
experiment, five types of term information were extract-
ed, and document retrieval was then carried out for each
type. The Boolean OR search strategy was adopted as the
search strategy in retrieving the documents. Both the
recall rate (Dr) and the precision rate (Dp) were eval-
uated.

The results of the experiments are shown in Fig.
19. As can be seen, both Dr and Dp increased in the
order of D, E, C, A, B for the first experiment and D,
E, C, B, A for the second one, with D being documents
quite different from the relevant documents and A being
the relevant documents themselves.

For both A and B, the Dr and Dp increased more than
they did for E. This is because node weights had been

increased and many links had already been made between
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Fig. 19 Sample documents and corresponding results
of document retrieval.
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nodes around the user-input keyword in the dynamic
thesaurus using the sample relevant documents. As a
result, associated keywords, which coincided with the
user's search intention, were generated and relevant
documents were retrieved using those associated key-
words. ,

On the other hand, for D, both the Dr and Dp de-
creased more than they did for E. This is because links
had been made and the node weight had been increased
using non-relevant documents in an area that was differ-
ent from the user's area of interest.

Eight more experiments were conducted with a data-
base containing 800 documents. These were carried out in
the same way as the two experiments described above, and
the same results were obtained.

It can be safely concluded that associated keyword
generation reflects well the contents of the term infor-
mation, and that by using these associated keywords,
accurate and effective document retrieval becomes possi-
ble. In other words, if the user gives more appropriate
documents to AIRS, he can get more accurate results, and
contrariwise, if he does not, he can not. This means
that the mechanism of AIRS simulates the human way of

incorporating a user's interest in a computer memory.

(ii) Effects of threshold value on Dp and Dr

This section describes a way of determining a
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threshold value that indicates good retrieval results.
An experiment was conducted in order to find a threshold
value that indicates good Dr and Dp, and the results
are shown in Fig. 20. From these results, we can readi-
ly see that as the threshold value increases, the Dr
decreases and Dp increases. We repeated this experiment
more than 30 times, changing the sample relevant docu-
ments and keywords for document search each time. In
every experiment, we got the same pattern of results
shown in Fig. 20. These results indicate that the best
threshold value lies between 70 and 80% of the largest
node weight of the associated keyword. In reality,
however, the number of documents retrieved using a
threshold value smaller than the best one was only one-
tenth of the number of documents retrieved using the
threshold value of 0. This is quite a good document
retrieval result, and is shown in Fig. 20 as the curve
labeled "number of retrieved documents". All of these
experiments were conducted for a user having a single
interest. Another experiment will be necessary for a
user having multiple interests.

In AIRS, the same threshold value is applied
regardless of the traversing distance for the associated
keyword generation. Both a higher Dr and a higher Dp
could be achieved by introducing a variable threshold

value that is dependent on the traversing distance.
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Fig. 20 Threshold value and results of

document retrieval.
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(iii) The relationship between traversing distance for
associated keyword generation and document
retrieval

An increase in the traversing distance for asso-
ciated keyword generation brings about the generation of
many associated keywords, including a few relevant
keywords (nodes) and a lot of non-relevant Kkeywords

(nodes). Document retrieval using these associated

keywords results in a high Dr and a low Dp. The

threshold Value-is effective in deleting the non-relev-
ant keywords from the associated keywords. An experiment
on document retrieval involving a change in the travers-
ing distance was conducted and the result of the experi-
ment is shown in Fig. 21. In this experiment, the
threshold value was set at 0.012. Of course, the result
varied according to the threshold wvalue. It would be

possible to obtain a better Dr and Dp by introducing a

variable threshold value, as was described in the para-

graph just before.

(iv) Efficiency of AIRS

In order to evaluate the efficiency of AIRS, an
experiment was conducted on a VAX 8800 mini-computer
using a document database of 800 newspaper articles,
each containing approximately 500 Japanese characters.
An 800-document database is fairly practical for use as

a personal database. The results of the evaluation are
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Fig. 21 Result of document retrieval.

depicted in Table 7. The time needed to construct the
dynamic thesaurus from the static thesaurus, using a
sample relevant document, was 60 seconds. The used
sample relevant document was a newspaper article, and
the number of Japanese characters in it was 956, and the
number of keywords extracted from it was 15. The asso-
ciated keyword generation time and the document re-
trieval time are listed for each traversing distance for
associated keyword generation. As AIRS is now a proto-

type system, it has some time-consuming processes, such
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Table 7 Efficiency of AIRS
) Associated
TraverSIng keywords Docgnwent'
distance generation time retrieval time
(sec) (sec)
1 14 14
2 21 30
3 41 35

as the need to use the file open command whenever access-

ing the thesaurus file.

The dynamic thesaurus construct-

ing time, the associated keyword generation time and the

document retrieval time will be considerably shorter in

the next version of AIRS since these time-consuming

processes will be eliminated.

7.4 Other expected effects of AIRS

The expected effects of AIRS

are as follows:

(i) Associated Kkeywords that reflect the user's

interest are generated by the dynamic thesaurus.
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(ii)

(iii)

Both a high recall rate and a high precision rate
are achieved by using these associated keywords
for document retrieval.

It is possible to use state transitions of the
dynamic thesaurus to reflect a user's change of
interest over time. Thus, document retrieval re-
flecting a user's prior interests would be possi-
ble.
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Chapter 8. Conclusions
8.1 Summary
8.1.1 Automatic indexing

The free term method, widely used for indexing
newspaper articles, has the disadvantage of extracting a
great many extraneous keywords. The proposed method of
automatic selection and ranking of keywords uses lin-
guistic analysis, experts' indexer knowledge, and word
location and/or word frequency in the text to select
keywords. A system implemented using this method ex-
tracts keywords from newspaper articles, and ranks them
in the order of importance.

As for the keyword selection function, the experi-
ment showed that this system achieves 50% for both a
recall rate and a precision rate, compared with a
recall rate of 70% and a precision rate of 10% for the
existing free term method. For a recall rate, 50% is
high enough for use. This level of precision is much
closer to the 70 to 80% of manual indexing. A precision
rate of 50% means that one out of two keywords extracted
by the system is significant to the newspaper article.

As for the keyword ranking function, the results
showed that nearly 95% of the necessary keywords were
included in the top ten keywords. This means that in
indexing 10 keywords for newspaper articles, a 95%

success rate was achieved using INDEXER's keyword rank-
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ing function.

These novel keyword selection and ranking tech-
niques proved to be very successful in supporting index-
ing. This new system holds considerable promise for
summarizing, classifying, understanding, and extracting

knowledge from text.

8.1.2 Information retrieval with association

A new method of information retrieval was de-
scribed. This method introduced a dynamic thesaurus that
consists of nodes and links. Each node and 1link corre-
sponds to a term (keyword) and a relation of terms. The
dynamic thesaurus incorporates the user's interest in
retrieving documents by changing the node weight and
making new links between terms using the user's sample
relevant documents. A document retrieval experiment was
carried out using the dynamic thesaurus and both a high-
recall and a high-precision rate were attained. This
leads to the conclusion that the dynamic thesaurus is
effective for highly precise document retrieval and
that the retrieved documents fit the user's interest

very well.

8.2 Future works
8.2.1 Automatic indexing
Future research and applications of automatic

indexing are, for example, to distribute the documents
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with the keywords, the categories or the contents of the
document, to summarize the sentences, to supplement the
explanation of the keyword, to translate the Kkeywords

automatically and so on.

8.2.2 Information retrieval with association
The followings are items that need to be researched
in order to achieve a higher Dr and Dp in information

retrieval.

(i) Construction of a dynamic thesaurus
(a) Node weight calculating algorithm

The implemented system uses only the ranking of
keywords, extracted from documents relevant to the user
as a means of measuring the importance of keywords. A
more precise measurement would be possible if other
information could be used such as keyword frequency,
keyword location, syntactical information, and the time

series information about each keyword.

{b) Link generation and link weight calculating algo-
rithm
The implemented system generates co-occurrence
links whenever two keywords appear in the same relevant
document. The generation of links should reflect the
grammatical role of the keywords in the sentence, such

as subject-object relation. Furthermore, the 1link gener-
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ation algorithm should generate various types of 1links,
such as a location-link and an agent-link. Finally, all
links should have a weight affixed to them.

(ii) Associated keyword generation

During the traverse process in the dynamic the-
saurus, the optimal node selection and optimal 1link
selection should be calculated by using the node weight,
the link weight, the degree of area activation, and so

on.

102



Reference

References
[Abe 19885]
Abe,T., "The construction of ACE-CHUNICHI, a database of
Chunichi newspaper articles,” Information Management,

Vol.28, No.2, pp.116-127, May, 1985(in Japanese).

[Akiyama 1988]

Akiyvama,K., "The 1issue of intelligent information re-
trieval to textbase,”"” Japanese Information Processing
Society, SIG-DBS-64-3, 1988(in Japanese).

[Futamura et al. 1987]

Futamura,S. and Matsuo,F., "Automatic indexing by stop
word removal on scientific and technical documents writ-
ten in English,"” Transactions of Information Processing
Society of Japan, Vol.28, No.7, pp.737-747, 1987(in

Japanese) .

[Hamill et al. 1980]

Hamill,K.A. and Zamora,A., "The use of titles for au-
tomatic document classification,” Journal of the Ameri-
can Society for Information Science, Vo0l.8, No.3, pp.1l-
10, Nov., 1980.

[HAPPINESS]

103



References

HAPPINESS general information, HEIWA JOHOU CENTER CO.,
Ltd(in Japanese).

[Hayakawa et al. 1992]

Hayakawa.T. and Chida,T., "Automatic indexing system in
the Kahoku Simpo Press - used JAIRS," The Journal of
Information Science and Technology Association, Vol.42,

No.11, pp.1033-1040, 1992(in Japanese).

[Hiroki 1981]
Hiroki,M., News Thesaurus, Kinokuniya Book Store, Tokyo,

1981 (in Japanese).

[Ishikawa 1991]

Ishikawa,T., "A machine-aided subject indexing system
based on sentence analysis," Transactions of Information
Processing Society of Japan, Vol.32, No.2, pp.220-228,
1991 (in Japanese).

[Ishikawa 1992]

Ishikawa,T., "Automatic indexing system on Japanese
documents. The state—of—the—art report for the automatic
indexing system to Japanese text data," Journal of
Information Science and Technology Association, Vol.42,
No.11l, pp.994-1002, 1992(in Japanese).

[Ito 1991]

104



Reference

Ito,H., "Design and software structure of the knowledge-
based information retrieval system NIRS," Trans. of
IpPsJ, Vol.32, No.9, pp.1102-1112, Sep., 1991(in Ja-

panese).

[Jennings et al. 1992]

Jennings,A. and Higuchi,H., "A personal news service
based on a user model neural network," Trans. of IEICE,
Inf. & Syst., Vol.E75-D, No.2, pp.198-209, Mar., 1992.

[Jung et al. 1990]

Jung,G.S. and Raghavan,V.V., "Connectionist 1learning in
constructing thesaurus-like knowledge structure,"” AAAIL
Symposium Text-Based Intelligent Systems Working Notes,
pp.123-127, Mar., 1990.

[Kanou et al. 1991]
Kanou,Y. and Kishino,F., "An intelligent interface with
a user model for document retrieval," Trans. IEICE,

Vol.J74-D-1, No.8, pp.587-576, 1991(in Japanese).

[Kimoto 1987a]

Kimoto,H., "An automatic indexing system using linguis-
tic processing,"” National Convention Record of IEICE,
No.1450, p.6-128, Mar., 1987(in Japanese).

105



References

[Kimoto 1987b]
Kimoto,H., "An automatic indexing method using linguis-
tic processing,"”" Proc. of the First Annual Conference of

JSAI, No.7-7, pp.389-392, 1987(in Japanese).

[Kimoto 1987c]
Kimoto,H., "Case vs. location characteristics of key-
words in texts," Proc. of IPS Japan, No.5s-7, Sep.,

1987 (in Japanese).

[Kimoto 1887d]
Kimoto,H., "Automatic indexing and evaluation of key-
words,"” SIG. Notes of Information Processing Society of

Japan, NL., Vol.87, No.84, pp.1-8, 1987(in Japanese).

[Kimoto et al. 1989]

Kimoto,H., Nagata,M. and Kawai,A., "Automatic indexing
system for Japanese texts," REVIEW of the Electrical
Communications Laboratories, Vo0l1.37, No.l, pp.51-56,

1989.

[Kimoto et al. 1990]

Kimoto,H. and Iwadera,T., "Construction of a dynamic
thesaurus and its use for associated information re-
trieval,"” Proceedings of 13th International Conference
on Research and Development in Information Retrieval,

Brussels, Belgium, Presses Universitaires de Bruxelles,

106



Reference

pp227-240, Sep., 1890.

[Kimoto 1991a]

Kimoto,H., "Natural language processing and its applica-
tion to Japanese database - the INDEXER system,” Pro-
ceedings of the 3rd International Conference on Japanese
Information in Science, Technology and Commerce, Van-

doeuvre-les-Nancy, France, INIST, pp447-460, May, 1991.

[Kimoto 1991b]

Kimoto,H., "Automatic indexing and evaluation of key-
words for Japanese newspapers,” Transactions of IEICE
Japan D-1, Vol.J74-D-1, No.8, pp.556-566, 1991(in Ja-

panese).

[Kinukawa et al. 1982]
Kinukawa,H. , Tanaka,K. and Ikegami,N., "Automatic
indexing methods for information retrieval system of
Japanese text," The HITACHI HYORON, Vol.64, No.5, pp.75-
78, 1982(in Japanese).

[Luhn 1957]

Luhn,H.P., "A statistical approach to mechanized encod-
ing and searching of literary information," IBM Journal
of Research and Development, Vol.1l, No.4, pp.309-317,
1957.

107



References

[Miyamoto et al. 1983]
Miyamoto,S., Miyake,T. and Nakayama,K., "Generation of a

pseudothesaurus for information retrieval based on co-

occurrences and fuzzy set operations", IEEE Trans. on
Sys., Man, and Cybern., Vo0l.SMC-13, No.l, pp.8682-70,
Feb., 1983.

[Miyamoto et al. 19886]

Miyamoto,S. and Nakayama,K., "Fuzzy information re-
trieval based on a fuzzy pseudothesaurus," IEEE Trans.
on Sys., Man, and Cybern., Vol.SMC-16, No.2, pp.278-282,
Apr., 1986.

[Miyazaki 1984]

Miyazaki,M., "Automatic segmentation method for compound
words using semantic dependent relationships between
words,"” Transactions of Information Processing Society
of Japan, Vo0l.25, No.8, pp.970-979, 1984(in Japanese).

[Miyazaki 19886]

Miyazaki,M. et al., "Linguistic processing method for a
Japanese text to speech system," Transactions of Infor-
mation Processing Society of Japan, Vol.27, No.1l1l,
pp.1053-1062, 1986(in Japanese).

[Morita,T. et al. 1989]

108



Reference

Morita,T. et al., "Fuzzy document retrieval system. (1)
-- Experimental system and results," Proc. of IPSJ,
No.2N-2, pp.10687-1068, Oct., 1989(in Japanese).

A}

[Morita,Y. 1988]
Morita,Y., "An indexing scheme for terms using structur-

*

al superimposed code words,” ICOT Research Paper,

No.383, pp.1-9, 1988.

[Nagao 1992]

Nagao,K., "Recent technical trends in natural language
processing,” Journal of Information Processing Society
of Japan, Vo0l.33, No.7, pp.741-745, 1992(in Japanese).

[Nagao et al. 1978]
Nagao,M., Mizutani,M. and Ikeda,H., "An automatic
method of eXtracting important words from Japanese

]

scientific documents," Transactions of IPS Japan,

Vol.17, No.2, pp.110-117, 1976(in Japanese).

[Nakazono et al. 1984]
Nakazono,K. and Shirai,S., "An automatic indexing

system for Japanese text," Proc. of Symposium on Natural

Language Processing Technologies, IPS Japan, pp.19-25,
1984(in Japanese).

[Ogawa et al. 1989]

109



References

Ogawa,Y. et al., "Fuzzy document retrieval system.(2)--A

i)

learning method of a keyword connection matrix,” Proc.

of IPSJ, No.2N-3, pp.1089-1070, Oct., 1989(in Japanese).

[Ohara 1991]
Ohara,H. et al., "Revision support techniques for

Japanese text,"” NTT R&D, Vo0l.40, No.7, pp.905-914,
1991(in Japanese).

[Salton 1975]

Salton,G., A Theory of Indexing, 18 Regional Conference
series in Applied Mathematics SIAM, J.W. Arrowsmith
Ltd., Bristol 3, England, 1975.

[Salton et al. 1983]
Salton,G. and McGill,M.J., Introduction to Modern Infor-
mation Retrieval, McGraw-Hill, 1983.

[Salton 1987]
Salton,G., "Expert systems and information retrieval,”

ACM SIGIR Forum, Vol.21, No.3-4, 198T7.

[Shibata et al. 1987]
Shibata,K., Miyanaga,Y. and Tochinai,K., "Automatic
extraction of technical term information from scientific

documents,”" 35th National Convention of Information

110



Reference

Processing Society of Japan, Vol.2, pp.1283-1284,
1987(in Japanese).

[Smeaton et al. 1988]

Smeaton,A.F. and Van Rijsbergen,C.J., "Experiments on
incorporating syntactic processing of user queries into
a document retrieval strategy," Proceedings of the 11lth
ACM Conference on Research and Development in Informa-
tion Retrieval, Presses Universitaires de Grenoble,
pp.31-51, 1988.

[Toriyama 1992]

Toriyama,T., "INDEXER utility on R&D information service
system,"” The Journal of Information Science and Technol-
ogy Association, Vol.42, No.ll, pp.1017-1022, 1992(in

Japanese).

[Yokoi 1993]

Yokoi,T., "A very large-scale knowledge base based on
the amalgamation of knowledge processing and natural
language processing -From electronic dictionaries to
knowledge archives,"”
Artificial Intelligence, Vo01l.8, No.3, pp.286-296,

1993(in Japanese).

Journal of Japanese Society for

[Yoshimura et al. 1988]

Yoshimura,K., Hitaka,T. and Yoshida,S., "An automatic

111



References

extraction system of technical terms from Japanese scien-
tific documents,"” Transactions of Information Processing
Society of Japan, Vo0l.27, No.l, pp.33-40, 1986(in Ja-

panese).

112



