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Abstract

This dissertation describes the study of an adaptive routing protocol for heterogeneous wire-
less sensor networks which has been studied since 2007 by the author who was a undergraduate
student and has been a Ph. D. student in the Department of Information Networking, Graduate
School of Information Science and Technology, Osaka University.

In recent years, Wireless Sensor Networks (WSNs) which consists of a large number of sen-
sor nodes having wireless communication and self-organizing capability receives much atten-
tion. Sensor nodes are tiny, battery powered modules with limited on-board processing, storage
and radio capabilities. Sensor nodes sense and send their data toward a central processing center
which is called “sink” by creating self-organized network. Those nodes are powered by embed-
ded batteries and replacement of those batteries is a very difficult process once those nodes have
been deployed. Therefore, the design of protocols and applications for such networks has to be
energy aware in order to prolong the lifetime of the network.

WSN can be classified into fwo types; homogeneous and heterogeneous sensor networks.
In homogeneous networks, all the sensor nodes are identical in terms of battery capacity and -
hardware complexity. On the other hand, in a heterogeneous sensor network, two or more dif-
ferent types of nodes with different battery capacity, communication capabiiity or functionality
are used. The motivation is that the more complex hardware and extra battery energy can be
embedded in a few cluster head nodes, thereby the hardware cost of the rest of the network and
communication cost of the sensing nodes can be reduced.

Clustering and non-clustering communications are most efficient routing methods in WSN.
Clustering is one of the promising techniques for sensor networks bécause of its good scalability
and the support for data aggregation. However, since all data are directed to sink, CHs around
the sink comes to have high relay traffic. As a result, CH around sink uses much energy in
a short time. Specially in heterogenous WSNs, since each high-end node acts as the CH for
long duration, nodes around the CH use much energy in a short time to relay the traffic to CH.
These non-uniform energy consumption problems around the sink and CHs are two of the main
problems which shorten the network lifetime in WSNSs.

Non-clustering routing methods are effective in small area WSN and in network with high

node density. Non-clustering routing using a large number of nodes enables to balance the relay
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traffic all over the WSN. When it is applied to wide area networks, however, the amount of
data that has to relay for each node increases as it is near to sink. Furthermore, compared with
clustering mode, data aggregation is not efficient in multi-hop routing.

Many routing protocols have been proposed for WSN, which consider enefgy consump-
tion problem due to battery limitation and/or scalability problem due to large number of sensor
nodes. Although most of them suppose homogeneous sensor nodes with clustering routing
methods for wide area WSNs and non-clustering routing methods for small area WSNs. How-
ever, a few schemes for heterogeneous WSNs which introduce some high-end nodes and select
them as the CHs in order to enhance the network performance is focused on recently. Due to
lack of the research work focused on heterogeneous WSNs, non-uniform energy consumption
problem aroud the CHs and sink are still remain without a efficient solution. In addition, in
practical networks nodes are deployed in a non-uniform manner. Also, the residual power of
each node decreases with time elapsing. Therefore, as the network time elapsed, the pre-defined
routing methods should be reconfigured.

In order to prolong the network lifetime, this dissertation proposes an adaptive routing pro-
tocol for heterogeneous WSNs. First, we address the proposed clustering routing method and
non-clustering routing method for heterogeneous WSNs. The proposed clustering method suc-
cessfully avoids non-uniform energy consumption around CHs and extends the network lifetime
in wide area WSNs by selecting the cluster heads considering not only transmission power and
residual energy of each node but also those of its adjacent nodes. On the other hand, the pro-
posed non-clustering method extends the network lifetime in small area heterogeneous WSNs
by considering the residual energy of the nodes to select the optimal path for source to desti-
 nation. Then, in order to avoid non-uniform energy consumption around the sink, we propose
a hybrid routing method which adaptively combines clustering and non-clustering communi-
cation methods. In the proposed hybrid routing method, we also propose an analysis method
tb define the spatial boundary between clustering and non-clustering zones which can flexibly
include the constraints on the physical network boundaries and location of the sink. Next, in or-
der to respond to dynamic changes in the practical networks, we propose a network reconfigure
method which dynamically re-defines the spatial boundary by considering the variance of the

residual energy of a boundary node and its adjacent nodes.
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This dissertation evaluates the performance of the proposed protocol through computer sim-

ulations, and then confirms its effectiveness.
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Chapter 1

Introduction

Wireless Sensor Networks (WSN) are networks composed of tiny, battery powered sensor nodes
with limited on-board processing, storage and radio capabilities [1]. With recent miniaturization
and reduction of energy consumption in wireless communication devices and development of
MEMS (Micro Electro Mechanical Systems) technologies, WSN attracts much attention [2] [3].

WSNs are composed of a large number of sensor nodes, which are densely deployed either
inside the sense perception (sensing area) or very close to sensing points. Sensor nodes sense
and send their data toward a central processing center which is called “sink”. WSN may have
profound effect on the efficiency of many military and civil applications such as target field
imaging, intrusion detection, weather monitoring, security and tactical surveillance, distributed
computing, detecting ambient conditions such as temperature, movement, sound, light, or the
presence of certain objects, inventory control, disaster management, and so on [7].

Realization of these sensor network applications requires wireless ad hoc networking tech-
niques. Although many protocols and algorithms have been proposed for traditional wireless
ad hoc networks, they are not well suited for the unique features and application requirements
of sensor networks. Compared with ad hoc networks, the number of nodes in a sensor network
can be several orders of higher in magnitude than that in an ad hoc network. Also, sensor nodes
are densely deployed and prone to failures. The topology of a sensor network changes very fre-
quently due to node failures and sensor nodes mainly use broadcast communication paradigm
where most ad hoc networks are based on point-to-point communications. Prior to above all,

sensor nodes are limited in power, computational capacities, and memory and may not have



2 ' Chapter 1. Introduction

global identification (ID) because of the large amount of overhead and large number of sen-
sors. Since a large number of sensor nodes are densely deployed, neighbor nodes may be very
close to each other. Furthermore, the transmission power levels are very low, which is highly
desired in covert operations. One of the most important constraints on sensor nodes is the low
power consumption requirement. Sensor nodes carry limited, generally irreplaceable, power
sources. Therefore, while traditional networks aim to achieve high quality of service (QoS),
sensor network protocols must focus primarily on power conservation.

Hence, the design of protocols and applications for such networks has to be energy aware in
order to prolong the lifetime of the network. Replacement of the embedded batteries is a very
difficult process once these nodes have been deployed. One of the major causes for energy con-
sumption in WSNss is the radio transmission energy, and in general, radio transmission energy
is proportional to the 4th power of the transmission distance.

Therefore, many data gathering schemes which shorten the transmitting distance or reduce
the number of times of transmission are proposed. For example, Directed Diffusion [40] shorten
the transmitting distance by using multi-hop communication and LEACH [41] reduces the num-
ber of times of transmission to the base station by using cluster formation and data fusion.
Further, HEED (Hybrid Energy-Efficient Distributed clustering) [23] which follows LEACH
concept takes residual energy of each node into consideration in order to prolong the network
lifetime.

Multi-hop and clustering communications are most efficient routing methods in WSN. Multi-
hop routing methods are effective in small area WSN and in network with high node density.
It can effectively overcome shadowing and path loss effects. Multi-hop routing using a large
number of nodes enables to balance the relay traffic all over the WSN. When it is applied to
wide area network, however, the amount of data that has to relay for each node increases as it is
near to sink. Furthermore, compared with clustering mode, data aggregation is not efficient in
multi-hop routing [42,43].

Clustering [9] is one of the promising techniques for sensor networks because of its good
scalability and the support for data aggregation. The data aggregation combines data from
multiple sensors to eliminate fedundant information and transmissions. It also guarantees that

the energy load is well balanced by Cluster Heads (CH) dynamically elected according to a



prior optimal mechanism [12]. By rotating the role of CH among all nodes, each node tends
to expend the same encrgy over time. Clustering can be extremely effective in one-to-many,
many-to-one, or one-to-all (broadcast) communications. On the other hand, since all data are
directed to sink, CHs around the sink comes to have high relay traffic. As a result, CH around
sink uses much energy in a short time, and this is one of the main problems that shorten the
network life time [21] in clustered WSN.

By the way, WSN can be classified into two types; homogeneous and heterogeneous sensor
networks [13]. Many routing protocols have been proposed for WSN, which consider energy
consumption problem due to battery limitation and/or scalability problem due to large number
of sensor nodes. Although most of them supposes homogeneous sensor nodes, a few schemes
which introduce some high-end nodes to enhance the network performance is focused on re-
cently [19,20].

In homogeneous networks, all the sensor nodes are identical in terms of battery capacity
and hardware complexity. By means of clustering in a homogeneous network, it is evident that
the CHs will be over-loaded with longer distance transmissions to the remote sink or next CH,
and the extra processing is necessary for data aggregation and protocol co-ordination. As a
result, CHs expire the battery before other nodes. However, it is desirable to ensure that all
the nodes run out of their battery at about the same time, so that very little residual energy
remains when the system expires. One way to ensure this is to rotate the role of a CH over
all the nodes. However, the downside of using role rotation in homogeneous network is all the
nodes should be capable of acting as CHs, and therefore should possess the necessary hardware
capabilities [22].

On the other hand, in a heterogeneous sensor network, two or more different types of nodes
with different battery capacity, communication capability or functionality are used. The moti-
vation is that the more complex hardware and extra battery energy can be embedded in a few
CHs, thereby the hardware cost of the rest of the network and communication cost of the sens-
ing nodes can be reduced. However, since each high-end node acts as the CH for long duration,
nodes around the CH use much energy in a short time to relay the traffic to CH.

In order .to prolong the network lifetime, this dissertation proposes an adaptive routing pro-

tocol for heterogeneous WSNs. First, we propose a new clustering routing method and a non-
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clustering routing method for heterogeneous WSNs. The proposed clustering method success-
fully avoids non-uniform energy consumption problem around CHs and extends the network
lifetime in wide area WSNs by selecting CHs considering not only transmission power and
residual energy of each node but also those of its adjacent nodes. On the other hand, the pro-
posed non-clustering method also extends the network lifetime in small area WSNs by consid-
ering the residual energy of the nodes to select the optimal path for source to destination.

Then, in order to avoid non-uniform energy consumption problem around the sink, we pro-
pose a hybrid routing method which adaptively combines clustering and non-clustering routing
methods. For the proposed hybrid routing method, we also propose an analysis method to define
the spatial boundary between clustering and non-clustering zones, which can flexibly include
the constraints on the physical network boundaries and location of the sink. Next, to respond
to dynamic changes in practical networks, we propose a network reconfiguration method which
dynamically re-define the spatial boundary by considering the variance of the residual energy
of a boundary node and its adjacent nodes.

This dissertation evaluates the performance of the proposed protocol through computer sim-
‘ulations, and then confirms its effectiveness.

The rest of this dissertation is organized as follows. Chapter 2 presents clustering and non-
clustering routing methods for heterogeneous WSNs. First, we discuss some related works and
introduce some existing clustering methods for heterogeneous WSNs and some existing non-
clustering routing protocols. Then, we propose new clustering and non-clustering methods for
WSNs. The proposed clustering method selects CHs considering not only the performance of
a certain node but also that of its adjacent nodes. The proposed non-clustering method is an
extension of DSR protocol and residual energy of nodes in the path are taken into consideration
when selecting an optimal path between source and destination. In addition, the proposed clus-
tering and non-clustering methods have no limitations on the number of node types that can use
to crate a WSN. Through the simulation experiments, we verified that our proposed clustering
and non-clustering methods increase network lifetime.

Chapter 3 presents the proposed robust clustering non-clustering hybrid routing method
for heterogeneous WSN which adaptively combines clustering and multi-hop communication

methods. Most of conventional routing methods for WSN are optimized for a specific appli-



cation. In the proposed method, however, we consider the specifications of the nodes and the

characteristics of the networked like outer boundary and location of the sink instead of charac-

teristics of an application to optimize the WSN. Therefore, the proposed method can be easily

applied to general-purpose WSN with multiple sensor applications. Also in chapter 3, we pro-

pose a spatial boundary analysis method. Through the simulation experiments, we verified that
the proposed hybrid methods are able to maintain higher alive nodé ratio than that of the pure

clustering and multi-hop methods in any network topologies.

Chapter 4 proposes a dynamic reconfiguration method of spatial boundary of clustering non-
clustering hybrid routing method. In the proposed methods in Chapter 3, we assumed that nodes
are uniformly distributed in the network. However, in practical networks nodes are deployedin a
non-uniform manner. In addition, the residual power of each node decreases with time elapsing.
Moreover, in this method sensor nodes near to the spatial boundary tends to have higher data
relay traffic. Therefore, as the network time elapsed, the pre-defined spatial boundary should
be reconfigured. In this chapter we propose to dynamically re-define the spatial boundary by
considering the variance of the residual energy of a boundary node and its adjacent nodes.
Simulation results show that our method increases network lifetime in comparison the existing
method with static boundary.

Finally, Chapter 5 concludes this dissertation and describes the future works.
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Chapter 2

Heterogeneous Wireless Sensor Networks

2.1 Introduction

In this chapter, we present clustering and non-clustering routing methods for heterogeneous
WSNs. First, we discuss some related work and introduce some existing clustering methods
for heterogeneous WSNs, and some existing non-clustering routing protocols for WSNs. Then,
we propose clustering and non-clustering methods for WSNs. The proposed clustering method
selects CHs considering not only the performance of a certain node but also that of its adjacent
node. In the proposed non-clustering method, residual energy of nodes in the path are taken into
consideration when selecting the optimal path between source and destination. Remarkably, the
proposed clustering and non-clustering methods have no limitations on the number of node
types that can be used to create a WSN. Through the simulation experiments, we verified that
our proposed clustering and non-clustering methods increased network lifetime.

The design of protocols and applications for heterogeneous WSNs has to be energy aware in
order to prolong the lifetime of the network, because the replacement of the embedded batteries
is a very difficult process once these nodes have been deployed [§].

We consider clustered WSN [9]. That is one of the promising techniques for sensor networks
because of its good scalability and the support for data aggregation [10]. A number of sensor
nodes that are in pre-specified area create a virtual group called cluster and dynamically elect
a single node as a CH from among the cluster. CHs aggregate data from their cluster members

before forwarding them to the sink. The data aggregation combines data from multiple sensors

7



8 Chapter 2. Heterogeneous Wireless Sensor Networks

to eliminate redundant information and transmissions [11]. It also guarantees that the energy
load is well balanced by CH dynamically elected according to a prior optimal mechanism [12].
By rotating the role of CH among all nodes, each node tends to expend the same amount of
energy over time.

Clustering can be extremely effective in one-to-many, many-to-one, or one-to-all (broad-
cast) communications. Clustered sensor networks can be classified into two types; homoge-
neous and heterogeneous sensor networks [13]. Many routing protocols have been proposed
for WSN, which consider energy consumption problem due to battery limitation and/or scala-
bility problem due to large number of sensor nodes. Although most of them (e.g. LEACH [14],
FLOC [15], ACE [16]) supposes homogeneous sensor nodes, a few schemes (e.g. SEP [17],
DEEC [18]) and applications [19, 20] which introduce some high-end nodes to enhance the
network performance is focused recently.

In homogeneous networks, all the sensor nodes are identical in terms of Battery energy and
hardware complexity. By means of clustering in a homogeneous network, it is evident that the
CH nodes will be over-loaded with longer range transmissions [21] to the remote sink or next
CH, and the extra processing is necessary for data aggregation and protocol co-ordination. As
a result, the CH nodes expire battery earlier than other nodes [22].

However, it is desirable to ensure that all the nodes run out of their battery at about the
same time, so that very little residual energy is wasted when the system expires. One way to
ensure this is to rotate the role of a CH among over all the nodes as proposed in HEED. HEED
introduces two parameters to select CHs. First one is the residual energy of each node and
the other is intra-cluster communication cost which depends on the number of its neighboring
nodes. It achieves lower messaging overhead and balancing the load of CH all over the net-
work. However, the downside of using a homogeneous network and role rotation is that all the
nodes should be capable of acting as CHs, and therefore should possess the necessary hardware
capabilities. |

On the other hand, in a heterogeneous sensor network, two or more different types of nodes
with different battery energy, communication capability and functionality are used. High-end
nodes which are equipped with more complex hardware, long-range communication capability

and extra battery energy can be used as CHs and other low-end nodes can be used as sensing
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nodes. The motivation is that using high-end CHs, the number of low-end nodes can be reduced
to minimum which satisfies the coverage and connectivity requirements. Also, communication
cost of the low-end sensing nodes can be reduced. Therefore, compared with homogeneous
networks, heterogeneous networks are able to reduce the initial cost of the network for given
lifetime requirement or to prolong the network lifetime for given initial cost.

CC (Chessboard Clustering) [24] is a routing protocol for heterogeneous sensor networks
consisting of a few powerful high—vend sensors in addition to a large number of low-end sensors.
In CC, low-end nodes never play the role of CH and physically more powerful high-end nodes
become the CHs, while other protocols like HEED, LEACH [14], LRS [26] need an algorithm
to select CHs. However, fixing the CH nodes means that the role rotation is no longer possible.
Since sensor nodes inside the cluster use multi-hop communication to reach the CH, the nodes
around the CH have to relay larger amount of traffic. Therefore, those nodes have highest
energy consumption in the cluster and cause rapid exhaust of the batteries. Furthermore, CHs
around the sink have the same problem when CHs use multi-hop communication to reach the
sink. Therefore, those nodes are called as critical nodes. Also, CHs around the sink are also
critical nodes due to high relay traffic around the sink.

Heterogeneous networks lower the hardware cost and reduce the communication cost of the
| sensing nodes. On the other hand, homogeneous networks achieve uniform energy drainage.
However, both features cannot be incorporated in the same network. The objective of this
chapter is to design a network architecture which able to maintain above two characteristics in
heterogeneous networks. |

The rest of the chapter is organized as follows: We first discuss the existing clustering
communication methods in section 2.2. In section 2.3, we present our proposed clustering
method for WSN with heterogeneous node types, while in section 2.4 we present simulation

results on performance evaluation. Finally, in section 2.5, we make some conclusions.
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2.2 Related Work

2.2.1 Preceding Studies on Clustering Methods for Heterogeneous WSNs

HEED

HEED is one of the protocols which follow a clustering concept and has four primary goals:
e prolonging network lifetime by distributing energy consumption
e terminating the clustering process within a constant number of iterations/steps
e minimizing control overhead (to be linear in the number of nodes)
¢ producing well-distributed CHs.

In order to achieve these goals, HEED considers a hybrid of energy and communication cost.

HEED uses two parameters, residual energy and intra-cluster communication cost, in order
to form good cluster. Residual energy is used to probabilistically select an initial set of CHs,
and communication cost is used to determine which CH the node should belong to when the
node has two or more possible CHs.

However, HEED has no consideration to select the optimal sensor nodes for CH in hetero-
geneous environment. In typical heterogeneous sensor networks, a high-end node tends to be
elected as a CH with higher probability, so that nodes around a CH have to relay much heavier

traffic and run out of power much earlier than other nodes.

CC

CC is a protocol for heterogeneous sensor networks coﬁsisting of a few powerful high-end
sensors in addition to a large number of low-end sensors. In CC, the‘sensor network is divided
into several small equal-sized cells, and adjacent cells are colored with different colors, as
illustrated in Fig. 2.1 (only high-end nodes are shown in Fig. 2.1).

By using given location information, a high-end sensor can determine whether it is in a
white cell or a gray cell. During the initialization phase, only the high-end sensors in white

cells are active, and the high-end sensors in gray cells turn themselves off. All the low-end
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Figure 2.1: Chessboard Clustering

sensors are active. Clusters are formed around the high-end sensors in white cells, and these
high-end sensors become CHs. When the high-end sensors in white cells run out of energy later,
the high-end sensors in gray cells wake up and form a different set of clusters in the network.
Because of the formation of a different set of clusters, previous critical sensors become non-
critical sensors, and previous non-critical sensors become critical sensors.

However, CC lacks flexibility. Specifically, it uses just 2 types of nodes and only high-end
nodes can become a CH. Power exhaustion of high-end nodes greatly decreases the network

connectivity.

2.2.2 Preceding Studies on Non-clustering Methods for Heterogeneous

WSNs
Ad hoc On-Demand Distance Vector (AODYV)

There are two types of routing protocols which are reactive and proactive. In reactive routing
protocols the routes are created only when source wants to send data to destination whereas
proactive routing protocols are table driven. Being a reactive routing protocol AODV uses
traditional routing tables, one entry per destination and sequence numbers are used to determine
whether routing information is up-to-date and to prevent routing loops.

The maintenance of time-based states is an important feature of AODV which means that a
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routing entry which 1s not recently used is expired. The neighbors are notified in case of route
breakage. The discovery of the route from source to destination is based on query and reply
cycles and intermediate nodes store the route information in the form of route table entries

along the route. Control messages used for the discovery and failures of route are as follows:

L

Route Request Message (RREQ)

[ J

Route Reply Message (RREP)

Route Error Message (RERR)

HELLO Messages.

A route request packet is flooded through the network when a route is not available for
the destination from source. The parameters are contained in the route request packet are as

follows:

Source | Request | Source | Destination | Destination | Hop
Address ID Sequence | Address Sequence | Count

Number Number

A RREQ 1s identified by the pair source address and request 1D, each time when the source
node sends a new RREQ and the request ID is incremented. After receiving of request message,
each node checks the request ID and source address pair. The new RREQ is discarded if there
is already RREQ packet with same pair of parameters. A node that has no route entry for the
destination, it rebroadcasts the RREQ with incremented hop count parameter. A route reply
(RREP) message is generated and sent back to source if a node has route with sequence number
greater than or equal to that of RREQ.

On having a valid route to the destination or if the node is destination, a RREP message is
sent to the source by the node. When a route that is active is lost, the neighborhood nodes are
notified by route error message (RERR) on both sides of link. The parameters are contained in

the route reply message are as follows:
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Source | Destination | Source Hop | Life

Address | Address | Sequence | Count | Time

| Number

The HELLO messages are broadcasted in order to know neighborhood nodes. The neighbor-
hood nodes are directly communicated. In AODV, HELLO messages are broadcasted in order
to inform the neighbors about the activation of the link. These messages are not broadcasted
because of short time to livé (TTL) with a value equal to one.

When a source node does not have routing information about destination, the process of the
discovery of the route starts for a node with which source wants to communicate. The process
is initiated by broadcasting of RREQ. On receiving RREP message, the route is established. If
multiple RREP messages with different routes are received then routing information is updated
with RREP message of greater sequence number. The reverse path to the node is noted by
each node during the transmission of RREQ messages. The RREP message travels along this
path after the destination node is found. The addresses of the neighbors from which the RREQ
packets are received are recorded by each node. The reverse path is used to send RREP message
back to the source but a forward path is setup during transmission of RREP message. This
forward path can be called as reverse to the reverse path. The data transmission is started as
soon as this forward path is setup. The locally buffered data packets waiting for transmission

are transmitted in FIFO-queue.

Dynamic Source Routing (DSR)

Dynamic Source Routing (DSR) protlocol is specifically designed for multi-hop ad hoc net-
works. DSR allows the network to be completely self-organizing and self—conﬁguring, without
the need for any existing network infrastructure or administration. The difference in DSR and
other routing protocols is that it uses source routing supplied by packet’s originator to determine
packet’s path through the network instead of independent hop-by-hop routing decisions made
by each node. The packet in source routing which is going to be routed through the network
carries the complete ordered list of nodes in its header through which the packet will pass. Fresh

routing information is not needed to be maintained in intermediate nodes in design of source
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routing, since all the routing decisions are contained in the packet by themselves. The proto-
col is composed of the two main mechanisms of “Route Discovery” and "Route Maintenance”,
which work together to allow nodes to discover and maintain routes to arbitrary destinations in
the ad hoc network.

In route discovery mechanism, when a node S wants to send a packet to destination D,
the route to destination D is obtained by route discovery mechanism. In this mechanism the
source node .S broadcasts a ROUTE REQUEST pécket which in a controlled manner is flooded
through the network and answered in the form of ROUTE REPLY packet by the destination
node or from the node which has the route to destination. The routes are kept in Route Cache,
which to the same destination can store multiple routes. The nodes check their route cache for
a route that could answer the request before re-propagation of ROUTE REQUEST. The routes
that are not currently used for communication the nodes do not expend effort on obtaining or
maintaining them i.e. the route discovery is initiated only on-demand.

Route maintenance mechanism starts when source node S detects if the topology of the
network has changed so that it can no longer use its route to destinaﬁon. If the two nodes that
were listed as neighbors on the route moved out of the range of each other and the link becomes
broken, the source node .S is notified with a ROUTE ERROR packet. The source node S can
use any other known routes to the destination D or the process of route discovery is invoked

again to find a new route to the destination.

2.3 Proposed Method

In this section, we propose a clustering method and a non-clustering method for WSNs with
heterogeneous node types. The proposed clustering method selects CHs considering not only
the performance of a certain node but also that of its adjacent nodes. In addition, it has no

limitations on the number of node types.

2.3.1 Non-clustering Method

In DSR, first, a source node sends a RREQ packet to the destination node. The route with

earliest reached RREQ to destination is used for the route from the source node to the destination
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node. Also, relay nodes on the route add their node ID to RREQ header and re-broadcast the
RREQ packet. In the proposed method, a node waits time T before it re-broadcasts the RREQ
packet. T'is decided based on the node’s residual energy, communication range, and the number
of paths that have been established through the node (hereinafter referred to as the number of
active routes). By controlling the waiting time of the RREQ re-broadcasting from the relay
node, RREQs via the nodes with large number of active routes and low residual power are
delayed to reach the destination node. In other words, it is able to avoid the situation where
high-end nodes with large number of active routes or nodes with low residual energy tend to be

used as a relay node extremely.

Number of Active Routes

Every node maintains a source node address list of routing packets (hereinafter referred to
as source list). RREP contains the information of the nodes in the route and source node.
Therefore, each node is able to calculate the number of the active routes without any additional

information. Detailed calculation method of the active routes in arbitrary node A is as follows.

o If the address of the source node is not in the source list of A,

— If node A is in the route, then number of active routes does not change.

— If node A is not in the route, then decrements the number of active routes.
o If address of the source node is in the source list of A,

— Ifnode A is in the route, then increment the number of active routes.

— If node A is not in the route, then number of active routes does not change.

Waiting Time to Re-broadcast

Time T shown in Fig.2.1 is decided based on node’s residual energy, communication range,
and active roots. We define two time variables ¢; and ¢; as shown in Eqgs. (2.2) and (2.3),
respectively. Time ¢; is inversely proportional to the communication range of the node. In
other words, a node with wider communication range has smaller ¢; and a node with a smaller

communication range has larger ¢;. Then, time ¢; is set to a small value for the nodes with
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higher residual energy and less number of active routes. Finally, T' = ¢ + t5 is set as a waiting

time for a node to re-broadcast a RREQ packet.

T=t+t 2.1

« Low-end nodes

Gl
S
l

(2.2)
0 High-end nodes

Number of active routes
Residual Energy

ty = X (Random value: 0-1.0) x 3 (2.3)

2.3.2 Clustering Method

Assume that each sensor is aware of its own location. In the proposed method, location in-

-formation is used to identify adjacent nodes for routing within cluster and inter-cluster routing
mechanisms. Therefore, significant location errors are fatal to the proposed method. We as-
sume, however, recent researches for localization on WSN achieve to provide enough accurate
information [29]. Sensor nodes can use location services such as [28—-31] to estimate their loca-
tions, and a Global Positioning System (GPS) receiver is not required for each node. Location
awareness is a basic requirement for many sensor networks, since in many cases the sensing
data are only meaningful when the location of generating the data is known. And also, global
time synchronization is essential in the proposed method.

A sensor node expends more energy in data communication than in .sensing or data process-
ing [32], [33]. For example, the energy spent by a mote sensor for transmitting 1-bit data over
20m is equivalent to that of running 1000 CPU instructions [34]. In general, the minimum out-
put power required to transmit a signal over a distance r is proportional to 7", where 2 < n < 4.
The exponent n is closer to 4 for low-lying antennae and near-ground channels, as is typical in
sensor network communication.

Now, assume that /V nodes are uniformly distributed in area S. Then, we have the node
density D by D = % When a node which has communication range r becomes CH, it has k
nodes givenby k =1 X2 x D = @ Under the assumption where a node uses its all energy

for communication, a node with residual energy p can communicate ¢ rounds until its power
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exhaustion, where ¢t = 2£. Consequently, CH node 7 can send total amount of data g; which is
pe q Y.

given by the following equation;

g; = ﬁXth

- x £ 4

where « and 3 are constants.

Next, we define G as the highest value of g in the WSN, namely G = maz[g;],7 € [1, N].
We assume that the sink has detail information of all nodes in the network. Therefore it can find
the highest value of g and broadcast it to the network. Finally, we normalize g; by GG and use
the result v; given by Eq. (2.5) as a strength index of the node :. This operation is conducted by

each node individually.

v; = % (2.5)
Then nodes exchange the v value with their neighbor nodes. ‘Using this value, we can rela-
tively compare the nodes in WSN. By considering v;, all nodes are classified into C' classes
as 1,2,3...C". In the proposed method, we define two types of classes to each node; individual
class and adjacent class. To calculate the Individual class we use only local strength index of the
node. Therefore we can consider that it represents the strength of node itself. For adjacent class
we use the strength index of adjacent nodes and we can consider that it represents the strength

of the adjacent nodes. Those calculation methods are given below.

Node 1 itself belongs to individual class I; (individual class value), given by Eq. (2.6).

1= |C(1—w)] 2.6)

Example of calculating the individual class value when C' = 4 is shown in Fig. 2.2. Ac-
cording to Fig. 2.2, node which has v; value between 0.5 and 0.75 has individual class value 2
(i =2).

Next, we calculate the average strength index of the adjacent nodes by %, j € {Nodes 1
hop away from node 7}, where u is the total number of nodes which locate 1 hop away from

node . If two nodes are able to establish two-way communication without any relay nodes, we
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Figure 2.2: Strength index and Individual class

consider they are in one hop away from each-other. Then, node 7 belongs to adjacent class A;

(adjacent class value), given by Eq. (2.7).
Ai= 001~ %)J @7

Based on these class values, each node becomes the CH and makes a cluster if pre-defined
time 7,4;: in Eq. (2.8) passed without receiving clustering messages from any other nodes. We
use 7 as a weight in Eq. (2.8) to calculate the waiting time for each node to select or become a

CH. 7 is a constant defined as waiting time for a class.

Twair = (I; + %)T (2.8)

All nodes in a cluster send their data toward its CH. However, adjacent nodes around the
CH have to relay all those data to CH. Therefore, we prioritize a node with a higher number of
adjacent nodes by dividing the adjacent class value from number of the adjacent nodes, since
higher number of adjacent nodes decreases the relay traffic per an badj acent node.

Example of selecting the CHs is shown in Fig. 2.3. In this example we assume that node k
which g = G has residual energy and communication range 50 [J] and 16 [m], respectively.
Each node 7 has residual energy (F;), communication range (r;) and strength index (v;) as shown
in Fig. 2.3. We focus on nodes 7 and 13 to explain the proposed clustering mechanism.

At first, sink broadcasts a message with location of the sink and network start time to net-
work. Then, all the nodes enter to the initial state. Then, each node calculates the strength index

according to Eq. (2.5). Applying the result to Eq. (2.6), individual class values of nodes 7 and

13 become I7 = 1 and I;35 = 1. Then, nodes calculate the 2 ; for nodes 7 and 13 they become

uw



2.3. Proposed Method 19
P3 = P8 = 9
rq- ry= 8
2 vy =0.7 V& “0 Vg -0
P, = P, =45 Pd— Ps=38 Pio=
rh==8 r; = 16 @ rb—16 r,=8
v, =0.3 v; =0.9 V, ~06 5 =0.76 Vyp =0.8
Ps = Ps=5 P, =6 Py =6
rs =8 rs=8 r==8 ry=28
= Vs =0.5 Vi2 =0.6 Viq =0.6

vg =0.4

P = Residual energy r = communication range v, = Strength index
@7 Node number

Figure 2.3: Adjacent class value

0.36 and 0.513, respectively. Therefore adjacent class values for nodes 7 and 13 obtained by
Eq. (2.7) are A; = 3 and A;3 = 2. Finally, nodes calculate 7,,,;; applying own [;, A; and u
values to Eq. (2.8). Considering above values, 7),,;; for node 13, 1.337 is smaller than that of
node 7, 1.57.

Clustering schemes which only use residual energy as a parameter might choose node 7
which has weak adjacent nodes as a CH due to its high residual energy. However, the proposed
clustering method sets a high priority for node 13 which has strong adjacent nodes to be a CH.

In Eq. (2.8) we consider both node’s strength and adjacent nodes’ one to determine the
waiting time. High-end nodes have lower value of /; and when the number of adjacent nodes
increases, the value of A; has less effect to 7,,,,;;. On the contrary, a high-end node surrounded
by high-end nodes tends to have smaller value of 7),,;; and becomes CH with higher probability.
An example in Fig. 2.4 shows that nodes 6 and 15 has the same strength index and lays on the
same individual class; /g = I;; = 1. We can show that adjacent class value of nodes 6 and 15
are equal to 2 and 3, respectively by using Eq. (2.7). As a result of calculating the T,,,;; for
both nodes, node 6 with higher number of adjacent nodes has smaller 7,,,;; and high priority to
become CH.

On the other hand, when a node receives messages from other CHs during the waiting

time, it keeps them into CH backup list. After waiting 7,4, it checks the CH backup list for
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Figure 2.4: Effect of adjacent nodes

accessible CHs and becomes a member of the optimum cluster (i.e. nearest CH to the node), if
there are any entries. If there are no accessible CHs in the list, it broadcasts a searching message
for accessible CHs. After a certain period, if it cannot find any accessible CHs yet, it becomes
CH.

Every node in the WSN holds the strength index of its adjacent nodes, v. Therefore, each
node can assume the g values of its adjacent nodes by using v and its own g value. From these
values, CH re-assumes the /.., and A, per round, and when at least one of these values drops

to lower class, the CH starts to reconstruct the cluster.

Routing within a Cluster

When a sensor node generates data, it sends packets to its CH. The packets are forwarded to the
neighbor node that has the shortest distance to the CH, and the next node relays toward the CH
in the same manner. For example, as shown in Fig. 2.5, source node S sends the data packets to
destination node D via node ;. Since the nodes are aware of its own location, z = SWz . %

is calculated for each node among adjacent nodes and the node with maximum z is selected as

the next hop to destination D.
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Inter-cluster Routing

CH has two main tasks; i.e. sending the collected data to sink and relaying the data from other
CHs. CHs with lower energy burdened with higher relay traffic could cause early expiration
of battery and shorten the network lifetime. We can simply solve this problem by selecting the
node with highest residual energy for next hop. After initialization, each CH exchanges location
information with neighbor CHs.

All the CHs advertise to adjacent CHs whether they are reachable to the sink or not when
they broadcasts the control messages. Once CH has received the control messages from other
CHs, it can determine that which adjacent CHs are connected with sink and which are not. For
example, in Fig. 2.6, S is source CH and D is destination CH or sink. When a CH wants to
send data packets to the sink, it virtually draws a straight line S D between itself and the sink.
Then, it searches for neighbor clusters which intersect with line SD (/NV; and NV; in Fig. 2.6).
Among them, the node with the highest residual energy is finally selected as a next hop to sink.

When line SD does not have any intersections with neighbor clusters, the proposed method
selects the CH with highest residual energy from among the adjacent CHs which is reachable to

sink as its next hop. Then next hop repeats the same task while it is able to connect with sink.
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2.4 Performance Evaluation

24.1 Performance Evaluation of the Proposed non-Clustering Method

Simulation topology was shown in Fig. 2.7(a). Sink was located in the middle of the 100[m]x 100[m]
area. Also, 4 high-end nodes and 8 low end nodes are deployed in 1 hop away from the sink.
Location of those nodes were shown in Fig. 2.7(b). We deliberately deployed those nodes in
order to distribute the relay traffic around the sink.

Simulation parameters were as follows.

Simulation time: 35000]sec]

Number of nodes: 15 high-end nodes, 84 low-end nods, 1 sink

Initial Energy: 5[mAhr] for high-end nodes, 4[m Ahr] for low-end nodes

Transmission power: 5[dBm| for high-end nodes, -10{d Bm] for low-end nodes

Route cache refresh period: 20([A]

Packet generate interval: 30[min]
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Figure 2.7: Network topology

We evaluated the performance of the proposed method via QualNet simulator and observed

the percentage of alive nodes as a performance measure. Definition of a alive node is a node
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which is able to send the sensed data to the sink successfully. Therefore, disconnected nodes
are not considered as alive nodes.

Sink sets a time limit (TTR: Time To Receive) for each source node to send their data to
sink. When the sink receives a data from source node, it renovate the TTR for that source node.

Calculation method of TTR is shown in Eq. 2.9.

TTR = Time to receive data + wait delay time

> Time to receive data + Route cache refresh period (2.9)

When the route cache refresh period is larger than wait delay time, TTR is not satisfy the
Eg. 2.9.

We conducted some simulation experiments to obtain the optimal value for ¢; and 5.

First, we set the ¢; as shown in Eq. (2.10) and changed the 3 value of ¢, shown in Eq. (2.3).

Simulation results are shown in Fig. 2.8.

0.001(s) (Low-end nodes)
ty = (2:10)
0(s) (High-end nodes)
From the results shown in Fig. 2.8, # = 0.01 has maximum alive node ratio for same ¢,
value.

Then, we set the 8 = 0.01 and changed the ¢, for the low-end nodes. Simulation results are

shown in Fig. 2.9.
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From the results shown in Fig. 2.9, t; = 0.1[s] has maximum alive node ratio.
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Therefore, from here forward we use the settings shown in Eq. (2.11) as to decide the
waiting time for a node.

a (Low-end nodes) Number of active routes

- X (Random Value: 0-1.0) x 0.01
0 (High-end nodes) Residual Energy
(2.11)
In Eq. (2.3), we used a random value between O to 1 in order to avoid the prejudices of the
wait time 7.

We re-arranged the ¢, in Eq. (2.3) as shown in Eq. (2.4.1) and conducted some simulation

experiments to observe the effect of the random value.

_ Number of active routes
B Residual energy X 0.5 %@

_ Number of active routes X
oty = Residual encrgy X Random value (0.25-0.75) x 8

Simulation results are shown in Fig. 2.10.
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Figure 2.10: Effect of random value Figure 2.11: Variation of x

From the results in Fig. 2.10, the proposed method did not show any significant effect when
random value set to 0.5 and 0.25 to 0.75. Therefore, we realized that the proposed method had
no effect even when we set a random value in order to preferentially select a nodes with higher
residual energy and low number of active routes.

To find out the optimal value for 7', we conducted some simulation experiments with chang-

ing the value of 7" by 7. We changed the x and observed the effectiveness. Simulation results
are shown is Fig. 2.11.
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Result in Fig. 2.11 show that it has no effect when we increase the value of T by 20%.
Therefore, we conclude the values in Egs. (2.1), (2.2), and (2.3) are optimal.
Those results show that the proposed non-clustering method is able to increase the network

lifetime in heterogeneous environment.

2.4.2 Performance Evaluation of the Proposed Clustering Method

We evaluated the performance of the proposed clustering method with different C' values through
simulation experiments and determined optimal C' value for the network. After that we con-
ducted further evaluations with the optimized C' value and compared it with two other clustering
methods; HEED and CC in heterogeneous and homogeneous environments. We have reason-
able issues to select HEED and CC as for comparison methods. HEED is dynamically select
CHs regardless of node types. It outperforms most of the other clustering methods for homo-
geneous environment and also work well with heterogeneous environments. CC is specially
designed for heterogeneous environment and it uses per-defined CHs.

We used ns2 simulator. To set communication radius, we adjusted the receiving threshold
value, RXThresh. This can be obtained by running the program ns/indeputils/propagation/threshold.cc
and specifying the propagation model and the desired radius. The parameters used the obtain
the RXThresh is shown in Table 2.1. Please refer the ns2 manual for how to set the parame-
ters. We used the same method to set the communication range for nodes in all the simulation
experiments in this paper.

High-end nodes are equipped with longer communication range and higher initial battery
power. Compare to the high-end nodes, low-end nodes are equipped with shorter communi-
cation range and lower initial battery power. For the both high-end and low-end nodes, Initial
energy, communication range and number of the nodes are set in each simulation experiment.
Basic specification of the nodes are shown in Table 2.2.

Every sensor node generate the data in iteration of 20 minutes. However, every node have a
random back off time of maximum 1 minutes before process the sensed data and prepare them
for transmission. We used S-MAC protocol as MAC protocol. S-MAC codes are provided by

ns2 simulator.
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Table 2.1: ns2 settings
Radio-propagation model TwoRayGround

Antenna model OmniAntenna
Transmit power 0.281838
Frequency 9.14e+08
Transmit antenna gain 1

Receive antenna gain 1

System loss 1

Transmit antenna height 1.5

Receive antenna height 1.5

Table 2.2: Node specifications for simulations

H-node L-node
Aggregation ratio 0.25 0.25
Data rate [kbps] 250 250
Calculation cost [J/byte] | 2.73 x 1076 | 2.73 x 1076

Due to the large number of nodes in the topology, each simulation experiment takes a long
time. Therefore, these simulation results show an average of 50 simulation samples. We as-
sumed lack of simulation samples caused the non smooth graphs. To reveal the cause, we
conducted 500 simulation experiments for selected single experiment in each chapter.

Constants «, 8 were equals to 14000 and 1, respectively. The value for «v could be obtained
by calculations [38] for two-ray ground reflection model. The value for 3 is set to unit value
1 for this simulation. However, as shown in Eq. (2.5), we relatively compare the strength of
the nodes. Therefore, value of v and £ only use in primary stage calculations and has no active
effect on CH selection mechanism.

In these experiments, we considered the largest energy consumption factor of node is the
transceiver energy consumption. Therefore, we exclude the idle state energy consumption from

the simulation experiments. In all simulation experiments, we use 7 = 15[ms].
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Figure 2.12: Logical division of the coverage area

We observed the percentage of alive nodes and coverage over time.

It is difficult to evaluate the non-uniform energy consumption patterns only by alive node
ratio. When non-uniform energy consumption occurs, coverage area dramatically drops with
decrements of alive node ratio. On the other hand, when the network is able to maintain higher
coverage area in spite of lower alive node ratio, it means to achieve geographically distributed
energy consumption pattern which is suitable for WSN. To evaluate the coverage, we logically
divided the total area into large number of tiny areas as shown in Fig. 2.12. In each area, when
at least one sensor node was alive, we considered it as a covered area. Coverage was defined as
the ratio of covered area.

In the first experiment, we used homogeneous network environment and we used single
type of node in which initial energy, communication range and amount of nodes were set to
10[.J], 8[m], 200 nodes, respectively. In this experiment, we evaluated the performance of our
clustering method with different C' values. Simulation results in Fig. 2.13 show alive node ratio
as a function of elapsed time in homogeneous environment.

Larger number of classes can rotate the role of CH among all nodes efficiently. However,
overhead of reconfiguration increases. Simulation results in Fig. 2.13 show that it has a differ-

ence less than 10% between C' = 3 and C' = 4 in the homogeneous environment. But C' = 5
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has less alive node ratio than C' = 4 due to increment of reconfiguration overhead.

In the second experiment, we used heterogeneous network environment and we used 2 type
of nodes in which initial energy, communication range and amount of nodes were set to 50[J],
16[m], 60 high-end nodes and 5[J], 8[m], 140 low-end nodes, respectively. We set the high-
end and low-end node configurations using datasheets of typical products; XE1205a [36] and
TR1000 [37], respectively. We evaluated the performance of our clustering method with differ-
ent C' value and simulation results in Fig. 2.14 show alive node ratio as a function of elapsed

time in heterogeneous environment.
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In the third experiment, we performed additional simulation experiments in different hetero-

geneous environment. Total network area was set to 160[m] x 160[m]. We used 2 type of nodes
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in which initial energy, communication range and amount of nodes were set to 80[J], 40[m/], 64
nodes and 15[J], 16[m], 256 nodes, respectively. Alive node ratio is shown in Fig. 2.15 with
different class values.

In these node specifications, high-end nodes have large batteries and wide communication
rage than that of the low end nodes. When C is smaller, once a node has become a CH, it remains
as a CH much longer. Low-end nodes around those CHs have high energy consumption and die
faster than other nodes. As a result, C=2 has the worst alive node ratio due to rapid drop of
critical nodes. On the other hand, larger C causes high frequent re-clustering in the first half
of the network lifetime and it has the highest clustering overhead. Because of high clustering
overhead, C=8 has lost some nodes in the first half of the network lifetime. However, when
it comes to the second half of the network lifetime, it is able to distribute the relay traffic by
frequent re-clustering. The conclusion is that smaller C is better for the first half of the network
lifetime and larger C is better for the second half of the lifetime. However, proposed protocol
does not support dynamic change of C value yet. Therefore, we set the C=4 which has better
overall performance.

In the fourth experiment, we use C' = 4 as the recommended C' value and conducted further
evaluation for the homogeneous environment described in the first experiment. In this exper-
iment, we compared the result with HEED. We omitted CC from evaluation for homogeneity
of the environment. Simulation results in Fig. 2.16 show alive node ratio and Fig. 2.17 shows
coverage over time.

In the first half of the network lifetime, the proposed method had more frequent re-clustering
than HEED. As a result, the proposed method had lost some coverage area due to re-clustering
overhead before HEED as shown in Fig. 2.17. However, in the second half of the network
lifetime, HEED had non-uniform energy consumption pasterns due to fixed iteration clustering.
On the other hand, the proposed method achieved uniform energy consumption network by
dynamic re-clustering and gained some coverage area. Those results show that the proposed
clustering method enables to maintain nearly 10% higher alive node ratio than that of HEED.

In the fifth experiment, we evaluated our clustering method with recommended C' = 4
value and compared it with two other clustering methods; HEED and CC in heterogeneous

environment described in the second experiment. Simulation results in Fig. 2.18 and Fig. 2.19
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Figure 2.16: Alive node ratio in experiment 4  Figure 2.17: Coverage in experiment 4

show alive node ratio and coverage over time, respectively.

HEED has no mechanism to avoid the non-uniform energy consumption around the CH. On
the other hand, the proposed method monitors the class levels of adjacent nodes and performs
the re-clustering when those nodes has become weak. CC lacks flexibility and only high-end
nodes can become a CH. Power exhaustion of high-end nodes greatly decreases the network
connectivity. However, the proposed method dynamically selects the CHs by considering the
performance of node itself and its adjacent nodes. Those results showed that the proposed
clustering method is able to increase the network lifetime by 80% and 60% more than that
of the CC and HEED, respectively in heterogeneous environment and achieve much higher

performance than that in homogeneous environment.
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Figure 2.18: Alive node ratio in experiment 5  Figure 2.19: Coverage in experiment 5

In the sixth experiment, we used another heterogeneous network environment optimized for

CC. First, we set the total sensing area is to 75[m] x 75[m| square. Then, the whole area is
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divided into 25 small equal-sized cells (15[m] x 15[m]) as illustrated in Fig. 2.1 (Initial state)
and placed a single high-end node in the center of each cell. Low-end nodes are randomly
distributed in the whole sensing area. In this environment, we used high-end nodes and low-end
nodes in which initial energy, communication range and amount of nodes were set to 43.35[J],
22[m], 25 nodes and 1.83[J], 7.5[m], 175 nodes, respectively. Those values are determined
by considering the requirements for minimum node density for a given lifetime constraint and
coverage requirement in CC [24].

Fig. 2.20 and Fig. 2.21 show alive node ratio and coverage over time, respectively. Simula-
tion results show that the proposed clustering method achieves more than 10% of coverage than

that of CC even in such a CC favorable environment.
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In our seventh experiment, we enhanced the heterogeneity by strengthened high-end nodes
and weakened low-end nodes. We used 2 type of nodes in which initial energy, communication
range and amount of nodes were set to 40[./], 80[m], 64 nodes and 15[./], 16[m], 256 nodes,
respectively. Total network area was set to 160[m] x 160[m]. Then, we logically divided the
total area into 256 tiny areas which 10[m] x 10[m| and placed single high-end node in each of
those tiny areas. High-end nodes were randomly deployed on the field.

Alive node ratio and coverage area are

100 —

shown in Fig. 2.22 and Fig. 2.23 respectively. 9 r P
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it weakens the connectivity of the network. In Figure 2.26: Alive node ratio in experiment 7

CC only high-end nodes are used as CHs. On .41 500 samples
the other hand, the proposed method considers

not only the performance of the node itself but also that of it’s adjacent nodes to select the
appropriate node for CH. As a result, the proposed method shows the best performance in this

environment.

In our eighth experiment, we created less heterogeneous environment by increasing the
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initial energy of low end nodes. Total network area was set to 80[m] x 80[m]. We used 2 type
of nodes in which initial energy, communication range and amount of nodes were set to 25[.J],
16[m], 30 nodes and 25[J], 8[m], 220 nodes, respectively. Then, we logically divided the total
area into 256 tiny areas each of which ranges 8[m| x 8[m|. High-end nodes and low-end were
randomly deployed on the field.

In this scenario, the proposed method was misguided by low-end nodes with high initial
energy. Alive node ratio and coverage area are shown in Fig. 2.24 and Fig. 2.25 respectively.
In initial state, the proposed method chooses low-end nodes as CHs and there is no possibility
to select a high-end nodes as a CH. However, for HEED, CHs are randomly selected between
low-end nodes and high-end nodes. Therefore, during the first half of the network lifetime, the
proposed method creates large amount of CHs and increases the clustering overhead. When it
comes to the second half of the network life, the network becomes more heterogeneous than
the initial state. As a result, the proposed method enables to gain more alive nodes and larger
coverage in the second half of the network lifetime.

Through all the performance evaluation, it is verified that our proposed clustering method
increases network lifetime by 80% and 60% more than that of the CC and HEED, respectively
in heterogeneous networks. Moreover, even in a homogeneous network, the proposed method

has almost the same performance as HEED. It is a useful feature for practical use.

2.5 Conclusion

In this chapter, we proposed a new clustering and a new non-clustering routing methods for het-
erogeneous WSNs. First, we discussed some related work and introduce two existing clustering
methods for heterogeneous WSNs and existing non-clustering routing protocols for WSNss.
The proposed clustering method selects CHs considering not only the performance of a certain
node but also that of its adjacent node. In the proposed non-clustering method, residual en-
ergy of nodes in the path are taken into consideration when selecting the optimal path between
source and destination. Remarkably, the proposed clustering and non-clustering methods have
no limitations on the number of node types that can be used to create a WSN. The simulation

experiments validated the result that the proposed clustering method can prolong the lifetime in
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heterogeneous network environment. Moreover, even in a homogeneous network, the proposed
method had almost the same performance as HEED. It is a useful feature for practical use.

Due to uneven manufacturing process, same type of nodes may have variation in their initial
energy and/or radio transmission range. Since there is no limit to the number of types of nodes
that can be used in the proposed method, such a problem can be addressed by subdividing the
nodes into more node types.

In this chapter, we have considered a limited number of aspects of WSNs. The possibility
of geographically different networks should also be considered. Another important issue to
be explored is a heterogeneous network model where the difference between the sensors is
not only the difference in initial energy and communication range, but also in their processing

capabilities, and thus the consideration of energy consumption in data processing (compression,

fusion, etc.).



Chapter 3

Hybrid Routing Method for Wireless

Sensor Networks

3.1 Introduction

In this chapter, we propose a robust clustering/non-clustering hybrid routing method for hetero-
geneous WSNs which adaptively combines clustering and multi-hop communication methods.
Most of conventional routing methods for WSNs are optimized for a specific application. In the
proposed method, however, we considered the specifications of vthe nodes and the characteris-
tics of the networked like outer boundary and location of the sink instead of characteristics of
an application to optimize the WSN. Therefore, the proposed method can be easily applied to a
general-purpose WSN, with multiple sensor applications. In this chapter, we propose simplified
spatial boundary analysis method for small area WSN and generalized spatial boundary anal-
ysis method for wide area WSN. In order to study the energy consumption and traffic patterns
around sink and study about efficient bode placement around the Sink, we conducted several
preliminary simulation experiments. Through the simulation experiments, we verified that the
proposed hybrid methods able to maintain higher alive node ratio than that of the pure clustering
and multi-hop methods in any network topology.

In WSN, since all data are directed to sink, CHs or nodes around the sink come to have
high relay traffic. As a result, CHs or nodes around sink consume much energy in a short

time. As we discussed in chapter 1, non-clustering routing using a large amount of nodes

35
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enables to balance the relay traffic all over the WSN. When it is applied to wide area networks,
however, the amount of data that has to relay for each node increases as it is near to sink.
Furthermore, compared with clustering mode, data aggregation is not efficient in multi-hop
routing. On the other hand, data aggregation in clustering combines data from multiple sensors
to eliminate redundant information and transmissions. It also guarantees that the energy load is
well balanced by CHs dynamically elected according to a prior optimal mechanism. However,
CH around the sink come to have high relay traffic.

This non-uniform energy consumption around the sink is one of the main problems that
shorten the network lifetime [21] in WSN. Furthermore, in the clustered WSNs, only limited
number of CHs around the sink are participate in data relaying process. Therefore, those CHs
around the sink uses much energy in a short time. In order to avoid the node failures, those CHs
have to perform the frequent re-clustering. Also, specially in wide area WSN, these frequent
re-clustering could trigger the total network re-configurations.

The importance of the non-uniform energy consumption problem around the sink differs
substantially whether the sensor nodes and/or the sink node are mobile or not. When the sink
is mobile, it moves around to collect data from sensor nodes. Therefore, the sink is able to
effectively balance the the energy consumption of the WSN. The sensor nodes can transmit
the data periodically, or store the data and delay the transmission till the distance between
the senor nodes and the sink is minimal in order to decrease the power consumption for data
relaying. In the case where sensor nodes are mobile, the nodes can adjust their position and
help to balance the energy consumption in areas that have high energy consumption. However,
deploying a mobile sinks or mobile nodes will increase the initial cost and management cost
of the WSN. Additionally, mobility is impractical for some applications. Therefore, in this
research we focused on the WSNs which consisted of stationary nodes and a single sink.

WSN can be classified into two types; homogeneous and heterogeneous WSNs [13]. Het-
erogeneous networks lower the hardware cost and reduce the communication cost of the sensing
nodes. Meanwhile, homogeneous networks achieve uniform energy drainage. However, both
features cannot be incorporated in the same network. In Chapter 2, we proposed a new cluster-
ing method for WSNs with heterogeneous node types which selects CHs considering not only

transmission power and residual energy of each node but also those of its adjacent nodes. It is
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able to maintain above three characteristics.

However, in heterogeneous WSNs, non-uniform energy consumption problem around the
sink still remains without efficient solution. Therefore, in this chapter we propose a hybrid
routing method in order to avoid the non-uniform energy consumption problem around the
sink.

The rest of the chapter is organized as follows: we first discuss the existing clustering and
multi-hop communication methods in section 3.2. In section 3.3, we present our approach
to hybrid routing in WSN, while in section 3.6 we present the performance evaluation and

simulation results. Finally, in section 3.7, conclusions are drawn.

3.2 Traditional Routing Methods

3.2.1 Clustering Methods

Many data gathering schemes which shorten the transmitting distance or reduce the number of
times of transmission have been proposed.

For example, Directed Diffusion [40] shortens the transmitting distance by using multi-hop
communication and LEACH (Low-Energy Adaptive Clustering Hierarchy) [41] reduces the
number of times of transmission to the base station by using cluster formation and data fusion.
Further, HEED (Hybrid, Energy-Efficient, Distributed Clustering) [23] which follows LEACH
concept takes residual energy of each node into consideration in order to prolong the network
lifetime and CC (Chessboard Clustering) [24] uses high-end sensor nodes as CHs in order to
reduce the data transmission burden on sensor nodes in the network.

In order to balance energy consumption among CHs, Unequal Cluster-based routing proto-
col (UC) proposed a method by assigning smaller cluster sizes to CHs closer to the sink and
larger cluster sizes to CHs faraway from the sink, i.e. cluster size is proportional to the distance
between CH and the sink. In UC, sensors are assumed to be deployed in a circular region around
a sink in a homogeneous WSN. The smallest cluster size depends on the radius of the circular
WSN.

However, CHs that are closer to the sink will relay more traffic and hence will deplete
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their batteries earlier than CHs that are faraway from the sink. Furthermore, large number_ of
CHs closer to the sink consume more energy to maintain the topology and frequently make
re-clustering due to high relay traffic.

In [44], we proposed a clustering method for WSN with heterogeneous node types, which
selects CHs considering not only transmission power and residual energy of each node but also
those of its adjacent nodes. Brief introduction for our clustering method is as follows.

First, we assume that each sensor is aware of its own location [30, 45]. A sensor node ex-
pends more energy in data communication than in sensing or data processing [32]. First, we
calculate the total amount of data which each node is able to send until its power exhaustion
and use it as a strength index of the node. Then, we normalize the value and use it to rela-
tively compare the nodes in WSN. Using that result, all nodes are classified into C' number of
classes. Then, we define two types of classes to each node; individual class and adjacent class.
Individual class value represents the strength of node itself and adjacent class value represents
the strength of its adjacent nodes. Based on these class values, each node becomes the CH and
makes a cluster if pre-defined waiting time passed without receiving clustering messages from
any other nodes. When a node receives messages from other nodes during the waiting time, it
keeps them into CH backup list. After the waiting time expired, it checks the CH backup list
for accessible CH and node becomes a member of the optimum cluster (i.e. nearest CH to the
‘node), if there are any entries. If there are no accessible CHs in the list, it broadcasts a searching
message for accessible CHs. After a certain period, if it still cannot find any accessible CHs, it
becomes CH.

Clustering method we proposed in [44] has no limitations on the number of node types and
simulation results show that the proposed clustering method achieves much higher alive node
ratio and coverage than those of HEED and CC. Therefore we use [44] as the clustering method

in our new hybrid routing method.

3.2.2 Multi-hop Communication

Multi-hop wireless networks typically use routing techniques similar to those in wired networks.

In a multi-hop WSN, each node plays the dual role of data origination and data router. These
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traditional routing protocols choose the best sequence of nodes between the source and destina-

tion, and forward each packet through that sequence. In this research, we use the shortest path

between node and sink. We will discuss further details in section 3.3.2.

3.3 Proposed Hybrid Routing Method

3.3.1 Basic Idea of Clustering and Non-clustering Zones

Efficient Node Placement Around the Sink

As we discussed before, CHs around the sink have to relay heavier traffic. Due to that traffic,

those nodes consume more energy than the other CHs. Increasing the low residual energy nodes

around sink shortens the network lifetime. Therefore, in our proposed method, we focus on load

balancing around sink in order to reduce the number of nodes with low residual energy.

In this study, we divided the network in to two zones; clustering zone and non-clustering

zone. Then, we set a all the high-end nodes (H-nodes) in non-clustering zone are placed near

to boundary line as shown in Fig. 3.1. Radius of this static non-clustering zone is equal to

communication range of the H-node. Furthermore, those H-nodes act as CHs for nodes only in

clustering zone. Then, we increase the low-end node (L-node) density in non-clustering zone

and observe the effect on network lifetime.

In the clustering zone, we use our proposed clus-
tering method [44], which selects CHs considering not
only transmission power and residual energy of each node
but also those of its adjacent nodes. First, we assume
that each sensor is aware of its own location. A sensor
node expends more energy in data communication than
in sensing or data processing. First, we calculate the to-
tal amount of data which each node is able to send until
its power exhaustion and use it as a strength index of the
node. Then, we normalize the value and use it to rela-

tively compare the nodes in WSN. Using that result, all
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Figure 3.1: Network Model
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nodes are classified into C' number of classes. Then, we define two types of classes to each
node; individual class and adjacent class. Individual class value represents the strength of node
itself and adjacent class value represents the strength of its adjacent nodes. Based on these class
values, each node becomes the CH and makes a cluster if pre-defined waiting time passed with-
out receiving clustering messages from any other nodes. When a node receives messages from
other nodes during the waiting time, it keeps them into CH backup list. After the waiting time
expired, 1t checks the CH backup list for accessible CH and becomes a member of the optimum
cluster (i.e. nearest CH to the node), if there are any entries. If there are no accessible CHs
in the list, it broadcasts a searching message for accessible CHs. After a certain period, if it
still cannot find any accessible CHs, it becomes CH. Simulation results show that the proposed
clustering method achieves much higher alive node ratio and more extensive coverage area than
those of HEED and CC.

In a non-clustering zone, each node plays the dual roles of data origination and data relay.
Multi-hop routing protocols choose the best sequence of nodes between the source and destina-
tion, and forward each packet through that sequence. In this research, we use the shortest path
between node and sink. The packets are forwarded to the neighbor node that has the shortest
distance to the destination, and the next node relays toward the destination in the same man-
ner. Source node S sends the data packets to destination node D via node N;. Since the nodes

. . f ¥ N
are aware of its own location, z = SN, - i—:;_;l

1s calculated for each node and the node with
maximum z is selected as the next hop to destination [).

Inside the cluster, we use the above multi-hop communication method to relay the sensing
data to CH. In addition we also use the same method as the one for inter-cluster communication
between CHs in order to send the aggregated data to non-clustering zone. Especially, among
the CHs are in clustering zone, the CHs which are able to directly communicate with nodes in
non-clustering zone are referred to as Boundary CHs (BCHs). Each BCH manages a list of next
hop nodes located in non-clustering zone and assigns a probability in proportion to its residual
energy divided by initial energy to each node. When BCH forwards the data to non-clustering
zone, it selects a next node according to that probability.

We evaluate the performance of this model via network simulator ns-2 and observe the

percentage of alive nodes. Specifically, we compare it with that of total clustering which adopts
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the method described in [44] and total multi-hop networks. Then, we increase the node density

in non-clustering zone and observe the alive node ratio.

In this simulation model, we set the node configurations using datasheet and information

provided by Crossbow. Total network area is set to a circle with radius R = 80[m]. We used 2

types of nodes; H-nodes and L-nodes. Their initial energy, communication range and amount

of nodes were set to 43.55[J], 30[m], 18 nodes and 5.67[J], 12[m], 180 nodes, respectively.

According to those node specifications, the radius of the non-clustering zone d became

30[m].
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Figure 3.3: With different node density

The simulation result is shown in Fig. 3.2, which is alive node ratio in d = 30[m]. It shows

that the proposed method achieves higher alive node ratio than that of total clustering and multi-

hop methods. Then, in the same environment, we added 5 to 15 L-nodes to non-clustering zone

and those simulation results are shown in Fig. 3.3. From Fig. 3.3, higher L-node density in

non-clustering zone leads to longer network lifetime.

Study of Energy Consumption and Traffic Patterns Around Sink

In order to study the energy consumption and
traffic patterns around sink, we conducted sev-
eral preliminary simulation experiments. In
these experiments, we observed the behavior of
clustering and multi-hop networks.

In this simulation, we randomly deployed
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Table 3.1: Node specifications

hop/clustering combined network at 150[h]

H-node L-node
Communication range [m] 30 12
Initial energy [J] 43.55 5.67
Calculation cost [J/bit] 2.78 % 107% | 2.73 x 10~°
Aggregation ratio 0.25 0.25
Data transfer rate [kbps] 250 250
Sensing range [m] 3 3

50 H-nodes (High-end nodes) and 260 L-nodes
(Low-end nodes) into 100[m] x 100[m| area and
the sink was placed at the center of the area.
Node specifications are shown in Table 3.1.

At first, we conducted a simulation experiment on the above network by creating a clustered
network. Secondly, we conducted another experiment on multi-hop/clustering combined net-
work by creating a multi-hop network in the non-clustering zone and clustered network outside
of the non-clustering zone. In this network, we defined the non-clustering zone as 50([m] x 50[m]
meters squared area around the sink. Also, the center of the non-clustering zone overlapped with
sink. We observed alive node ratio in each experiment as shown in Fig. 3.6. It indicates that
multi-hop/clustering combined network is able to maintain higher receive ratio than that of the
clustered network.

Moreover, we observed the distribution of the residual energy of each node in non-clustering
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zone. Fig. 3.4 and Fig. 3.5 show the residual energy distribution inside the non-clustering zone
of the clustered and multi-hop/clustering combined networks when 150[A] elapsed in network
time, respectively. Bright areas indicate higher residual energy and dark areas indicate lower
residual energy.

Comparing Fig. 3.4 and Fig. 3.5, clustered network has a number of darker spots and multi-
hop/clustering combined network has no such a spot. Those darker spots are the results of
the unequal energy consumption around the CHs and sink. Also, clustered network consumes
more energy to maintain the topology and frequently re-cluster it due to high traffic load. To
the contrary, multi-hop network uses large number of nodes which enable to balance the relay
traffic all over the network.

This experiment shows multi-hop/clustering combined network is more efficient than the
clustered network in smaller network area with high relay traffic. Therefore, we can apply this
method to WSN to avoid the non-uniform energy consumption around the sink. In other words,
it is efficient to create a small multi-hop network around the sink and make a cluster network
outside. However, it is essential to determine the optimal boundaries for multi-hop network
around the sink. In this chapter we propose two methods to determine the optimal boundaries.
Simplified spatial boundary analysis method for small are WSNs is explained in section 3.4 and

generalized spatial boundary analysis method for wide are WNSs is explained in section 3.5.

3.3.2 Routing Methods in Clustering Zone

CH has two main tasks; i.e. sending the collected data to sink and relaying the data from other
CHs. CHs with lower energy burdened with higher relay traffic could cause early expiration
of battery and shorten the network life-time. We can simply solve this problem by selecting
the node with highest residual energy for next hop. After initialization, each CH exchanges
location information with neighbor CHs. All the CHs advertise to adjacent CHs whether they
are reachable to the non-clustering zone or not when they broadcasts the control messages.
Once CH has received the control messages from other CHs, it can determine which adjacent
CHs are connected with non-clustering zone and which are not. For example, in Fig. 3.8, S is

source CH and D is the sink. When a CH wants to send data packets to the non-clustering zone,
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it virtually draws a straight line S'D between itself and the sink. Then, it searches for neighbor
clusters which intersects with line SD (/N; and ©N; in Fig. 3.8. Among them, the node with the
highest residual energy is finally selected as a next hop to non-clustering zone. Then next hop
repeats the same task while it is able to connect with non-clustering zone.
When line SD does not have any intersections with neighbor clusters, the proposed method
selects the CH with highest residual energy from among the adjacent CHs which is reachable

to non-clustering zone as its next hop. Then next hop repeats the same task while it is able to

connect with non-clustering zone.
Inside the cluster, we use multi-hop communication method to relay the sensing data to CH.

In addition we also use multi-hop communication for inter-cluster communication between CHs

for sending the aggregated data to sink. Each node inside the cluster can know the CH’s location

by specific message that is broadcast by CH.
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3.3.3 Routing Methods in Non-clustering Zone

When a sensor node generates data, it sends packets to sink. The packets are forwarded to the
neighbor node that has the shortest distance to the sink, and the next node relays toward the sink
in the same manner. For example, as shown in Fig. 3.7, source node S sends the data packets to
destination node D (which is sink) via node N,. Since the nodes are aware of its own location,

73]

z=28 Ni 13D is calculated for each node and the node with maximum z is selected as the next

hop to destination D.

3.3.4 Routing Methods Around the Spatial Boundary

When nodes in the non-clustering zone receive the data, they forward the data to the sink by
using multi-hop communication. Furthermore, CH which is able to directly communicate with
nodes in non-clustering zone is referred to as Boundary CH (BCH). Each BCH manages a list
of next hop nodes located in non-clustering zone and assigns a probability in proportion to
its residual energy divided by initial energy to each node. When BCH forwards the data to

non-clustering zone, it selects a next node according to the probability.

3.3.5 Network Formation

First, the radius of non-clustering zone d is determined by using the method explained in section
3.4.2. Then, sink broadcasts that information to network. Each node in the network enables to
receive that message and evaluates whether it is in the non-clustering zone or clustering zone
upon its location information and d. Then, the nodes in the clustering zone form clusters by
using the method explained in [44] and forward the data to non-clustering zone. When nodes
in the non-clustering zone receive that data, they forward the data to the sink by using multi-
hop communication. Furthermore, CH which is able to directly communicate with nodes in
non-clustering zone is referred to as Boundary CH (BCH). Each BCH manages a list of next
hop nodes located in non-clustering zone and assigns a probability in proportion to its residual
energy divided by initial energy to each node. When BCH forwards the data to non-clustering

zone, it selects a next node according to that probability.
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3.4 Simplified Spatial Boundary Analysis Method for Small
Area WSN

As we introduced in previous section, CHs around the sink have high relay traffic. Due to
that traffic, those nodes consume more energy than the other CHs. Increasing the low residual
energy nodes around sink shortens the network lifetime. Therefore, in our proposal method, we
focus on load balancing around sink in order to reduce the number of nodes with low residual
energy.

In the proposed method, nodes placed near to sink perform a multi-hop network (non-
clustering zone) and nodes far away from sink perform clusters (Clustering Zone). Before
performing them, operation boundary for non-clustering zone must be determined. Therefore,
first we analyze the network and define the spatial boundary for non-clustering zone. Outside
of that zone, we define as clustering zone. Next section explains the calculations of average
energy consumption of a node in area C(d) ( Notification C(x) represents the circle area with
radius of z [m]) when doing multi-hop communication (E,,) and clustering (E.). Then con-
sidering E,,, < E., we calculate the maximum value of d which is the radius of multi-hop

communication range.

3.4.1 Network Model

First, we assume that whole area of the network is circle C(R) with radius R and sink is located
in the center of that circle. It is assumed that the non-clustering zone C(d) is a concentric circle
with C(R) and d(< R). Then we uniformly distribute ng number of High-end nodes (H-nodes)
and ny, number of Low-end nodes (L.-nodes) over area C(R). Specifications of the nodes are
shown in Table 3.2.

We consider node heterogeneity in terms of comrﬁunication range and initial energy but not
in sensing capabilities. Sensing range for all types of nodes are circle with radius r, [m] where,
R>r/3 /2.

For the clustering, we use the clustering formation method which is specifically described

in [44]. We assume that the size of sensing data collected in CH becomes a times smaller
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Table 3.2: Notation of node specifications

H-node | L-node
Number of nodes ng nr,
Communication range [m] ry rr
Initial energy [J] by by,
Transmission power [W 1 ery err,
Receiving power [W] eRr er

(0 < a < 1) after aggregation. Energy consumption for aggregation is e, [J/byte]. Radius

of cluster depends on the maximum transmission range of the node and clustering factor ¢

Clustering radius
M azimum communication radius *

is defined as

To simplify the analysis, we assume that no data
aggregation is performed in multi-hop mode and data packets are simply relayed from other
nodes to sink. However, there are complex methods for data aggregation in multi-hop WSN

[42,43] and we will consider them in our future works.

3.4.2 Mathematical Analysis

Considering 100% coverage area, we use cir-
cles of radius r, [m] to pack the plane as shown
in Fig. 3.9. Around each circle, suppose to
draw a concentric circle of radius r(v/3rs/2).
Then we can pack 3 circles of radius 7, next to

each other, and those three centers of circles can

form an equilateral triangle. Also, three corre-

sponding concentric circles of radius r can in-

tersect at the middle of the equilateral triangle.

The optimum packing of circles in the plane has

density 7/ v/12, which is that of the hexagonal Figure 3.9: Positions of 3 circles

packing (Kepler’s Conjecture [49]). For the connectivity, 2r; < 7. For this model we claim

that Lemma 1. and 2. are true.
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Al Lemma 1.

2
It takes maximum % (\%‘fﬁ + %) — 1 necessary hops to deliver a packet from a source to a
destination.
A.2: Lemma 2.
The number of L-nodes skipped by single H-node is approximately equal to | £ |.

Refer the A.1 and A.2 for further details and the proofs of above.

3.43 Multi-hop Mode

Non-clustering zone is a circle with radius d and concentric with sink. Specifications of the
nodes are shown in Table 3.2. Let us assume that amount of packets from the out-side of the
non-clustering zone is equal to P. Data-transfer rate is b [kbps] for all nodes. Because of
uniform distribution of H-nodes and L-nodes, amount of data for H-nodes, Py is, Py = 222

nH+NL

and amount of data for L-nodes, P, is, P, = %. Energy consumption for data relay in

H-nodes, Vy is, Vg = Py (eg + ery) /b and energy consumption for data relay in L-nodes, V7,
iS, VL = PL (6R + eTL) /b
The probability that a route consists of z number of H-nodes and y number of L-nodes,

Fo(z,y), is

z ) y
Fm(a:) y) = Xma:r Cx : Ymaz Cy ( nH ) ( nL ) ? (3'1)

ng + ny, ng +nr,

2
where Xinaw = 5 (-d— + %) — 1, when the route consists with only H-nodes. In the

2ryg

2
same manner, ¥y, = = (ij—L + —2\/—3_,) — 1, when the route consists with only L-nodes. Each

node in the route has to relay the data from Clustering area and send its own p packets of data

to sink. Therefore, energy consumption is,

V /
En=%Y (Fm(x)y/)x_ﬁ_ylﬁ
Y= Vmin 50 Tty (3.2)
zpery + y'pers v
bz +y) ’

— T | R
wherey’—y—xL%J,Ymm-[ -‘

L
Note that energy consumption in calculation unit is significant only in aggregation mode.

Otherwise it can be negligible.
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3.44 Clustering Mode

Let us assume that clusters are performed in area C(d). The calculation of average energy
consumption in clustering area C(d), E,, is given below. The numbers of H-node CHs and
L-node CHs are equal to hy and Ay, respectively. Nodes’ specifications are shown in Table 3.2.
All the CHs are uniformly distributed in area C(d). Therefore, amount of data for H-node CHs,
Pg,is Py = ,—Z%‘F;—L and amount of data for L-node CHs P, is Py, = lmiilﬁi'

CH performs 2 majbr operations inithe network. First, CH collects the sensing data from
sensor nodes in the cluster including CH itself. Then, it aggregates them and sends to sink by
multi-hop communication between CHs. Second, CH relays the traffic from other CHs to sink.
Radius of clusters, r}; = ¢ry if H-node becomes a CH and r§ = ¢r if L-node becomes a
CH. CH node has to collect the data from its own cluster and aggregate them before sending to
sink. If H-node becomes a CH, energy consumption for its own cluster process, V1, is V1 =
W;’T—;’—L—)W(ger)zp[(eR + aern)/b + €], and if L-node becomes a CH, energy consumption for
its own cluster process, Vi1, is Vi, = £%Z7r(<;571)219[(613 + aery)/b+ e;]. CH node has to
relay the data from other CHs. If CH is a High-end CH node, Vs = Py(er + erwy)/b and if
CHis a Low-end CH node, V75, = Pr(eg + ez )/b.

The probability that a route consists of  number of High-end CH nodes and y number of

Low-end CH nodes, F,(z,y), is

n e n Y
Fc(x7 y) = Xmaz C:l: * Yomaz Cy (TLH _*I:InL> (TLH :nL) ’ (3'3)

2
where X, por = \/% ( d_ 4 %) — 1, when the route consists of only High-end CH nodes. In

2ry

2
the same manner, Yynor = 75 ( % + —%) — 1, when the route consists of only Low-end CH

nodes. Therefore, energy consumption in clustering mode in area C(d) is,

Yinaw y/l_%] ;
po- Y Y (R Pt
c [+ b
7o z+y (.4)
n Vi +y' Vi
z+y ’

where y/ = y — mL% .
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Finally, from Eq. (3.4) and Eq. (3.2), we calculate the maximum d which satisfies the
E, <E..

3.5 Generalized Spatial Boundary Analysis Method for Wide
Area WSN

3.5.1 Network Model

In the proposed method, nodes placed near to sink perform the operation of a multi-hop net-
work (non-clustering zone) and nodes far away from sink perform clustering operation (Clus-
tering Zone). Before performing them, operation boundary for non-clustering zone must be
determined. Therefore, first we analyze the network and define the boundary for non-clustering
zone. Outside of that zone, we define as clustering zone. Next section explains the calcula-
tions of average energy consumption for a node in non-clustering zone; E,, when perform-
ing multi-hop communication in non-clustering zone and £, when clustering in non-clustering
zone. Then considering E,,, < E,, we calculate the boundary function for non-clustering zone
B, hop which defines the area for non-clustering zone.

We assume that every node can be aware of its location information. It is a reasonable as-
sumption, since recent researches have proposed efficient methods to obtain the location infor-
mation with high accuracy. For example, [30] proposes to perceive both the anchors’ positions
and neighbor node information by Neighbor Position-based Localization Algorithm that can
greatly enhance the positioning accuracy compared with conventional overlapping connectivity
localization algorithms. In addition, [45] proposed a method in which a probabilistic model of
wireless propagation characteristics in a real environment is constructed, and the node position

is estimated by maximum-likelihood estimation using the model.

3.5.2 Definition of the Boundary Function

In our analytical method, we consider the physical network boundaries and location of the sink
to define the spatial boundary between clustering and non-clustering zones. We use Circular

Polar Coordinates (CPC) system and shift the origin of CPC to location of the sink. First, we
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Figure 3.10: Network boundary

gather the location details of random points on the physical network boundary. The coordinates
of the a arbitrary node 7 in the system is given by (r;, §;), where r; is the radial coordinate and
g; is the angular coordinate. Then, we manually divide the whole boundary into several sub-
boundaries by considering the characteristics of the total network area. Then, we apply Least
Squares Method (ILSM) for arbitrary sub-boundary : and obtain the approximate equation of
sub-boundary function b;. As shown in Fig. 3.10, we obtain n sub-boundaries by, b4, ..., b, in
the range of 0 < 6 < 27 (6p = 0 in CPC). By combining all the sub-boundary functions, we
obtain boundary function shown in Eq. (3.5) in the range of 0 < # < 2. Each sub-boundary is
a curve segment, with fixed beginning and ending points defined by angular coordinates.

Boundary Function of the network is given by B(r, §).

(b0 (66 <6< 6)
b1(91§0<92)

B(r,0)=1{ (3.5)

{ bn(On_1§0<27r)
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Conditions
¢ Sink must be located in the area encircled by the boundary or on the boundary which is
defined by function B(r, §).
e An arbitrary line that goes through the sink must only have less than 2 intersection points
with all the sub-boundaries in B — By, where B and B, are defined as follows.

Let’s assume that the arbitrary line going through the sink is L = « where 0 < a < 27.
And, B is a set of all the sub-boundaries and By is a set of sub-boundaries that goes

through the sink.
B = {by,b1,...,bn}

Bo = {bk|br € B : and b;(0,0) = 0, where 0 < k < n}, By C Band |By| < 2

|Bo| = 0:  Sink is located in the area encircled by the boundary B(r, 6).
|Bg| = 1:  Sink is located on one of the sub-boundaries in B.

|Bo| =2:  Sink is located on the intersection point of two sub-boundaries in B.

When |By| > 2, we cannot directly use our analytical method to compute the boundary func-
tion of the non-clustering zone. However, we use the concept of power line which is described

in Section 3.5.6 to obtain a approximate computable model of the network.
Indicator function for boundary
We use indicator function I, which is shown in Eq. (3.6) to decide whether the given node is

inside the boundary B(r, §) or outside. For arbitrary node i at (r;, 6;) is given by,

1 ¢ is inside the boundary B(r, )
Iy(ri, 0;) = (3.6)

0 ¢ is outside the boundary B(r, )

3.5.3 Hexagonal Element Based Analytical Model

In our previous research [46], we used circular elements to create a model for the network.

In this paper, we use hexagonal elements as shown in Fig. 3.11 to simplify the calculations.
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Figure 3.11: Hexagonal elements

The main advantage of using CPC with hexagonal elements is that methods used to define the
boundary for non-clustering zone in 1/6 of the network (0 < ¢ < 7/3 on CPC) are repeatable
for remaining 5 areas of the network. Therefore, hereinafter we only consider the area 0 < f <
7/3 and finally repeat the same methods for other areas. In our model, we use 2 different types
of nodes which are high-end nodes and low-end nodes. Specifications of those nodes are shown

in Table 3.3.

Node expression and hop count

As shown in Fig. 3.11, CPC of arbitrary node ¢ is given by (r;, 6,), and I;(r;, ;) = 1 then,

; _ LT
(rs, 0i) = gsin(a) O
COS(O')ﬂL"T—
where £ = 0,1,2, ...,z and @ = g—’;

Minimum hop count x to sink (0,0) from (r;, 6;) is, © = 7, (cos(@) + Sl\%”) /rr/1s, Where

rus/s = Ty for high-end nodes, rg/;,5 = rr for low-end nodes, and 74,5 = 7, for maxi-

mum number of hops in given distance.
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Table 3.3: Description of the parameters

H-node | L-node

Number of nodes ng nr,
Communication range [m] TH rr
Sensing range[m] Ty rq
Initial energy [J] by br,

Transmission power [W] ery err,

Receiving power [W] eRry eRr
Calculation cost [J/bit] € €e
Aggregation ratio ! 4
Data transfer rate [kbps] P P

Number of the nodes in given area

By using Eq. (3.6), we calculate the number of the nodes within the given hop count X,,;, to

X?TL(II‘
For low-end nodes,

KXoax T
L ‘ - k;
nr, (Xmin-, Xmaw) = Z lb L T (37)

X sin(ka) ’ 31
= Xypin k=0 COS(}VO[) -+ _\/%)-_l 3

For high-end nodes,

Xoas T
marT ./I’ /,3171 k"""

'n«H(Xmi’nt Xm(lfﬂ) = Z Z ]b Sin(’“’) ’ .3_1

= X i =0 cos(ka) + ==

(3.8)

Average number of nodes inside a cluster

It is assumed that cluster C is surrounded by other 6 clusters. In (Y, sensor nodes that are in
last edge of the cluster also partially belong to other 6 clusters located around Cj. Therefore,
total average number of nodes inside the cluster n¢ with clustering radius r = jr, is equal to,
ne(f)=6(1+2+3+...+j—1)+4ix6 = 6(j—1)j/2+ 2 x 6,

ne(g) = 35%

Cluster radius r¢ for CH is, reo = Ti\/-j—L For Low-end node CH, j = r/ V/3r, and for High-end
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node CH, j = ry/+/3r.

3.5.4 Spatial Boundary for Homogeneous Networks

In homogeneous networks, we use single type of sensor nodes. Let’s assume that only L-nodes
are in the network. Specifications of those nodes are shown in Table 3.3.

By using Eq. (3.6), we calculate the number of the nodes nywithin the given hop count
Kmin 10 Xinas

Next, we calculate the average number of nodes inside a cluster. As mentioned in Section
3.5.3, total average number of nodes inside the cluster equals to ng = 3(£)?.

We assume that non-clustering zone is in the area of hop z = 1 to x; whereas cluster-
ing zone is * = = to Xjr4x, Where, in arbitrary point (r;,6;) in 0 < 6; < 7/3, Xpax =
maz |[2] - (ri,0:) |

First, we calculate the total amount of data generated in clustering zone. We assume that
every node generates p[kbit] of data. Then, amount of data generated in single cluster Py, sty 1S
Prister = (L%Jz + 1) ap. Therefore, total amount of data generated in clustering zone P one
is Pozone = Petuster X np, (T, Xarax)-

For multi-hop communications in non-clustering zone, nodes does not aggregate the data.
Each node in the route has to relay the data from clustering area in addition to sending its own
p packets of data to sink. Since non-clustering zone is in the area of hop = 1 to x, average

energy consumption F,, is,

Tp
PCz
Em = Z (p xone (eRL -+ eTL) —+ pbPeTLT

39
. (3.9)

-+ pp(x — 1)(6RL -+ eTL)) WML])

Note that energy consumption in calculation unit is significant only in aggregation mode.
Otherwise it can be negligible.
Then, we calculate the average energy consumption for clustering in non-clustering zone.

Average energy consumption of a single node when performing clustering operation in non-
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clustering zone E. is,

Pcone
Ec = Z (p—%—(CRL + eTL) + chluster_eTLx
o (3.10)

, 1
+ pf)cl'u,ste’l‘(m - 1)(6RL + eTL)) TLL(l .’L'b) .

Finally, from Eq. (3.9) and Eq. (3.10), we calculate the maximum z; which satisfies the
E,, < E. and add the equation of z; to the boundary function of non-clustering zone B,,_pop
in range 0 < 6 < /3. By repeating the same procedure, we can calculate the other 5 factors of

the B,,_pop in range 7/3 < 0 < 2.

3.5.5 Spatial Boundary for Heterogeneous Networks

We assume that non-clustering zone is in the area of hop x = 1 to x;, whereas clustering zone is
T = % to X . In arbitrary point (r;,0;), Xg = [%H(T)] and Iy(r;,0;) = 1.

First, we calculate the total amount of data generated in clustering zone. We assume that
every node generates p[kbit] of data. Then, amount of data generated in single cluster Py, ster
is Poyster = (3 [7%%]2 + 1) ap. Therefore, total amount of data generated in clustering zone

PCzone is PCzcme = Fcluster X H (I_Tbe-l ’ XH) .

TH

For, multi-hop communication in non-clustering zone, we assume that non-clustering zone
only contains low-end nodes and does not aggregate the data. Each node in the route has to
relay the data from clustering area and also sends its own p packets of data to sink. Since

non-clustering zone is in the area of hop z = 1 to x;, average energy consumption E,, is,

2 P zone
E, = Z (p Cx (err +err)
z=1 (31 1)

1
+ PPETLT =+ pp(x — 1)(6RL -+ 6’_‘[‘L)> m

Note that energy consumptibn in calculation unit is significant only in aggregation mode.
Otherwise it can be negligible.

Then, we calculate the average energy consumption for clustering in non-clustering zone.
For this calculation, we assume that non-clustering zone contains high-end nodes and low-end
nodes. Therefore, average energy consumption of a single node when performing clustering

operation in non-clustering zone E, is,
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F'"P"L 7

TH
. j : PC"(m(*
1—4/(? = (’0 (fy/’RH + e'[‘H) + [)Pclust(tre’f'llfl;

=1

+ pPayster(x — 1) (epr + (;TL))

(3.12)
1
ne(lap) + np (L [ZL])

rH

Finally, from Eq. (3.11) and Eq. (3.12), we calculate the maximum x;, which satisfies the
E,, < E, and add the equation of z, to the boundary function of non-clustering zone 5, 1,
in range 0 < 0 < 7 /3. By repeating the same methods, we can calculate the other 5 factors of

the By, pep in range 7/3 < 6 < 27.

3.5.6 Extension for Non-computable Network Topologies

When |By| > 2, we cannot directly compute the spatial boundary of the non-clustering zone.
Fig. 3.12 shows an example of non-computable network topology. Line segments AS, BS,
and CS have 1, 3, and 3 intersection points with boundary function, respectively. According to
the conditions of the boundary function, the area colored in gray cannot be included into the
computation. Therefore, we assume that equivalent amount of data from gray area is generated
on line segment DB named power line. Then, we calculate the total amount of data generated
in the gray area and consider it when we calculate the boundary of the non-clustering zone in

176 of the network which includes the power line.

3.6 Performance Evaluation

3.6.1 Simplified Spatial Boundary Analysis Method

We evaluated the performance of our proposed method via network simulator ns-2 [47] and
observed the percentage of alive nodes as a performance measure. Definition of a alive node is
a node which is able to send the sensed data to the sink successfully. Therefore, disconnected
nodes are not considered as alive nodes.

Every sensor node generate the data in iteration of 20 minutes. However, every node have a

random back off time of maximum 1 minutes before process the sensed data and prepare them
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5] sink Non-analysis area

Figure 3.12: Power line

Table 3.4: Node specifications for simulations

H-node L-node
Number of nodes 18 180
Communication range [m] 30 12
Initial energy [J] 43.55 5.67
Aggregation ratio 0.11 0.11
Data rate [kbps] 250 250
Calculation cost [J/byte] | 2.73 x 1076 | 2.73 x 106

for transmission. We used S-MAC protocol as MAC protocol. S-MAC codes are provided by
ns2 simulator. We used same setting for all the simulation experiments in this chapter.

In this simulation model, we set the node configurations using datasheet and information
provided by Crossbow [48]. Total network area was set to a circle with radius R = 80[m],
clustering factor was ¢» = 0.75. Other node specifications were shown in Table 3.4.

According to those node specifications, the radius of the non-clustering zone d became
38.07[m]. We conducted the performance evaluation in our proposed method and compared it
with clustering network which adapted the method described in [44] and multi-hop network.

Each simulation result is average over 50 different network topologies.
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The simulation result is shown in Fig. 3.13, which is alive node ratio in d = 38.07[m]. It
shows that the proposed method achieves to prolong the lifetime of WSN with heterogeneous
node types.

In addition, to evaluate the validity of our analysis model, we observed the alive node ratio
with different values of the radius of multi-hop area. In Fig. 3.14, “d + 0” means the case using

the value derived by our analysis. From the graph, “d + 0 outperforms other cases. In other

words, it proves that our analysis is valid.
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Figure 3.15: Residual energy when alive node Figure 3.16: Residual energy when alive node

ratio is reached to 99.9% ratio is reached to 80%

We also observed the residual energy of the nodes in certain alive node ratio points. When
the alive node ratio reached to 99.9%, 80%, 60%, we measured the ZesidualEncray (7] for each
nitial Energy

nodes. The simulation results for alive node ratio reached to 99.9%, 80%, 60% are shown in

Fig. 3.15, Fig. 3.16, and Fig. 3.17, respectively. Compared with clustering and multi-hop
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Figure 3.17: Residual energy when alive node ratio is reached to 60%

methods, the proposed method is able to maintain higher number of nodes with medium level
of residual energy and lower number of nodes with low level of residual energy. This result
confirms that our proposal method can maintain balanced energy consumption in the network.

In our next experiment, we increase the the number of high-end nodes to 60 and that of
the low-end nodes to 540. Other node specifications are same as in Table 3.4. We used two
topologies; topology 1 is shown in Fig. 3.18 and topology 2 in Fig. 3.19.

In our proposed method, we assume that total network area is circle and used the radius of
the circle R to evaluate the spatial boundary for non-clustering zone. However, in topology 1
and 2, we cannot obtain a direct value for the R. Therefore, we used two methods to obtain an
approximate vale for R.

Method 1

We calculate the average distance from each node to sink and use it as R. In Figs. 3.18 and
3.19, non-clustering zone calculated by the method 1 marked as R = Node_Avg.. Also in Figs.
3.20 and 3.21, network lifetime marked as R = Node_Avg. for the method 1.

Method 2

We consider R = maxz{distance from node; to sink}, where node; is an arbitrary node in
the network. In Figs. 3.18 and 3.19, non-clustering zone calculated by the method 2 marked as
R = Node_Mazx. Also in Figs. 3.20 and 3.21, network lifetime marked as R = Node_Max
for method 2.

Network lifetime for topology 1 and 2 are shown in Figs. 3.20 and 3.21, respectively. Each
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simulation result is average over 50 different node deployments.
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61

Through these experiments, it is verified that the proposed hybrid methods able to maintain

higher alive node ratio than that of the pure clustering and multi-hop methods in any network

topology.

3.6.2 Generalized Spatial Boundary Analysis Method

We evaluate the performance of the proposed method via network simulator ns-2 and observe

the percentage of alive nodes. Definition of an alive node is a node which is able to send the

sensed data to the sink successfully. Therefore, disconnected nodes are not considered as alive

nodes. Specifically, we compare it with those of total clustering and total multi-hop networks.

Each simulation result is averaged over 50 different node deployments in a given network topol-

ogy. In this simulation, we set the node configuration using datasheet and information provided
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Table 3.5: Specifications of the nodes

H-node L-node
Communication range [m] 30 12
Initial energy [J] 43.55 5.67

Calculation cost [J/bit] | 2.73 x 107% | 2.73 x 10

Aggregation ratio 0.25 0.25
Data transfer rate [kbps] 250 250
Sensing range [m] 3 3

by Crossbow [48] and those values are shown in Table 3.5.

In our first experiment, we used heterogencous network. In this experiment, we use 30 H-
nodes and 220 L-nodes. Node specifications are shown in Table 3.5. Total network area is set
to a circle with radius R = 96{771,] and center(48,0), sink located at (0,0). By method mentioned
in Section 3.5.5, the boundary function of total network area is B(r.0) = r* — 96rcos(f — 7) +
962 — 2,

According to those node specifications, the boundary function of the non-clustering zone
B, hop 18 shown in Eq. (3.13). We conduct the performance evaluation in the proposed method
and compare it with clustering network which adopts the method described in [44], and total

multi-hop network.

L[(24,0), (36.7/3)] (0 < 0 < 7/3)

L]

(

(36,7/3), (48,27/3)] ( /3 < 6 < 27 /3)
L[(48,27/3), (60, m)] (27/3 < 0 < 7)
(

(
(36

Barhop = (3.13)

L[(60,7), (48,47/3)] (7 < 0 < 47/3)
L{(48,47/3), (36,57 /3)] ( 47/3 < 0 < 57/3)
L]

o7 /3),(24.2m)] (5 /3 <6 < 27)

The simulation result, shown in Fig. 3.22 indicates the alive node ratio of the WSN. It
shows that the proposed method achieves to prolong the lifetime of WSN with heterogeneous
node types for longest time compared to the other methods.

In our second and third experiment, we used topologies with irregular network boundaries.
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topology 1 topology 2

For our second experiment, we used topology shown in Fig. 3.24 and topology shown in Fig.
3.25 used in third experiment. Figs. 3.24 and 3.25 also show the shape of the boundary functions
on corresponding network topologies. In these experiments, we used 60 H-nodes and 540 L-
nodes.

Sink is located on the edge of the network in simulation model 1 shown in Fig. 3.24.
Comparing with the simulation model 2 in Fig. 3.25, simulation model 1 has uniform relay
traffic from wide side on the network. Simulation model 2 is a narrow long network and sink is
located on the center of the network. However, the relay traffic from the horizontal direction is
much larger than that of the vertical direction. In order to handle such relay traffic, the proposed
method forms a narrow long non-clustering zone around the sink. This indicates the accuracy

of analytical method to estimate the optimal spatial boundary for non-clustering zone around
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the sink.

The simulation result, shown in Figs. 3.26 and 3.27
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sult, however, shows that the proposed method achieves Figure 3.31: Alive node ratio on

to prolong the lifetime of WSN with heterogeneous node model 1 with 500 samples
types for longest time compared to the other methods.

In addition to our second experiment, we evaluated the performance of homogeneous net-
work on topology shown in Fig. 3.24. However, the shape of the boundary function was a
different one from the one in Fig. 3.24. We used 600 single type of nodes and specifications
are shown under L-node column in Table 3.5. We derived the boundary function by using the
method mentioned in Section 3.5.4.

The simulation result, shown in Fig. 3.23, indicates the alive node ratio as a function of
elapsed time. It shows that the proposed method achieves to prolong the lifetime of WSN with
homogeneous node types for longest time compared with pure clustering [44] or pure multi-hop
methods. However, superiority of the heterogeneous network scenario is more significant than
in homogeneous network scenario.

In our forth and fifth experiments, we evaluate the validity of power line concept described
in Section 3.5.6. We used two topologies; topology 1 and topology 2 in Fig. 3.28. In these
experiments, we used 60 H-nodes and 540 L-nodes. Alive node ratio of the topology 1 and
topology 2 is shown in Figs. 3.29 and 3.30 respectively.

In topology 1 and topology 2 in Fig. 3.28, we cannot directly compute the spatial boundary
of the non-clustering zone. Therefore, we used the power line concept to estimate the optimal
spatial boundary for the non-clustering zone. Proposed method with the power line concept
indicates the higher alive node ratio than that of the total clustering and total multi-hop networks.

Through all the simulation results shown above indicate that the proposed method achieves
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to prolong the lifetime of WSN with homogeneous or heterogeneous node types for longest

time compared to the other methods.

3.7 Conclusion

In this paper, in order to prolong the lifetime of heterogeneous WSNs, we proposed a robust
hybrid routing method which adaptively combines clustering and multi-hop communication
methods.

We described the network model and mathematical analysis method to define the optimal
area of the non-clustering zone. Then, we explained inter-cluster, intra-cluster routing meth-
ods and routing in the boundary of non-clustering zone and clustering zone. Furthermore, we
showed the excellent performance of our proposed method compared with pure clustering net-
work and multi-hop network. In addition, we fluctuated the radius of multi-hop area to confirm
robustness of the proposed method.

The proposed method has the similar network topology with UC when UC has size 1 clusters
(cluster with a 1 node) near to the sink. However, UC performs a single hop non-clustering
zone and it may not be the optimal size of non-clustering zone for each and every network.
Furthermore, UC is designed for homogeneous WSNs and it has no efficient way to use the
advantage of the node’s performance heterogeneity. On the other hand, the proposed method
provides the optimal area for the non-clustering zone by considering the specifications of the
nodes and the characteristics of the networked like outer boundary and location of the sink.
The proposed method efficiently avoids the non-uniform energy consumption around the sink

in heterogeneous WSNs.



Chapter 4

Dynamic Reconfiguration of Spatial

Boundary

4.1 Introduction

~ In this chapter, we propose a dynamic reconfiguration method for the proposed spatial boundary
of clustering non-clustering hybrid routing method. In the proposed methods in chapter 3, we
assumed that nodes were uniformly distributed in the network. However, in practical networks
nodes are deployed in a non-uniform manner. In addition, the residual power of each node
decreases with time elapsing. Therefore, pre-defined spatial boundary is not optimal for all
practical networks. Moreover, in this method sensor nodes near to the spatial boundary tend to
have higher data relay traffic. Therefore, as the network time elapsed, the pre-defined spatial
boundary should be reconfigured. In this chapter we propose to dynamically re-define the spatial
boundary by considering the variance of the residual energy of a boundary node and its adjacent
nodes. Simulation results show that our method increases network lifetime in comparison to the

existing method with static boundary.

4.2 Related Work

As we introduced in previous section, CHs around the sink have high relay traffic. Due to

that traffic, those nodes consume more energy than the other CHs. Increasing the low residual

67
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energy nodes around sink shortens the network lifetime. Therefore, our previous method [46],
we focused on load balancing around sink in order to reduce the number of nodes with low
residual energy.

We assumed that every node can be aware of its location information. It is a reasonable
assumption, since recent researches have proposed efficient methods to obtain the location in-
formation with high accuracy.

In the proposed method, nodes placed near to sink perform the operation of a non-clustering
network (Non-clustering zone) and nodes far away from sink perform clustering operation
(Clustering Zone). Before performing them, operation boundary for non-clustering zone must
be determined. Therefore, first we analyzed the network and defined the boundary for non-
clustering zone. Outside of that zone, we define as clustering zone. First, we calculate the
average energy consumption for a node in non-clustering zone; E,,, when performing multi-hop
communication in non-clustering zone and £, when clustering in non-clustering zone. Then
cénsidering E,, < E., we calculate the boundary function for non-clustering zone B,_pqp
which defines the spatial boundary between non-clustering and clustering zones.

First, the boundary function of non-clustering zone B,,_,, is determined by using the
method explained in above. Then, sink broadcasts the information to network. Each node
in the network enables to receive the message including the boundary information and evalu-
ates whether it is in the non-clustering zone or clustering zone upon its location information and
B, _hop- Then, the nodes in the clustering zone form clusters by using the method explained
in [44] and forward the data to non-clustering zone. When nodes in the non-clustering zone
receive the data, they forward the data to the sink by using multi-hop communication. Further-
more, CH which is able to directly communicate with nodes in non-clustering zone is referred
to as Boundary CH (BCH). Also, inside the non-clustering zone,a node which is on the edge
of the non-clustering zone is referred as boundary node. Each BCH manages a list of next hop
nodes located in non-clustering zone and assigns a probability in proportion to residual energy
divided by initial energy to each node. When BCH forwards the data to non-clustering zone, it
selects a next node according to this probability.

We conducted simulation experiments to study the behavior of the static spatial boundary

method in [46]. In this experiment, we randomly deployed 180 low-end nodes and 20 high-end
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Figure 4.1: Energy distribution on hybrid network at 135[h]

nodes into 60[m| x 60[m]| area. Specifications of those nodes are shown in Table 4.1. Fig. 4.1
shows the residual energy distribution of the network in network time at 150[A]. Bright areas
represent the high residual energy and dark areas represent low residual energy. Through per-
formance evaluation, it is verified that our proposed hybrid method increases network lifetime
by 150% and 60% more than that of the non-clustering and, clustering respectively in heteroge-
neous networks.

In this method, we assumed that nodes are uniformly distributed in the network. However,
in practical networks nodes are deployed in a non-uniform manner. In addition, the residual
power of each node decreases with time elapsed. Therefore, pre-defined spatial boundary not
be the optimal for all practical networks. Moreover, in this method sensor nodes near to the
spatial boundary tends to has higher data relay traffic. In Fig. 4.1, dense dark spots near to the
spatial boundary are the boundary nodes which relay the data from the clustering zone to non-
clustering zone. Those nodes residual energy become critical as the network time elapse due
to high relay traffic. Therefore, as the network time elapsed, the pre-defined spatial boundary

should be reconfigured.

4.3 Dynamic Reconfiguration of Spatial Boundary

As we introduced in previous section, nodes around the spatial boundary have high relay traffic.
Due to that traffic, those nodes consume more energy than the nodes in the non-clustering zone.
Increasing the low residual energy nodes around spatial boundary shortens the network lifetime.

Also, pre-defined spatial boundary not be the optimal for all practical networks. Therefore,



70 Chapter 4. Dynamic Reconfiguration of Spatial Boundary

in this chapter we propose to dynamically re-define the spatial boundary by considering the
variance of the residual energy of a boundary node and its adjacent nodes.

We assume that every node can be aware of its location information. It is a reasonable as-
sumption, since recent researches have proposed efficient methods to obtain the location infor-
mation with high accuracy. For example, [30] proposes to perceive both the anchors’ positions
and neighbor node information by Neighbor Position-based Localization Algorithm that can
greatly enhance the positioning accuracy compared with conventional overlapping connectivity
localization algorithms. In addition, [45], proposed a method in which a probabilistic model of
wireless propagation characteristics in a real environment is constructed, and the node position
is estimated by maximum-likelihood estimation using the model.

At first, we use hybrid routing method explained in [46] to create WSN.In this research we
focus on heterogeneous WSN. In this Nodes placed near to sink perform the operation of a
non-clustering network (non-clustering zone) and nodes far away from sink perform clustering
operation (Clustering Zone). We assume that after the time 744 from the network start, dy-
namic spatial boundary mechanism will start. We also assume that, every node keeps a record
of average amount of data relay per one iteration () and the probability of get selected as a

relay node(%;) in one iteration.

4.3.1 Variance of the Residual Energy

We focus on a single boundary node along the spatial boundary. Example of the focused bound-
ary node and its adjacent nodes are shown in Fig. 4.2. Inside the non-clustering zone, nodes
which are on the edge of the non-clustering zone is referred as boundary nodes. We focus on
of the boundary nodes nz as shown in Fig. 4.2. Node n,,1, 2. ..... n,,,; are all the nodes in the
non-clustering zone which are able to directly communicate with np except the other boundary
nodes. Node n., and n.o are the adjacent nodes of ny in the clustering zone.

Let V denote the set of these nodes where N = {n,,1, "2, .. 1mi, Ner, nien - We define the
area which covered by all the nodes in NV as region of ng represent with the notification R, ;.
InFig. 42, R

ny; 1s indicated by broken lines.

When the network time is Ty, node np calculates the variance of the residual energy
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ratio in the region R, ,. Also, n; (n; € N) is an arbitrary node in the region R, , and ith row

node in the set V.
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Figure 4.2: Boundary node and its region
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| N | is the number of nodes in set N and £; is ratio of the residual energy to initial energy
of the node n;. Average residual energy of the nodes in set N is £,,, and 0‘,,2”? in Eq. (4.1) 1s
the variance of the residual energy of the region R,, .

Also, node np requests to its adjacent nodes to calculate the variance of residual energy of
-their own regions and report back to node np. However, other boundary nodes adjacent with

node np are not considered as adjacent nodes of node np.

4.3.2 Handing Over the Role of Boundary Node

Node np considers the variance of the residual energy that acquired from adjacent nodes to
select the best node to hand over the role as a boundary node. As described in 4.2, the non-
clustering zone, residual energy of the one hop away nodes are used to probabilistically select
the next hop. Therefore, region which consist of nodes with similar residual energy levels

should have more data relay traffic for load balancing. As a result, node np hand over its role
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as a boundary with node which has the region with lowest variance of residual energy. When
node np has handed over the role as a boundary node, node n g assigned to clustering zone or
non-clustering zone.

For example, in Fig. 4.2, if node np decides to hand over its role as a boundary node to node
N1, then node np is assigned to clustering zone and becomes a member of the optimal cluster
by following the method in [44]. In addition, n,,, becomes a new boundary node. If node np
decides to hand over its role as a boundary node to node 7.y, then the node npg assign to the
non-clustering zone and follow the multi-hop routing method described in previous section. In
addition, node n.; is left from the clustering zone, join with non-clustering zone. Then, node
n.; becomes a new boundary node.

When node np has selected the optimal node for hand over the role of the boundary node,
it informs the value of o2 5 to the selected node.

Next, newly selected boundary node estimates the number of iterations till the next boundary
node reconfiguration process. Every node keeps a record of average amount of data relay per
one iteration (F;) and the probability of be selected as a relay node(k;) in one iteration. Newly
selected boundary node obtains those information and uses them to estimate the variance of the
residual energy of the region after / number of iterations.

Nodes in the region R, ,, can be categorized as nodes in the non-clustering zone and nodes in
the clustering zone. For nodes in the clustering zone, those nodes are in the edge of the cluster
and only have to send the sensed data to CH. Therefore, for a arbitrary node j, residual energy

ratio EJI after [ iteration is,

EJ[ = L, — laper. 4.2)

E; is the current residual energy and « is the data transfer rate, p is the size of the single data
packet and ey is the energy consumption per transmitting a packet.

For the nodes in the non-clustering zone has to send the sensed data to sink and relay the
data traffic from clustering zone to sink. Therefore, for arbitrary node n;, residual energy ratio

EJI after [ iteration is,

Ej’ =LE; — laper — Ik, Pa(er + ep). 4.3)



4.4, Performance Evaluation 73

n;, P; and k; means arbitrary node, average amount of data relay per one iteration and
probability of get selected as a relay node in one iteration, respectively. eg is the energy con-
sumption per receiving a packet. By using Egs. (4.2) and (4.3), node estimates the variance of
the residual energy o7 of the region after / iterations. Then, the estimated o is compared with
o2 and determines the maximum / for 07 < 702 .

After a node completes the role of the boundary node for / iterations, it starts the process
from section4.3.1 to select a new node to hand over the role of the boundary node.

In order to select a best node to hand over the role as a boundary node, node has to exchange
the residual energy information between adjacent nodes. However, size of the control data
packet which use to exchange the residual energy information are much smaller than the size of
the actual data packet. Furthermore, the control packet exchange occurs only when a boundary

node wants to handing over the role of boundary node to another node. Therefore, energy

consumption for control packet exchange is not significant.

4.4 Performance Evaluation

Table 4.1: Specifications of the nodes

H-node L-node
Communication range [m] 30 12
Initial energy [J] 43.55 5.67
Calculation cost [J/bit] | 2.73 x 107°% | 2.73 x 10°©
Aggregation ratio 0.25 0.25
Data transfer rate [kbps] 250 250
Sensing range [m] 3 3

We evaluated the performance of the proposed method via network simulator ns-2 and ob-
served the percentage of alive nodes. Definition of a alive node is a node which is able to send
the sensed data to the sink successfully. Therefore, disconnected nodes are not considered as
alive nodes. Specifically, we compare it with those of total clustering and total non-clustering

networks and hybrid routing method [46]. Each simulation result is averaged over 50 different
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node deployments in a given network topology.

Every sensor node generate the data in iteration of 20 minutes. However, every node have a
random back off time of maximum 1 minutes before process the sensed data and prepare them
for transmission. We used S-MAC protocol as MAC protocol. S-MAC codes are provided
by ns2 simulator. We used same setting for all the simulation experiments in this chapter. In
this simulation, we set the node configuration using datasheet and information provided by
Crossbow [48].

In our simulation experiment, we used heterogeneous network. In this experiment, we used
49 H-nodes and 400 L-nodes. Node specifications are shown in Table 4.1. Total network area
is 100[m] x 100[m], sink located at center of the topology. We assumed, sensing range is circle
with 3[m] radius of for both H-nodes and L-nodes. Time till start the dynamic configuration

Tstatic 18 set to 100[A].
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The simulation result, shown in Fig. 4.3 indicates the alive node ratio as a function of
elapsed time. It shows that the proposed method achieves to prolong the lifetime of sensor
network with heterogeneous node types for longest time compared to the other methods.

For further study, we examined a one sample of the above 50 simulations and visualized the
distribution of the residual energy ratio. Figs. 4.5 and 4.6 shows the distribution of the residual
energy ratio in hybrid routing method with static spatial boundary (without dynamic reconfig-
uration) and the hybrid routing method with dynamic reconfiguration of spatial boundary in
network time at 300[h], respectively. Bright areas represent the high residual energy and dark
areas represent low residual energy.

In Fig. 4.5, dark spots near to the spatial boundary are the boundary nodes which relay
the data from the clustering zone to non-clustering zone. Those nodes residual energy become
critical as the network time elapse due to high relay traffic. On the other hand, in Fig. 4.6 shows
that proposed method has no darker spots near to spatial boundary.

In our next experiment, we used topology with irregular network boundaries as shown in
Fig. 4.7. Fig. 4.7 also show the shape of the boundary functions on corresponding network
topology. In this experiments, we used 60 H-nodes and 540 L-nodes.

Sink is located on the edge of the network in simulation model 1 shown in Fig. 4.7 and
Fig. 4.4 shows the same simulation results with average of 500 samples. Simulation model 1
has uniform relay traffic from wide side on the network. However, the relay traffic from the

horizontal direction is much larger than that of the vertical direction. In order to handle such
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relay traffic, the proposed method forms a narrow long non-clustering zone around the sink.

The simulation result, shown in Fig. 4.8 indicates the alive node ratio of the WSN with
irregular network boundaries. According to the alive node ratio shown in Fig. 4.8, until the net-
work time reaches to 500[A], the proposed method and hybrid routing method with static spatial
boundary have only a slight different between alive node ratios. However, when after the alive
node ratio dropped below the 90% (at about 500[h)), the proposed method ables to maintain
much higher alive node ration than the hybrid routing method with static spatial boundary. This
result shows that our proposed method is more effective for extend the network lifetime in low
alive node ratio situations.

Overall result, however, shows that the proposed method achieves to prolong the lifetime of
sensor network with heterogeneous node types for longest time compared to the other methods.

The simulation result, shown above indicates that the proposed method achieves to well

distributed relay traffic load by dynamic re-configuring the spatial boundary.

4.5 Conclusion

In this chapter, in order to maximize the network lifetime of WSN, we introduced a new
dynamic reconfiguration method for spatial boundary in clustering and non-clustering hybrid
WSN.

We described the dynamic reconfiguration of the spatial boundary by considering the vari-
ance of the residual energy of the boundary node and its adjacent nodes. Then, we described
the method of handing over the role of a boundary node to adjacent node. Furthermore, we
evaluated the performance of the proposed method and compared it with hybrid network with
static spatial boundary, clustering network and non-clustering network.

As a future work, we enhance the proposed method by considering the effect of dynamic

changes of adjacent boundary nodes.
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Conclusions

This dissertation has studied an adaptive routing protocol for heterogeneous wSNs.

In recent years, Wireless Sensor Networks (WSNs) _which consists of a large number of sen-
sor nodes having wireless communication and self-organizing capability receives much atten-
tion. Sensor nodes are tiny, battery powered modules with limited on-board processing, storage
and radio capabilities. Sensor nodes sense and send their data toward a central processing center
which is called “sink” by creating self-organized network. Those nodes are powered by embed-
ded batteries and replacement of those batteries is a very difficult process once those nodes have
been deployed. Therefore, the design of protocols and applications for such networks has to be
energy aware in order to prolong the lifetime of the network.

In order to prolong the network life time, this dissertation proposes an adaptive routing pro-
tocol for heterogeneous WSNs. First, we address the proposed clustering routing method and
non-clustering routing method for heterogeneous WSNs. Proposed clustering method success-
fully avbid non-uniform energy consumption around CHs and extend the network lifetime in
wide area WSNs by selecting the cluster heads considering not only transmission power and
residual energy of each node but also those of its adjacent nodes. On the other hand, pro-
posed non-clustering method extend the network lifetime in small area WSNs by considering
the residual energy of the nodes to select the optimal path for source to destination. Then, in
order to avoid non-uniform energy consumption around the sink, we presets the proposed hy-
brid routing method which adaptively combined clustering and non-clustering communication

methods. In proposed hybrid routing method, we proposed a analysis method which can flexi-
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bly include the constraints on the physical network boundaries and location of the sink to define
the spatial boundary between clustering and non-clustering zones. Next, to responds to dynamic
changes in the practical networks, we presents the proposed network reconfigure method which
dynamically re-define the spatial boundary by considering the variance of the residual enérgy
of a boundary node and its adjacent nodes.

Chapter 2 presented clustering and non-clustering routing methods for heterogeneous WSNss.
First, we discussed some related works and introduce you to two existing clustering methods for
heterogeneous WSNs, which were HEED (Hybrid Energy-Efficient Distributed clustering) and
CC (Chessboard Clustering) and two existing non-clustering routing protocols which were Ad
hoc On-Demand Distance Vector (AODV) and the Dynamic Source Routing(DSR) protocol.
Then, we presented our proposed clustering and non-clustering methods for WSNs. Proposed
clustering method, selects Cluster Heads (CH) considering not only the performance of a cer-
tain node but also that of its adjacent node. The proposed non-clustering method is extension
for DSR protocol and residual energy of nodes in the path are taken under consideration when
select a optimal path between source and destination. In addition, proposed clustering and
non-clustering methods had no limitations on the number of node types that can use to crate a
WSN.

Through the simulation experiments, we verified that smaller number of classes C is better
fof the first half of the network lifetime and larger C is better for the second half of the lifetime.
Simulation results show that the proposed clustering method is able to increase the network
lifetime by 80% and 60% more than that of the CC and HEED, respectively in heterogeneous
environment and achieve much higher performance than that in homogeneous environment.
Also, simulation results show that the proposed clustering method achieves more than 10% of
coverage than that of CC even in such a CC favorable environment. Through all the performance
evaluation, it is verified that our proposed clustering method increases network lifetime than
CC and HEED, in heterogeneous networks. Moreover, even in a horﬁogeneous network, the
proposed method has almost the same performance as HEED. It is a useful feature for practical
use.

Chapter.3 proposed a robust clustering non-clustering hybrid routing method for hetero-

geneous WSN which adaptively combines clustering and multi-hop communication methods.
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Most of conventional routing methods for WSN are optimized for a specific applications. In
order to-study the energy consumption and traffic patterns around sink and study about efficient
bode placement around the Sink, we conducted several preliminary simulation experiments. In
the proposed method, however, we considered the specifications of the nodes and the character-
istics of the networked like outer boundary and location of the sink instead of characteristics of
an application to optimize the WSN. Therefore, the proposed method can be easily applied to
general-purpose WSN with multiple sensor applications. Also in chapter 3, we proposed sim-
plified spatial boundary analysis method for small area WSN and generalized spatial boundary
analysis method for wide area WSN. In order to calculate the optimal spatial boundary in non-
computable networks, we introduced the power line concept. Through the simulation experi-
ments, we verified that the proposed hybrid methods able to maintain higher alive node ratio
than that of the pure clustering and multi-hop methods in any network topology.

Chapter 4 proposed the dynamic reconfiguration method of spatial boundary of clustering
non-clustering hybrid routing method. In our proposed methods in chapter 3, we assumed that
nodes were uniformly distributed in the network. However, in practical networks nodes are
deployed in a non-uniform manner. In addition, the residual power of each node decreases
with time elapsing. Therefore, pre-defined spatial boundary is not the optimal for all practical
networks. Moreover, in this method sensor nodes near to the spatial boundary tends to has
higher data relay traffic. Therefore, as the network time élapsed, the pre-defined spatial bound-
ary should be reconfigured. The proposed method considers the variance of the residual energy
of a boundary node and its adjacent nodes. Simulation results show that our method increases

network lifetime in comparison the existing method with static boundary.
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Appendix A

Appendices

A.1 Proof of Lemma 1

2
It takes maximum % (\%‘i + %) — 1 necessary hops to deliver a packet from a source to a
destination.

Proof:

Assume that all the sensor nodes are within an area of a circle with radius d, d > r. The trans-
mission range of each mobile station is . Denote the graph generated by connecting all pairs
of vertices within each others’ transmission range as G; that is, two vertices are connected if
and only if their geographic distance is less than or equal to 1. Then an upper bound for the
diameter of G is,% (;—l + %)2 — 1. In other words, it takes maximum % (% + %)2 -1
hops necessary to deliver a packet from a source to a destination.

Let D be the diameter of the graph G. Choose two vertices u, v such that the distance in

G between u and v, dg(u,v), is D; that is, dg(u,v) = D. Then there exist distinct vertices

u;, 1 <1 < D+ 1 such that,
U=Up S U S US> ... O UD S UDp1 =V

is a shortest path of length D between v and v. Let us define aset I = {u; : i is odd}. Then the
size of I, denoted by | I |, is [(D + 1)/2]. Then I becomes an independent set of vertices.

Claim 1 : I is an independent set of vertices in graph G.
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Suppose that [ is not an independent set; that is, there exists at least one edge between
some pair of vertices in /. Without loss of generality, we assume that there are two vertices
Ugj+1, Ugk+1 in [ such that j < kand ugjyq <> uggp4i. By the definition of I, the two vertices

are on the shortest path from « to v. Then the shortest path can be represented as,

U= Uy <7 ... U5 <> U241 € Ukl € U2ky2... < Upy1 =V

The length of this path, as represented, is D — [(2k+ 1) — (25 +1)]+1 = D + 25 — 2k + 1.
It is less than D. This contradicts to dg(u,v) = D. Therefore, there is no edge between any
pair of vertices in I; in other words, I is an independent set in G. By Claim 1 and definition of
G, we have Claim 2.

Claim 2 : The geographic distance between any pair of vertices in / is larger than 2r.

Then, for each vertex u; € I, we define a circle S; with a center at u; and with a radius of
5. By Claim 2, two circles S;, Sy, are disjoint if j # k. Because all the vertices in I are covered
by the circle C(d), all the disjoint circles .S; (¢ is odd) can be covered by a larger circle named
C(d + rs), which has the same center as the circle C(d) and has a radius of d + r, where r;
is sensing radius of the node. Now we can relate this diameter problem to the circle packing
problem, that is, how to effectively pack these non-overlapping circles S; (¢ is odd) as many as

possible into the large circle C(d+75). By the remark following the proof of Lemma I we have,

> i(Areaof S;) < T
Areaof C(d+2r,//3) ~ V12

or (d 2 \?
D<2|I|-1< |24} —1.
2|1 —\/12(7» \/§)

A.2 Proof of Lemma 2

Number of L-nodes skipped by single H-node is approximately equal to L:_;IJ
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Figure A.1: Number of L-node hops skipped by H-node

Proof:

Node packing is optimum when it creates hexagonal packing. Considering that topology, we
can assume a topology between source node u and destination node v as shown in Fig.A.1. Let
the communication range of H-node is ry and that of L-node is ry,.

There are n nodes between « and v. When n is odd, .

v/ (nrpcos(n /6))% + (rpsin(n/6))% < ry < (n + 1)rpcos(n/6)

3n?+1 <TH \/§(n+1)_
2 T rp T 2

On the other hand, when n is even,

nrreos(m/6) < rg < A/((n+ )rrcos(n/6))2 + (rpsin(r/6))2
2

<

TH < 3(’n+ 1)2+1
L 2 '

Definition of the HJ is,

FEJ =k ifandonlyif k< k41
L L

\/§n< V3n2 +1 < TH
2 2 - orr
p)
< V3(n+1) < V3(n+1)2+1

2 » 2

n <

(A.1)

<n+1
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Therefore,

- [z)

In other words, the mean number of L-nodes skipped by single H-node is equal to L’;’fj .
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