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Abstract

In clinical evaluation processes, meta-analysis is a statistical methodology to synthesise results of several trials for the purpose of quantitatively summarising the evidence expressed as a treatment effect (e.g. mean treatment difference for continuous outcomes). Especially in clinical perspectives, there is a growing interest in extending meta-analysis beyond estimating an overall treatment effect, and to produce results tailored to the individual patient or clinically relevant subgroups. Meta-regression (MR) is a technique for modeling relationships between the treatment effect and trial-level covariates, and also can be used for assessing how the patient characteristics affect the clinical effectiveness in the context of meta-analysis. However, most meta-analysis methods build models on aggregate data (AD) obtained by summarising individual patient data (IPD) which should have been measured originally in each trial, and thus a pooled treatment effect is estimated with ignoring scheme of sampling IPD. For this reason, the MR model have often been criticised. The MR model incorporates covariates as summary statistics on background factors of patients, such as a mean age and a proportion of male patients in each trial. This means that the patient characteristics are evaluated expediently with trial-level covariates in place of patient-level covariates. It causes a technical issue that is referred to as ecological bias, and leads to a limitation in interpretation. In particular, it is well known that, for a treatment-covariate interaction between a clinical treatment and a patient characteristic, a test using the MR model has seriously lower statistical power than that using the IPD-based model. Note that, for the inference of the treatment-covariate interaction, the MR model yields a result of just an ‘across-trial interaction effect’ between the treatment effect estimates and mean covariate values, not a ‘within-trial interaction effect’ between individual outcomes and individual covariate values.

As alternative solutions to this problems, some meta-analysis methods using IPD have been suggested. In these methods, once the original IPD including patient-level covariates are collected from all trials involved, any flexible statistical approaches, such as multilevel models and hierarchical random effect models, are applied to the IPD. Meta-analyses based on IPD allow one to achieve much more meaningful evaluation on the treatment-covariate interaction by separating it into the across-trial and the within-trial effect; in particular, the IPD meta-analysis is an only way to assess the within-trial interaction effect. However, use of the IPD may have a disadvantage related to their resources, such as substantial time and costs
to obtain and process the IPD. And also, practitioners cannot always collect the IPD from all trials because the IPD might have been lost or destroyed. For this reason, it has become increasingly important to consider situations where some trials provide IPD (IPD trials) and the others provide only AD (AD trials). Some researchers have already investigated how to combine IPD and AD in meta-analysis, especially when treatment-covariate interaction is of interest.

From these backgrounds, we propose a meta-analysis method for estimating both the across-trial and the within-trial interaction. For the case that all trials provide only AD, we first assume an IPD meta-analysis model including parameters of the across-trial and the within-trial interaction effect, and then marginalise the density of IPD with respect to missing IPD. This process produces a likelihood for the AD available, and allows one to get information on the within-trial interaction by meta-analysing several AD trials. We emphasise that the within-trial interaction can be approximately estimated by using this likelihood even if only the AD are available from each trial. Actually, some simulation studies suggested that the proposed method has potential benefits to the inference of the within-trial interaction in comparison with the existing MR approach. When some trials provide IPD and the others provide only AD, the proposed method is simply extended to combine IPD and AD. There, the likelihood for parameters to be estimated is given by product of a likelihood for the IPD trials and the marginalised likelihood for the AD trials. This again allows one to get information on the within-trial interaction from the AD trials. Through simulation studies, the proposed method provided smaller biases and smaller mean-square errors for estimator of the within-trial interaction in comparison with some existing meta-analysis methods, especially when the proportion of available IPD was small. And also, simulation studies investigated how the proportion of available IPD affects the biases and the mean-square errors for estimator of the within-trial interaction obtained from the proposed method. These results could offer a useful guidance if one considers how many IPD trials should be collected to preserve a desired level of statistical power. Note that the proposed method is applicable when parameters to be estimated can be assumed as fixed effects; so that the treatment effect and the treatment-covariate interaction effects are assumed to be common across trials.

As a breakthrough of the existing meta-analysis methods, we propose a meta-analysis method based on simulated IPD (SIPD), which reconstructs the missing IPD for each trial and then applies a standard IPD meta-analysis model to each SIPD. We here discuss two types of sampling procedures for generating the SIPD: frequentist and Bayesian procedures. Since
the proposed method based on SIPD also uses the scheme of marginalising the missing IPD, any advantages mentioned above are held in this framework. When some trials provide IPD and the others provide only AD, the proposed method reconstructs the missing IPD from the AD trials and then meta-analyses each set of SIPD combined with the collected IPD. Through an illustration with 5 IPD trials in hypertension, which investigate to what extent lowering of systolic blood pressure and diastolic blood pressure contributed to cardiovascular prevention, we demonstrated that the proposed method was much superior to the existing meta-analysis methods in terms of the biases and the mean-square errors for estimator of the within-trial interaction. Using the SIPD enables one to apply any approaches for the IPD meta-analysis, and could have a huge possibility to produce novel findings (e.g. a flexible trial design) which is never provided by the existing meta-analysis methods.
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1 Introduction

1.1 Backgrounds

In clinical evaluation processes, meta-analysis is a statistical methodology to synthesise results of several trials for the purpose of quantitatively summarising the evidence expressed as a treatment effect (e.g. mean treatment difference for continuous outcomes). The fundamental objectives of meta-analysis are to accumulate evidence from smaller trials and to increase statistical power to detect an effectiveness of a clinical treatment (Borenstein et al., 2009). For example, when an investigator is looking for beneficial effects in specific subgroups of patients, a single trial may contain too few patients in the subgroup of interest to be informative. In drug development, meta-analysis is recognised as a useful tool to summarise the overall efficacy results of a drug application and to analyse less frequent outcomes in the overall safety evaluation (Jones, 2008). Sutton and Higgins (2008) reviewed highlights of recent developments in meta-analysis in medical research, and outlined how emphasis has been placed on: heterogeneity and random-effects analyses, special consideration in different areas of application, assessing bias within and across trials, extension of ideas to complex evidence synthesis.

In clinical perspectives, there is a growing interest in extending meta-analysis beyond estimating an overall treatment effect, and to produce results tailored to the individual patient or clinically relevant subgroups (Thompson and Higgins, 2005). Rubin (1990) has criticised conventional meta-analysis techniques just averaging the treatment effects from each trial, and has suggested a need to estimate the effect of treatment versus control as a function of a set of scientific factors that influence efficacy (e.g. age, race and gender). This requires meta-analysis models that assess the association (or interaction) between patient-level covariates and the statistical measure of interest. Meta-regression (MR) is a technique for modelling relationships between the treatment effect and trial-level covariates, and also can be used for assessing how the patient characteristics affect the clinical effectiveness in the context
of meta-analysis. The MR approach has been successfully applied with trial-level variables. Berkey et al. (1995) showed that the efficacy of BCG vaccine for tuberculosis increased with distance of the trial site from the equator. Thompson (1993) demonstrated that cholesterol-lowering drugs were more effective in reducing ischemic heart disease in trials in which the treatment groups achieved greater average reductions in serum cholesterol levels relative to their respective control groups. However, most meta-analysis methods build models on aggregate data (AD) obtained by summarising individual patient data (IPD) which should have been measured originally in each trial, and thus a pooled treatment effect is estimated with ignoring scheme of sampling IPD. For this reason, the MR model have often been criticised (Thompson and Higgins, 2002; Riley et al., 2010). The MR model incorporates covariates as summary statistics on background factors of patients, such as a mean age and a proportion of male patients in each trial. This means that the patient characteristics are evaluated expediently with trial-level covariates in place of patient-level covariates. It causes a technical issue that is referred to as ecological bias (Morgenstern, 1982), and leads to a limitation in interpretation (Thompson and Higgins, 2002). In particular, it is well known that, for a treatment-covariate interaction between a clinical treatment and a patient characteristic, a test using the MR model has seriously lower statistical power than that using the IPD-based model (Lambert et al., 2002; Simmonds and Higgins, 2007). Berlin et al. (2002) conducted two types of meta-analyses by using individual patient-level data and trial-level data from 5 trials in their clinical research, and showed that the meta-analysis based on the trial-level data failed to detect the treatment-covariate interaction. Thompson and Higgins (2002) advocated that the relationship described by the MR model is an observational association, so this suffers from the bias by confounding. Note that the MR model assumes the 'across-trial interaction' between the treatment effect estimates and mean covariate values reflects the more pertinent 'within-trial interaction' between individual outcomes and individual covariate values. This may not be true in practice, as across-trial associations are prone to trial-level confounding, and may truly not reflect within-trial associations (Riley and Steyerberg, 2010).

As alternative solutions to this problems, some meta-analysis methods using IPD have been suggested (Riley, Lambert and Abo-Zaid, 2010; Simmonds et al., 2005). In these methods, once the original IPD including patient-level outcome and covariate values are collected from all trials involved, any flexible statistical approaches, such as multilevel models (Goldstein et al., 2000) and hierarchical random effect models (Turner et al., 2000; Whitehead et al., 2001; Higgins et al., 2001; Riley et al., 2007), are applied to the IPD. This brings
many opportunities over the AD approaches in the sense of deriving desired summary results directly, checking modelling assumptions, and assessing non-linear trends (Riley, 2010). Meta-analyses based on IPD allow one to achieve much more meaningful evaluation on the treatment-covariate interaction by separating it into the across-trial and the within-trial effect; in particular, the IPD meta-analysis is an only way to assess the within-trial interaction effect. However, the use of full IPD is not always without its difficulties. In particular, this approach is resource intensive, because substantial time and costs are required to contact trial authors, to obtain their IPD, to input and clean the provided IPD, to resolve any data issues through dialog with the data providers, and to generate a consistent data format across trials (Riley et al., 2010). And also, practitioners cannot always collect the IPD from all trials because the IPD might have been lost or damaged, or trial authors may not be contactable or willing to collaborate. Riley et al. (2010) pointed out that the possibility of collecting the IPD from all trials is not so high. If the collectability of IPD is associated with the results in each trial, a meta-analysis based only on the collected IPD may be biased (Stewart and Tierney, 2002). For this reason, it has become increasingly important to consider situations where some trials provide IPD and the others provide only AD. Some researchers have already investigated how to combine IPD and AD in meta-analysis, especially when treatment-covariate interaction is of interest (Riley et al., 2008; Sutton, Kendrick and Copland, 2008; Riley and Steyerberg, 2010). Such approaches have also been developed in the context of ecological study (Jackson, Best and Richardson, 2008; Haneuse and Wakefield, 2007; Haneuse and Wakefield, 2008; Wakefield, 2004; Wakefield et al., 2011). Wakefield et al. (2011) advocated that the only reliable approach for removing ecological bias is to supplement the ecological data with individual-level information. Jackson, Best and Richardson (2008) suggested Bayesian hierarchical related regression which uses Markov chain Monte Carlo method to simultaneously estimate IPD trials and AD trials models linked by common parameters, where the IPD supplement the aggregate information across different groups such as geographical areas.

From these backgrounds, we propose a meta-analysis method for estimating both the across-trial and the within-trial interaction effect. For the case that all trials provide only AD, we first assume an IPD meta-analysis model including parameters of the across-trial and the within-trial interaction effect, and then marginalise the density of IPD with respect to missing IPD, which requires an integration over a region restricted by observed AD. This process produces a likelihood for the AD available, and allows one to get information on
the within-trial interaction by meta-analysing several AD trials. The idea of marginalising
the IPD meta-analysis model is inspired from ecological inference, in which the relationships
between individual specific quantities are evaluated by using population-level data. In partic-
ular, Wakefield and Salway (2001) presented a statistical framework for ecological inference,
describing parametric models for binary response data that include within-aggregation vari-
ability of covariates, which is intended to reduce the ecological bias. We emphasise that the
within-trial interaction can be approximately estimated by using this likelihood even if only
the AD are available from each trial. When some trials provide IPD and the others provide
only AD, the proposed method is simply extended to combine IPD and AD. There, the like-
lihood for parameters to be estimated is given by product of a likelihood for the IPD trials
and the marginal likelihood for the AD trials. This again allows one to get information on
the within-trial interaction from the AD trials. Note that the proposed method is applicable
when parameters to be estimated can be assumed as fixed effects; so that the treatment effect
and the treatment-covariate interaction effects are assumed to be common across trials.

As a breakthrough of the existing meta-analyses, we propose a meta-analysis method
based on simulated IPD (SIPD), which reconstructs the missing IPD for each trial and then
applies a standard IPD meta-analysis model to each SIPD. When some trials provide IPD and
the others provide only AD, the proposed method reconstructs the missing IPD for the AD
trials and then meta-analyse each set of SIPD combined with the collected IPD. We show,
once the SIPD are generated, how existing IPD meta-analysis approaches can be applied,
and we demonstrate the benefits of incorporating the SIPD. We here consider two types of
sampling procedures for generating the SIPD: frequentist and Bayesian procedures, which
are inspired by multiple imputation applied in the analysis of incomplete data with missing
outcomes and covariates (Rubin, 1987). In the frequentist procedure, each set of SIPD is
generated from a conditional distribution of the missing IPD given the AD (and the collected
IPD) and a known parameter, and then resulting estimates from each SIPD (combined with
the collected IPD) are summarised by using Poor Man's Data Augmentation 2 proposed by
Wei and Tanner (1990). In the Bayesian procedure, each set of SIPD is generated from a
posterior predictive distribution of the missing IPD given the AD (and the collected IPD), and
then resulting estimates from each SIPD (combined with the collected IPD) are summarised
by using Rubin's (1987) rule. Both procedures ultimately produce a posterior distribution
of parameters of interest, and thus a posterior mean and variance for frequentist inference.
Since these approaches also use the scheme of marginalising the missing IPD, any advantages
### Table I. Summary of the 5 trials in hypertension, included in the meta-analysis of Wang et al. (2005).

<table>
<thead>
<tr>
<th>Trial name</th>
<th>Number of patients</th>
<th>Age (years)</th>
<th>SBP (follow-up - baseline)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>Treatment</td>
<td>Control</td>
</tr>
<tr>
<td>HEP</td>
<td>199</td>
<td>150</td>
<td>69.57 (5.39)</td>
</tr>
<tr>
<td>EWPHE</td>
<td>82</td>
<td>90</td>
<td>74.11 (8.69)</td>
</tr>
<tr>
<td>MRC-2</td>
<td>1337</td>
<td>1314</td>
<td>70.43 (2.75)</td>
</tr>
<tr>
<td>SHEP</td>
<td>2371</td>
<td>2365</td>
<td>71.54 (6.68)</td>
</tr>
<tr>
<td>Sy-Eur</td>
<td>2297</td>
<td>2398</td>
<td>70.20 (6.68)</td>
</tr>
</tbody>
</table>

SBP: systolic blood pressure, s.d.: standard deviation, s.e.: standard error

* Trial names are consistent with Wang et al. (2005), where further details and trial publications can be found.

The provided above are held in these frameworks. Furthermore, using the SIPD enables one to apply any approaches for the IPD meta-analysis, and could have a huge possibility to produce novel findings (e.g. a flexible trial design) which is never provided by the existing meta-analysis methods. Note that the proposed method is again applicable when parameters to be estimated can be assumed as fixed effects.

### 1.2 Motivating examples

#### 1.2.1 Hypertension data

Wang et al. (2005) performed a quantitative overview of trials in hypertension to investigate to what extent lowering of systolic blood pressure (SBP) and diastolic blood pressure contributed to cardiovascular prevention. They selected randomised controlled trials that tested active antihypertensive drugs against placebo or no treatment. For their analyses, IPD was sought from trials in the Individual Data Analysis of Antihypertensive intervention trials data set (Gueyffier et al., 1995) or at the Studies Coordinating Centre in Leuven (Liu et al., 1998; Staessen et al., 1997; Amery et al., 1985). 10 trials were ultimately included, and these provided IPD for a total of 28,592 patients. To illustrate meta-analysis methods introduced in Chapter 2 and Chapter 3, we will carry out a meta-analysis of 5 (12,603 patients) of these 10 trials, which are sufficiently homogeneous across trials with respect to a treatment effect.
and a trial-level covariate. These 5 trials were chosen as they were conducted in populations with a similar mean age around 70. The mean change in SBP (follow-up minus baseline) for each treatment group in each trial are shown in Table I, with negative values indicating a beneficial effect. The treatment effect is shown in the rightmost column in Table I, with negative values indicating that the treatment is effective. Table I also shows the mean age, and the groups appear to be well balanced in each trial at baseline.

One of the usual way for displaying meta-analysis data is known as forest plot. Figure 1 shows the forest plot of the 5 trials in hypertension. The position of the black squares represents the findings (an estimate of the mean outcome difference between groups, and its standard error) from each individual trial. The size of the square is proportional to the precision of the trial (roughly speaking, the sample size). A horizontal line drawn on both sides of the squares for each trial denotes the 95 per cent confidence interval of the treatment effect estimate. A pooled treatment effect estimate obtained by combining all 5 trials is displayed as a diamond in the lowest part of the forest plot. We here assume that all 5 trials share a common true value of the mean difference (i.e. the fixed treatment effect), and we estimate the pooled treatment effect. Now let MD₁, MDᵢ and V(MDᵢ) be a true value of the mean difference from the i-th trial (i = 1, ..., 5), an estimate of MDᵢ and a variance estimate of MDᵢ, respectively. Assume MDᵢ is normally distributed with mean MDᵢ and known variance V(MDᵢ), and

\[
MD = MD₁ = ... = MD₅.
\]

Then, the pooled mean difference is estimated by

\[
\hat{MD} = \frac{\sum_{i=1}^{5} \frac{MDᵢ}{V(MDᵢ)}}{\sum_{i=1}^{5} \frac{1}{V(MDᵢ)}} = -10.77
\]

and the 95 per cent confidence interval for \(\hat{MD}\) is given by

\[
\hat{MD} \pm 1.96 \times \left( \sum_{i=1}^{5} \frac{1}{V(MDᵢ)} \right)^{-1/2} = [-11.40, -10.14].
\]

These results (seen in Figure 1) indicate that the treatment is significantly effective in reducing SBP by, on average, 10.77 mmHg more than placebo.

We also examine the extent of heterogeneity in the treatment effect across the 5 trials. It is generally accepted that meta-analyses should assess heterogeneity, which may be defined:
as the presence of variation in true effect sizes underlying the different studies (Higgins, 2008). Cochran's $Q$ test is often applied in meta-analysis for determining whether there is heterogeneity in treatment effects (Cochran, 1954). For the 5 trials in hypertension, the $Q$ test evaluates a null hypothesis $H_0 : \text{MD} = \text{MD}_1 = \cdots = \text{MD}_5$ by using the following $Q$ statistic which has a chi-square distribution with (the number of trials minus 1) degrees of freedom:

$$Q = \sum_{i=1}^{5} \frac{(\text{MD}_i - \text{MD})^2}{\text{V} (\text{MD}_i)} = 4.849 \sim \chi^2_4.$$ 

which provides a p-value of 0.303, and thus there is no strong evidence of heterogeneity. Furthermore, $I^2$ index is the proportion of total variation in the estimates of treatment effect that is due to heterogeneity across trials, and can easily be interpreted as a percentage of heterogeneity (Higgins and Thompson, 2002). For the 5 trials in hypertension, $I^2$ is given by

$$I^2 = \frac{Q - \frac{4}{Q}}{Q} \times 100 = 17.50 \text{ per cent.} \quad (1.1)$$ 

Here, according to a tentative classification of $I^2$ values with the purpose of helping to interpret its magnitude by Higgins and Thompson (2002), the percentages of around 25 per cent ($I^2 = 25$), 50 per cent ($I^2 = 50$), and 75 per cent ($I^2 = 75$) would mean low, medium,

<table>
<thead>
<tr>
<th>Trial name</th>
<th>Mean Difference [ 95 per cent CI ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>HEP</td>
<td>-13.23 [-17.91, -8.55 ]</td>
</tr>
<tr>
<td>EWPHE</td>
<td>-12.68 [-19.08, -6.27 ]</td>
</tr>
<tr>
<td>MRC-2</td>
<td>-10.65 [-12.31, -8.98 ]</td>
</tr>
<tr>
<td>SHEP</td>
<td>-11.51 [-12.60, -10.42 ]</td>
</tr>
<tr>
<td>Sy-Eur</td>
<td>-10.18 [-11.07, -9.29 ]</td>
</tr>
<tr>
<td>Summary</td>
<td>-10.77 [-11.40, -10.14 ]</td>
</tr>
</tbody>
</table>

Figure 1. Forest plot of 5 trials in hypertension.
and high heterogeneity, respectively. Thus, the $I^2$ value (1.1) again indicates potential low heterogeneity across the 5 trials. Therefore, we concluded that any models with fixed treatment effects, which are introduced in Chapter 2 and Chapter 3, could be appropriate for the 5 trials in hypertension.

It is also clinically important to assess how the age adjusts the treatment effect. The hypertension data will be used in this paper to demonstrate and critically assess the methods developed; those interested in more clinical conclusions are referred elsewhere (Wang et al., 2005).

### 1.2.2 Home safety education data

Sutton, Kendrick and Coupland (2008) performed a systematic review to investigate the effectiveness of home safety education on the provision of a safety equipment. In particular, they meta-analysed 8 trials (Clamp and Kendrick, 1998; Nansel et al., 2002; McDonald et al., 2005; Watson et al., 2005; Kendrick et al., 2005; Kendrick et al., 1999; Sznajder et al., 2003; Gielen et al., 2002), which have inspected whether an educational intervention increases the ownership of stair gates installed for the prevention of falls in children. As a participant-level socioeconomic characteristic affecting the intervention effectiveness, they were interested in whether the family is a single or two-parent household; so that they assessed how the number of families with a fitted stair gate in the intervention group is different between these two participant subgroups. The review involved 6 trials (3,447 participants) with IPD and 2 other
trials (193 participants) with AD. And also, participants in 3 trials were allocated to some clusters nested within the trials. To illustrate meta-analysis methods introduced in Chapter 2 and Chapter 3, we here carry out a meta-analysis for 5 (2,565 participants) of 8 trials, which are sufficiently homogeneous across trials with respect to a treatment effect and a trial-level covariate. Although participants in one trial are allocated to 37 clusters, we ignore this participant-clustering to avoid further complexity. We focus on gender of children as a participant-level covariate, and mainly assess how gender affects the intervention effectiveness. The number of participants in each group, and the number of participants with a stair gate in each group are shown in Table II. The intervention effects (log odds ratio between two treatment groups) from each trial are shown in Table II, with positive values indicating a beneficial effect. Table II also shows the proportion of male participants in each trial. There is small variation in the proportion of male participants across trials.

Figure 2 shows the forest plot of the 5 trials in home safety education. The position of the black squares represents the findings of the log odds ratios from each individual trial. Now let log OR_i, log \hat{OR}_i and V(log \hat{OR}_i) be a true value of the log odds ratio from the ith trial (i = 1, ..., 5), an estimate of log OR_i observed and a variance estimate of log \hat{OR}_i, respectively. Assume that log \hat{OR}_i is normally distributed with mean log OR_i and known

<table>
<thead>
<tr>
<th>No. of trial</th>
<th>Odds Ratio [ 95 per cent CI ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trial 1</td>
<td>1.17 [ 0.52, 2.62 ]</td>
</tr>
<tr>
<td>Trial 2</td>
<td>2.29 [ 0.97, 5.40 ]</td>
</tr>
<tr>
<td>Trial 3</td>
<td>1.90 [ 0.87, 4.16 ]</td>
</tr>
<tr>
<td>Trial 4</td>
<td>1.45 [ 1.18, 1.78 ]</td>
</tr>
<tr>
<td>Trial 5</td>
<td>1.12 [ 0.82, 1.53 ]</td>
</tr>
<tr>
<td>Summary</td>
<td>1.38 [ 1.17, 1.62 ]</td>
</tr>
</tbody>
</table>

Figure 2. Forest plot of the 5 trials in home safety education.
variance \( V(\log \hat{OR}_i) \), and

\[
\hat{OR} = \hat{OR}_1 = \cdots = \hat{OR}_5.
\]

Then, the pooled odds ratio is estimated by

\[
\hat{OR} = \exp \left\{ \frac{\sum_{i=1}^{5} \frac{\log \hat{OR}_i}{V(\log \hat{OR}_i)}}{\sum_{i=1}^{5} \frac{1}{V(\log \hat{OR}_i)}} \right\} = 1.38
\]

and the 95 per cent confidence interval for \( \hat{OR} \) is given by

\[
\exp \left\{ \log \hat{OR} \pm 1.96 \times \left( \sum_{i=1}^{5} \frac{1}{V(\log \hat{OR}_i)} \right)^{-1/2} \right\} = [1.17, 1.62].
\]

These results (seen in Figure 2) indicates that the the intervention significantly increases the probability of ownership of the stair gate more than control on average.

We also examine the extent of heterogeneity in the treatment effect across the 5 trials. The \( Q \) test gave a \( Q \) statistic

\[
Q = \sum_{i=1}^{5} \frac{(\log \hat{OR}_i - \log \hat{OR})^2}{V(\log \hat{OR}_i)} = 4.067 \sim \chi^2
\]

and its p-value of 0.397, and thus there is no strong evidence of heterogeneity. Further, \( I^2 \) index computed in the same way for (1.1) was 1.65 per cent. This again indicates potential low heterogeneity across the 5 trials. Therefore, we concluded that fixed treatment effect models introduced in Chapter 2 and Chapter 3 could be appropriate for the 5 trials in home safety education.

It is also clinically important to assess how gender of children adjusts the treatment effect. The home safety education data will be used in this paper to demonstrate and critically assess the methods developed; those interested in more clinical conclusions are referred elsewhere (Sutton, Kendrick and Coupland, 2008).

### 1.3 Components of this paper

In Chapter 2, we introduce IPD and AD in two situations where: (i) a single continuous outcome and a single continuous covariate are observed from each patient, (ii) a single binary outcome and a single binary covariate are observed from each patient, and describe IPD
meta-analysis models and the MR models for each situation, respectively. We also discuss the differences between the within-trial and the across-trial interaction. Through applications to the hypertension data and the home safety education data, the methods are illustrated. Furthermore, for the case that some trials provide IPD and the others provide only AD, we describe existing models for combining IPD and AD. In Chapter 3, we describe our new meta-analysis method with marginalising the missing IPD for the situation (i). The method is extended to combine IPD and AD. We also describe meta-analysis methods based on simulated IPD. The methods are explained by frequentist and Bayesian perspectives, and applied to both situations (i) and (ii). In Chapter 4, we conduct simulation studies to examine the performance of the proposed method with marginalising the missing IPD in comparison to existing methods. Furthermore, another simulation study and an application to the hypertension data are conducted to assess the benefit of using simulated IPD. Finally, in Chapter 5, we conclude this paper with some discussion.
2 Existing methods

Consider a meta-analysis of $N$ trials in which patients are assigned to either a treatment group (T) or a control group (C). Let $n_i$ be the number of patients in the $i$th trial ($i = 1, \ldots, N$), $n_{iT}$ and $n_{iC}$ be the numbers of patients for the treatment and the control group, respectively. Here, let $y_{ij}$ and $z_{ij}$ be a patient-level outcome and covariate observed from the $j$th patient ($j = 1, \ldots, n_i$) in the $i$th trial, and let $x_{ij}$ be coded 0/1 to denote control/treatment group. We here describe some existing meta-analysis methods for two data situations (continuous outcome and covariate, and binary outcome and covariate). We also consider the case for mixture IPD and AD.

2.1 Continuous outcome and covariate

Let $y_{ij}$ and $z_{ij}$ denote a continuous outcome and a continuous covariate value from the $j$th patient in the $i$th trial. If just meta-analysing the IPD; i.e. $(y_{ij}, x_{ij}, z_{ij})$ for $i = 1, \ldots, N$ and $j = 1, \ldots, n_i$, Riley et al. (2008) proposed the following one-stage model that accounts for the clustering of patients within trials by a trial-specific intercept ($\phi_i$), and estimates a pooled treatment-covariate interaction ($\gamma_W$) based on within-trial information separated from the across-trial interaction ($\gamma_A$):

\[
y_{ij} = \phi_i + \theta x_{ij} + \mu z_{ij} + \gamma_A x_{ij} \bar{z}_i + \gamma_W x_{ij} (z_{ij} - \bar{z}_i) + \epsilon_{ij},
\]

\[
\epsilon_{ij} \sim N(0, \sigma_y^2),
\]

\[
j = 1, \ldots, n_i; \ i = 1, \ldots, N.
\]

Here, $\phi_i$ is the fixed intercept for the $i$th trial (which essentially accounts for clustering of patients within trials), $\theta$ is a fixed hypothetical treatment effect in a trial with $\bar{z}_i = 0$, $\mu$ is a mean change in control group outcome for a one-unit increase in $z_{ij}$, $\gamma_A$ and $\gamma_W$ are the across-trial and the within-trial effect of treatment-covariate interaction, respectively, and $\bar{z}_i = \frac{1}{n_i} \sum_{j=1}^{n_i} z_{ij}$ denotes a mean covariate in the $i$th trial. Note that, $\theta$, $\mu$, $\gamma_A$ and $\gamma_W$
are treated as fixed effects here, and $\sigma_y^2$ is assumed to be common across trials. In contrast to Riley et al. (2008), model (2.1) includes a common $\mu$ and $\sigma_y^2$ across trials rather than a trial-specific $\mu_i$ and $\sigma_{yi}^2$ for the $i$th trial. These assumptions are necessary to build the proposed method (see Chapter 3). According to a recommendation by Riley et al. (2008), the treatment-covariate interaction is separated into the across-trial and the within-trial effect. This separation is clinically important to avoid making a wrong conclusion about the treatment-covariate interaction, which might occur if wrongly amalgamating the across-trial and the within-trial effects (Riley and Steyerberg, 2010). One should pay attention to the fact that the across-trial relationships can be very different from the within-trial relationships due to ecological bias and/or trial-level confounding (Riley, Lambert and Abo-Zaid, 2010). This modelling framework is also discussed in the context of regression analysis of clustered data (Neuhaus and Kalbfleisch, 1998; Begg and Parides, 2003).

In general meta-analytic situations, we observe only the AD from each trial, rather than the IPD from each patient. Here, the AD consist of sample means and sample variances for individual observations in each group and trial; i.e. $(\bar{y}_{iT}, s_{yiT}^2, z_{iT}, \bar{y}_{iC}, s_{yiC}^2, z_{iC})$ for $i = 1, \ldots, N$, where

\[
\bar{y}_{iT} = \frac{\sum_{j\in T} y_{ij}}{n_{iT}}, \quad s_{yiT}^2 = \frac{\sum_{j\in T} (y_{ij} - \bar{y}_{iT})^2}{n_{iT} - 1}, \quad z_{iT} = \frac{\sum_{j\in T} z_{ij}}{n_{iT}}, \quad s_{yiT}^2 = \frac{\sum_{j\in T} (z_{ij} - z_{iT})^2}{n_{iT} - 1},
\]

\[
\bar{y}_{iC} = \frac{\sum_{j\in C} y_{ij}}{n_{iC}}, \quad s_{yiC}^2 = \frac{\sum_{j\in C} (y_{ij} - \bar{y}_{iC})^2}{n_{iC} - 1}, \quad z_{iC} = \frac{\sum_{j\in C} z_{ij}}{n_{iC}}, \quad s_{yiC}^2 = \frac{\sum_{j\in C} (z_{ij} - z_{iC})^2}{n_{iC} - 1}.
\]

Then, an MR model can be applied to the AD as follows:

\[
d_i = \alpha + \beta \bar{z}_i + \epsilon_i, \quad (2.2)
\]

\[
\epsilon_i \sim N(0, \sigma_{d_i}^2),
\]

\[
i = 1, \ldots, N.
\]

Here, $d_i = \bar{y}_{iT} - \bar{y}_{iC}$ denotes a mean outcome difference between groups from the $i$th trial, and the error variance is assumed to be known as

\[
\sigma_{d_i}^2 = V(d_i) = \frac{n_{iT} + n_{iC}}{n_{iT} n_{iC}} s_{yi}^2
\]

where

\[
s_{yi}^2 = \frac{(n_{iT} - 1) s_{yiT}^2 + (n_{iC} - 1) s_{yiC}^2}{n_{iT} + n_{iC} - 2}.
\]
If we assume \( z_{ij} = \bar{z}_i \) in model \((2.1)\) with trial-specific error variances, we have

\[
y_{ij} = \phi_i + \theta x_{ij} + \mu \bar{z}_i + \gamma_A x_{ij} \bar{z}_i + \epsilon_{ij},
\]

\[
\epsilon_{ij} \sim N(0, \sigma^2_{\epsilon ij}),
\]

\[
j = 1, \ldots, n_i; \; i = 1, \ldots, N.
\]

When first taking an average of both sides in model \((2.3)\) for each group and trial, and subtracting the average of the control group from that of the treatment group for each trial, a model for the mean outcome differences between groups can be derived as follows:

\[
\bar{y}_{T} - \bar{y}_{C} = \theta + \gamma_A \bar{z}_i + \bar{\epsilon}_i,
\]

\[
\bar{\epsilon}_i \sim N\left( 0, \frac{n_{iT} + n_{iC}}{n_{iT}n_{iC}} \sigma^2_{\epsilon ij} \right)
\]

\[
i = 1, \ldots, N
\]

where \( \sigma^2_{\epsilon ij} \) is estimated by \( \hat{\sigma}^2_{\epsilon ij} = \hat{s}^2_{\epsilon ij} \). This model has the same form as the representation of the MR model \((2.2)\); so that, under an assumption of \( z_{ij} = \bar{z}_i \), \( \theta \) and \( \gamma_A \) in model \((2.1)\) are equivalent to \( \alpha \) and \( \beta \) in the MR model \((2.2)\), respectively. This means that the MR model \((2.2)\) gives a restrictive result about the across-trial relationships under a condition that variation of the covariate is equal to zero. However, we have more interest in the parameter of \( \gamma_A \), which represents an increase in the treatment effect according to one-unit increase in the patient-level covariate \( z_{ij} \). Thus, if we intend to estimate \( \gamma_W \) by using the estimate of \( \beta \), this might lead to an incorrect conclusion for the treatment-covariate interaction. When the number of trials and variation of \( \bar{z}_i \) across trials are small, due to the ecological bias, the statistical power of \( \beta \) becomes much lower than those of \( \gamma_W \) (Simmons and Higgins, 2007).

**Application to hypertension data**

Consider the hypertension data, and we now demonstrate how age modify the treatment effect on change in SBP (follow-up minus baseline). Fitting model \((2.1)\) to the IPD from the 5 trials, estimates of each parameter in model \((2.1)\) were \( \hat{\theta} = 35.95 \) (s.e. = 32.83 and p-value = 0.273), \( \hat{\mu} = 0.035 \) (s.e. = 0.039 and p-value = 0.370), \( \hat{\gamma}_A = -0.662 \) (s.e. = 0.464 and p-value = 0.154) and \( \hat{\gamma}_W = 0.087 \) (s.e. = 0.055 and p-value = 0.114), respectively. Fitting the MR model \((2.2)\) to the AD from the 5 trials, estimates of each parameter in model \((2.2)\) were \( \hat{\alpha} = 43.13 \) (s.e. = 32.94 and p-value = 0.188) and \( \hat{\beta} = -0.766 \) (s.e. = 0.466 and p-value = 0.100), respectively. The across-trial relationships (\( \hat{\theta} \) and \( \hat{\gamma}_A \)) obtained by fitting model
(2.1) were similar to those ($\tilde{\alpha}$ and $\tilde{\beta}$) obtained by fitting the MR model (2.2). A slight difference between $\tilde{\theta}$ and $\tilde{\alpha}$ (or $\gamma_A$ and $\tilde{\beta}$) is due to model assumptions; so that the MR model (2.2) assumes known error variances ($\sigma^2_{di}$) for each trial while model (2.1) assumes a common error variance ($\sigma^2_{\nu}$) across trials, and $\tilde{\theta}$ and $\gamma_A$ are affected by $\hat{\mu}$ and $\gamma_W$. The across-trial relationships had much larger standard errors in comparison with those of the within-trial relationships ($\hat{\mu}$ and $\gamma_W$). As for the treatment-covariate interaction, the across-trial effect was substantially different from the within-trial effect on the point estimates. This shows the importance of separating the within-trial interaction from the across-trial interaction,

![Figure 3. Scatter plot for the 5 trials in hypertension with across-trial and within-trial interaction effect estimates, in which:](image)

- A solid line represents the across-trial interaction ($\gamma_A$) between mean age ($\bar{z}$) and treatment effect estimated by fitting model (2.2).
- Dashed lines represents the within-trial interaction ($\gamma_W$) between age and treatment effect estimated separately within each trial using IPD and model (2.1) without $\gamma_A$.
- The gradient of each dashed line indicates the change in treatment effect for a one year increase in age within each trial.
- The width of the dashed line about the centre of each circle is defined by 1 times the standard deviation of age in each trial.
- Each circle represents a trial and is centered at $\bar{z}$ in each trial; the circle size is proportional to the sample size in each trial.
as chance, confounding and/or ecological bias is causing the across-trial effect to act in the opposite direction of the within-trial effect here. If we used a model without separation of the across-trial and the within-trial interaction, we would get a potentially wrongly amalgamated result on the interaction between treatment and age. The standard error of \( \hat{\gamma}_A \) was also much larger than that of \( \hat{\gamma}_W \), because the number of trials was small and the mean ages were fairly homogeneous across the 5 trials. There was no observed between-trial heterogeneity in the within-trial interaction (\( I^2 = 0\% \)), and thus the fixed effect assumption is also plausible for this parameter. Figure 3 also shows this difference between \( \hat{\gamma}_A \) and \( \hat{\gamma}_W \); the within-trial interaction (dashed lines) have almost flat gradients, especially in the larger trials, while the across-trial interaction (solid line) has a steep negative gradient. It highlights pitfall of using \( \hat{\gamma}_A \) to make inferences about \( \hat{\gamma}_W \), that is, ecological bias and confounding.

2.1.1 The case for mixture of IPD and AD

Consider a meta-analysis of \( N' \) trials which consist of \( N \) trials providing AD (AD trials) and \( N' - N \) trials providing IPD (IPD trials). The IPD trials provide the patient-specific observations; i.e. \((y_{ij}, x_{ij}, z_{ij})\) for \( i = N + 1, \ldots, N' \) and \( j = 1, \ldots, n_i \). When a mixture of IPD and AD trials are available, model (2.1) must be modified to combined IPD and AD. The simplest solution is to reduce the collected IPD to AD and treat all the data as AD, so that any information on the individual-level associations from the IPD trials is lost. Alternately, one could use only the collected IPD, so that available information from the AD trials is thrown away. In contrast, Riley et al. (2008) proposed a model for combing IPD and AD, which simultaneously estimates the within-trial relationships (using just the IPD trials) and the across-trial relationships (using both IPD and AD trials). All these approaches are now described.

Meta-regression model that uses only AD from all trials

Once the IPD for trials \( i = N + 1, \ldots, N' \) are summarised to the AD, the MR model (2.2) can be applied to the AD for all trials \( i = 1, \ldots, N' \).

Model that uses only IPD trials available

If one uses only the collected IPD, model (2.1) can be applied to the IPD from trials \( i = N + 1, \ldots, N' \). When the number of IPD trials is one (i.e. \( N' = N + 1 \), model (2.1) is
modified as follows:

\[ y_{ij} = \phi_i + \theta x_{ij} + \mu z_{ij} + \gamma_W x_{ij}(z_{ij} - \bar{z}_i) + \epsilon_{ij}, \]  

(2.4)

\[ \epsilon_{ij} \sim N(0, \sigma^2_{\epsilon}), \]

\[ j = 1, \ldots, n_i; \ i = N. \]

This is because one cannot estimate the across-trial interaction \( \gamma_A \) with a single trial.

**Model that uses both IPD and AD trials**

The model for combining IPD and AD proposed by Riley et al. (2008) is as follows:

\[ y^*_i = D_i \phi_i + \theta x_{ij} + D_i \mu z^*_{ij} + \gamma_A x_{ij} \bar{z}_i + D_i \gamma_W x_{ij}(z^*_{ij} - \bar{z}_i) + \epsilon^*_{ij}, \]

(2.5)

\[ \epsilon^*_{ij} \sim N(0, V^*_i) \]

where \( D_i \) is a dummy variable to distinguish IPD trials from AD trials. For the \( i \)th IPD trial \((i = N + 1, \ldots, N')\), \( D_i = 1, y^*_i = y_{ij}, V^*_i = \sigma^2_{\theta} \) and \( z^*_{ij} = z_{ij} \). For the \( i \)th AD trial \((i = 1, \ldots, N)\), there is only one outcome \((j = 1)\) and \( D_i = 0, x_{i1} = 1, y^*_i = d_i, V^*_i = V(d_i) \) assumed known, and \( z^*_{ij} = \bar{z}_i \). Model (2.5) ensures that the AD from trials \( i = 1, \ldots, N \) help to estimate only the across-trial relationships (\( \theta \) and \( \gamma_A \)), whereas the IPD from trials \( i = N + 1, \ldots, N' \) help to estimate all the parameters. That is, only the collected IPD contributes to the estimation of the within-trial relationships (\( \mu \) and \( \gamma_W \)). As in model (2.1), we again assume that \( \theta, \mu, \gamma_A \) and \( \gamma_W \) are fixed effects, and \( \sigma^2_{\epsilon} \) is common across trials.

**Application to hypertension data**

Consider again the hypertension data, and we now demonstrate how age modify the treatment effect on change in SBP (follow-up minus baseline) in the case that some trials provide IPD and the others provide only AD. To imitate situations involving IPD for some trials and only AD for others, we generated scenarios where only a limited number of trials (from 1 to 4 of the 5 trials) provided IPD, and the other trials just provided AD as presented in Table I, which is typical of the AD available to meta-analysts in practice. In each scenario, we carried out analyses by: (i) fitting the MR model (2.2) to AD from all 5 trials, (ii) fitting model (2.1) or (2.4) to IPD from only IPD trials available, (iii) fitting model (2.5) to the mixture of IPD and AD from all 5 trials. In both parts (ii) and (iii), the analyses were run for each possible combination of IPD and AD trials. For example, in the scenario that 2 trials provide IPD (i.e. 2 IPD trials and 3 AD trials), we performed 10 analyses, one for each combination of
which 2 trials provide IPD and 3 provide AD. In each scenario, we compared the results with those from a meta-analysis of IPD from all 5 trials (i.e. full IPD analysis), allowing us to empirically assess the performance of each method and identify the value of combining IPD and AD in practice.

The results by each method are shown in Table III. Fitting the MR model (2.2) to the AD for all 5 trials naturally provided results only of the across-trial relationships (α and β), whose estimates and standard errors were close to those of θ and γA from the full IPD analysis. Fitting model (2.1) or (2.4) to only available IPD provided both of the results for the within-trial and across-trial relationships. Estimates of γW and their standard errors got close to those from the full IPD analysis rapidly as the proportion of trials providing IPD increased; however, estimates of γA differed seriously from those from the full IPD analysis with huge standard errors, especially in the case of small proportion of IPD trials.

The strategy of combining IPD and AD by fitting model (2.5) allowed us to not only get more accurate results for the across-trial relationships but also evaluate on the within-trial relationships with a certain degree of precision. Including AD trials remarkably improved the precision of estimates for the across-trial relationships in comparison with analyses by using only the collected IPD. It was also confirmed that model (2.5) correctly allowed only the IPD trials to estimate μ and γW. This explains why the standard errors of γW increase as the proportion of IPD trials decreases and emphasises why it is better to obtain IPD from all trials.

2.2 Binary outcome and covariate

We now suppose that a single binary outcome variable Y and a single binary covariate Z are observed for each patient in each trial. Let \( y_{ij} \) and \( z_{ij} \) be a binary outcome and a binary covariate value for the \( j \)th patient (\( j = 1, \ldots, n_i \)) in the \( i \)th trial.

If just meta-analysing the IPD; i.e. \( (y_{ij}, x_{ij}, z_{ij}) \) for \( i = 1, \ldots, N \) and \( j = 1, \ldots, n_i \), one can use the following one-stage model that accounts for the clustering of patients by a trial-specific effect \( (\phi_i) \), and estimates a pooled treatment-covariate interaction \( (\gamma_W) \) based on within-trial information separated from the across-trial interaction \( (\gamma_A) \):

\[
y_{ij} \sim \text{Bernoulli}(q_{ij}),
\]

\[
\log \frac{q_{ij}}{1 - q_{ij}} = \phi_0 + \phi_i + \theta x_{ij} + \mu z_{ij} + \gamma_A x_{ij} \bar{z}_i + \gamma_W x_{ij} (z_{ij} - \bar{z}_i),
\]

\( j = 1, \ldots, n_i; \ i = 1, \ldots, N. \)
Table III. Average of estimates and their standard errors for each parameter when analysing change in SBP (follow-up minus baseline) from the hypertension data, where estimates are averaged across all combinations of IPD trials.

<table>
<thead>
<tr>
<th>Number of trials providing IPD</th>
<th>Average of estimate</th>
<th>Average of standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Only-IPD (2.5)</td>
<td>Model (2.5)</td>
</tr>
<tr>
<td>5 / 5^*</td>
<td>35.95</td>
<td>32.83</td>
</tr>
<tr>
<td>4 / 5</td>
<td>29.40</td>
<td>43.39</td>
</tr>
<tr>
<td>3 / 5</td>
<td>3.29</td>
<td>43.34</td>
</tr>
<tr>
<td>2 / 5</td>
<td>-31.55</td>
<td>43.56</td>
</tr>
<tr>
<td>1 / 5</td>
<td>-11.86</td>
<td>44.45</td>
</tr>
<tr>
<td>0 / 5^†</td>
<td>-</td>
<td>43.41</td>
</tr>
<tr>
<td>5 / 5^*</td>
<td>0.035</td>
<td></td>
</tr>
<tr>
<td>4 / 5</td>
<td>0.027</td>
<td>0.027</td>
</tr>
<tr>
<td>3 / 5</td>
<td>-0.017</td>
<td>-0.018</td>
</tr>
<tr>
<td>2 / 5</td>
<td>-0.117</td>
<td>-0.117</td>
</tr>
<tr>
<td>1 / 5</td>
<td>-0.311</td>
<td>-0.303</td>
</tr>
<tr>
<td>0 / 5^†</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5 / 5^*</td>
<td>-0.662</td>
<td></td>
</tr>
<tr>
<td>4 / 5</td>
<td>-0.569</td>
<td>-0.766</td>
</tr>
<tr>
<td>3 / 5</td>
<td>-0.199</td>
<td>-0.766</td>
</tr>
<tr>
<td>2 / 5</td>
<td>0.293</td>
<td>-0.766</td>
</tr>
<tr>
<td>1 / 5</td>
<td>NA</td>
<td>-0.781</td>
</tr>
<tr>
<td>0 / 5^†</td>
<td>-</td>
<td>-0.766</td>
</tr>
<tr>
<td>5 / 5^*</td>
<td>0.087</td>
<td></td>
</tr>
<tr>
<td>4 / 5</td>
<td>0.092</td>
<td>0.091</td>
</tr>
<tr>
<td>3 / 5</td>
<td>0.116</td>
<td>0.117</td>
</tr>
<tr>
<td>2 / 5</td>
<td>0.165</td>
<td>0.166</td>
</tr>
<tr>
<td>1 / 5</td>
<td>0.252</td>
<td>0.244</td>
</tr>
</tbody>
</table>

Only-IPD: Fit model (2.1) or (2.4) to only the collected IPD.
Model (2.5): Fit model (2.5) to the mixture of IPD and AD.
*Results by fitting model (2.1) to the full IPD from all 5 trials.
†Results by fitting the MR model (2.2) to the AD from all 5 trials.
The numbers of combinations of trials providing IPD are 5, 10, 10 and 5 in the scenarios of 1, 2, 3 and 4 IPD trials, respectively.
NA: Not available
Here, Bernoulli($q_{ij}$) represents a random variable following Bernoulli distribution with probability $q_{ij}$, $\phi_0$ is a fixed intercept, $\phi_i$ is the fixed effect for the $i$th trial, $\theta$ is a fixed hypothetical treatment effect in a trial with $\tilde{z}_i = 0$, $\mu$ is a log odds ratio between covariate subgroups in control group, $\gamma_A$ and $\gamma_W$ are the across-trial and the within-trial interaction effect respectively. This modelling framework were proposed by Riley and Steyerberg (2010) in the case of binary outcomes with a single group. Note that, as in model (2.1), $\theta$, $\mu$, $\gamma_A$ and $\gamma_W$ are treated as fixed effects here.

In general meta-analytic situations, we observe only the AD from each trial, rather than the IPD from each patient. Here, the AD consist of the grouped forms of outcome and covariate; i.e. $(n_{iT}, m_{iT}, n_{iC}, m_{iC}, \tilde{z}_i)$ where $n_{iT}$ (or $n_{iC}$) is the number of patients assigned to treatment (or control) group in the $i$th trial, $m_{iT}$ (or $m_{iC}$) is the number of patients with $Y = 1$ in $n_{iT}$ (or $n_{iC}$) patients, and $\tilde{z}_i = \sum_{j=1}^{n_i} z_{ij}/n_i$ is the proportion of patients with $Z = 1$ in the $i$th trial. Then, an MR model which has the same form as model (2.2) can be applied to the AD, where

$$d_i = \log \frac{m_{iT}(n_{iC} - m_{iC})}{m_{iC}(n_{iT} - m_{iT})}$$

and

$$\sigma^2_{di} = V(d_i) = \frac{1}{m_{iT}} + \frac{1}{n_{iT} - m_{iT}} + \frac{1}{m_{iC}} + \frac{1}{n_{iC} - m_{iT}}.$$

As another approach for meta-analysing the AD, we here consider to partially recreate a binary data form of IPD from the grouped form of AD, where patients with $Y = 1$ or $Y = 0$ in each group are represented by a series of ones or zeros (Riley, Simmonds and Look, 2007). In particular, $(n_{ik}, m_{ik})$ for $i = 1, \ldots, N$ and $k \in \{T, C\}$, where $k$ is a group indicator that takes a value of $T$ for treatment or $C$ for control, are rewritten as $(y_{ij}, x_{ij})$ for $i = 1, \ldots, N$ and $j = 1, \ldots, n_i$. Since it is impossible to recreate the patient-level covariates directly from the AD, the information of covariate is limited to $\tilde{z}_i$ for each trial. Then, one can use the following model:

$$y_{ij} \sim \text{Bernoulli}(q_{ij}), \quad \log \frac{q_{ij}}{1 - q_{ij}} = \phi_0 + \phi_i + \theta x_{ij} + \gamma_A x_{ij} \tilde{z}_i, \quad i = 1, \ldots, N.$$

Thompson, Turner and Warn (2001) suggested that this direct modelling would be appropriate in comparison to using the ordinary MR model where the log odds ratio estimated from
each trial are assumed to be normally distributed with known variances, especially when the observed event probabilities in a particular trial are close to 0 or 1, and where the sample size in each trial is small.

**Application to home safety education data**

Consider the home safety education data, and we now demonstrate how gender of children modifies the intervention effect on the provision of a stair gate. Fitting model (2.6) to the IPD from the 5 trials, estimates of each parameter in model (2.6) were $\hat{\theta} = 7.184$ (s.e. = 4.300 and p-value = 0.095), $\hat{\mu} = 0.071$ (s.e. = 0.116 and p-value = 0.541), $\hat{\gamma}_A = -13.31$ (s.e. = 8.343 and

![Figure 4. Scatter plot for the 5 trials in home safety education with across-trial and within-trial interaction effect estimates, in which:

- A solid line represents the across-trial interaction ($\hat{\gamma}_A$) between the proportion of male patients ($\tilde{z}_i$) and intervention effect estimated by model (2.7).
- Dashed lines represents the within-trial interaction ($\hat{\gamma}_W$) between gender of children and intervention effect estimated separately within each trial using IPD and model (2.6) without $\gamma_A$.
- The gradient of each dashed line indicates the change in intervention effect from females to males within each trial; the length of the dashed lines is unimportant and is kept the same for each simply to aid clarity.
- Each circle represents a trial and is centered at $\tilde{z}_i$ in each trial; the circle size is proportional to the sample size in each trial.](image)
p-value = 0.111) and \( \gamma_W = -0.212 \) (s.e. = 0.165 and p-value = 0.199), respectively. Fitting model (2.7) to the AD from the 5 trials, estimates of each parameter in model (2.7) were \( \hat{\theta} = 7.176 \) (s.e. = 4.299 and p-value = 0.095) and \( \gamma_A = -13.30 \) (s.e. = 8.341 and p-value = 0.095), respectively. The across-trial interaction was substantially different from the within-trial interaction on the point estimates. As suggested in the application to the hypertension data, this shows the importance of separating the treatment-covariate interaction. If we used a model without separation of the across-trial and the within-trial interaction, we would get a potentially wrongly amalgamated result on the interaction between intervention and gender. The standard error of \( \gamma_A \) was also much larger than that of \( \gamma_W \), because the number of trials was small and the proportion of male participants were fairly homogeneous across the 5 trials. Figure 4 also shows this difference between \( \gamma_A \) and \( \gamma_W \); the within-trial interaction (dashed lines) have almost flat gradients, where the across-trial interaction (solid line) has a steep negative gradient. It highlights the pitfall of using \( \gamma_A \) to make inferences about \( \gamma_W \), that is, ecological bias and confounding.

2.2.1 The case for mixture of IPD and AD

Consider the same case supposed in Chapter 2.1.1; i.e. a meta-analysis of the mixture of \( N \) AD trials and \( N' - N \) IPD trials. When a mixture of IPD and AD trials are available, model (2.6) must be modified to combine IPD and AD. As mentioned in Chapter 2.1.1, simple solutions are to deal all the data as AD, or to use only the collected IPD. In contrast, Riley and Steyerberg (2010) proposed a model for combining IPD and AD. All these approaches are now described.

Model that uses only AD trials

Once the IPD for trials \( i = N + 1, \ldots, N' \) are summarised to the AD, model (2.7) can be applied to the AD for all trials \( i = 1, \ldots, N' \).

Model that uses only IPD trials available

If one uses only the collected IPD, model (2.6) can be applied to the IPD from trials \( i = N + 1, \ldots, N' \). When the number of IPD trials is one (i.e. \( N' = N + 1 \)), model (2.6) is
modified as follow:

\[ y_{ij} \sim \text{Bernoulli}(q_{ij}), \quad (2.8) \]
\[
\log \frac{q_{ij}}{1 - q_{ij}} = \phi_0 + \phi_i + \theta x_{ij} + \mu z_{ij} + \gamma_W x_{ij} (z_{ij} - \bar{z}_i) \\
j = 1, \ldots, n_i; \quad i = N.
\]

Model that uses both IPD and AD trials

The model for combining IPD and AD proposed by Riley and Steyerberg (2010) is as follows:

\[ y_{ij} \sim \text{Bernoulli}(q_{ij}), \quad (2.9) \]
\[
\log \frac{q_{ij}}{1 - q_{ij}} = \phi_0 + \phi_i + \theta x_{ij} + D_i \mu z_{ij} + \gamma_A x_{ij} \bar{z}_i + D_i \gamma_W x_{ij} (z_{ij} - \bar{z}_i)
\]

where \(D_i\) is a dummy variable to distinguish IPD trials \((D_i = 1)\) from AD trials \((D_i = 0)\), and \((y_{ij}, x_{ij})\) for the AD trials \(i = 1, \ldots, N\) are recreated from \((n_k, m_{ik})\) for \(k \in \{T, C\}\) by the same way described above. As in model (2.5), Model (2.9) ensures that the AD from trials \(i = 1, \ldots, N\) help to estimate only the across-trial relationships \((\theta\) and \(\gamma_A\)), whereas the IPD from trials \(i = N + 1, \ldots, N'\) help to estimate all the parameters. We again assume that \(\theta, \mu, \gamma_A\) and \(\gamma_W\) are fixed effects.

Application to home education data

Consider again the home safety education data, and we now demonstrate how gender of children modifies the intervention effect on the provision of the stair gate in the case that some trials provide IPD and the others provide only AD. To imitate situations involving IPD for some trials and only AD for others, we generated scenarios in the same manner as the application to the hypertension data; i.e. we assumed that only a limited number of trials (from 1 to 4 of the 5 trials) provided IPD and the other trials just provided AD as presented in Table II. In each scenario, we carried out analyses by: (i) fitting model (2.7) to AD from all 5 trials, (ii) fitting model (2.6) or (2.8) to IPD from only IPD trials available, (iii) fitting model (2.9) to the mixture of IPD and AD from all 5 trials. In both parts (ii) to (iii), the analyses were run for each possible combination of IPD and AD trials. In each scenario, we compared the results with those from a meta-analysis of IPD from all 5 trials.

The results by each method are shown in Table IV. Fitting model (2.7) to the AD for all 5 trials naturally provided results only of the across-trial relationships. Fitting model (2.6) or (2.8) to only available IPD provided both of the results for the within-trial and across-trial
relationships. By the similar trend shown Table III, estimates of $\gamma_W$ and their standard errors got close to those from the full IPD analysis rapidly as the proportion of trials providing IPD increased; however, the estimates of $\gamma_A$ differed seriously from those from the full IPD analysis with huge standard errors especially in the case of small proportion of IPD trials.

As in the application to the hypertension data, the strategy of combining IPD and AD by fitting model (2.9) improved the precision of estimates for the across-trial relationships in comparison with analyses by using only the collected IPD. It was also confirmed that model (2.9) correctly allowed only the IPD trials to estimate $\mu$ and $\gamma_W$. 
Table IV. Average of estimates and their standard errors for each parameter when analysing the home safety education data, where estimates are averaged across all combinations of IPD trials.

<table>
<thead>
<tr>
<th>Hypothetical treatment effect $\theta$</th>
<th>Average of estimate</th>
<th>Average of standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 / 5*</td>
<td>7.184</td>
<td>4.300</td>
</tr>
<tr>
<td>4 / 5</td>
<td>7.321 7.179</td>
<td>5.010 4.300</td>
</tr>
<tr>
<td>3 / 5</td>
<td>8.253 7.171</td>
<td>7.179 4.301</td>
</tr>
<tr>
<td>2 / 5</td>
<td>−7.953 7.155</td>
<td>58.90 4.302</td>
</tr>
<tr>
<td>1 / 5</td>
<td>0.420 7.223</td>
<td>0.307 4.315</td>
</tr>
<tr>
<td>0 / 5†</td>
<td>−</td>
<td>7.176 −</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Covariate effect $\mu$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5 / 5*</td>
<td>0.071</td>
<td>0.116</td>
</tr>
<tr>
<td>4 / 5</td>
<td>0.082 0.081</td>
<td>0.135 0.135</td>
</tr>
<tr>
<td>3 / 5</td>
<td>0.076 0.075</td>
<td>0.170 0.169</td>
</tr>
<tr>
<td>2 / 5</td>
<td>0.045 0.041</td>
<td>0.239 0.239</td>
</tr>
<tr>
<td>1 / 5</td>
<td>−0.042 −0.056</td>
<td>0.424 0.424</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Across-trial interaction effect $\gamma_A$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5 / 5*</td>
<td>−13.31</td>
<td>8.343</td>
</tr>
<tr>
<td>4 / 5</td>
<td>−13.60 −13.30</td>
<td>9.726 8.344</td>
</tr>
<tr>
<td>3 / 5</td>
<td>−15.46 −13.29</td>
<td>13.99 8.345</td>
</tr>
<tr>
<td>2 / 5</td>
<td>17.96 −13.26</td>
<td>129.5 8.347</td>
</tr>
<tr>
<td>1 / 5</td>
<td>NA −13.39</td>
<td>NA 8.371</td>
</tr>
<tr>
<td>0 / 5†</td>
<td>−</td>
<td>−13.31 −</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Within-trial interaction effect $\gamma_W$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5 / 5*</td>
<td>−0.212</td>
<td>0.165</td>
</tr>
<tr>
<td>4 / 5</td>
<td>−0.225 −0.225</td>
<td>0.192 0.192</td>
</tr>
<tr>
<td>3 / 5</td>
<td>−0.218 −0.218</td>
<td>0.242 0.242</td>
</tr>
<tr>
<td>2 / 5</td>
<td>−0.178 −0.176</td>
<td>0.343 0.344</td>
</tr>
<tr>
<td>1 / 5</td>
<td>−0.048 −0.041</td>
<td>0.615 0.614</td>
</tr>
</tbody>
</table>

Only-IPD: Fit model (2.6) or (2.8) to only the collected IPD.
Model (2.9): Fit model (2.9) to the mixture of IPD and AD.
*Results by fitting model (2.6) to the full IPD from all 5 trials.
†Results by fitting model (2.7) to the AD from all 5 trials.
‡The numbers of combinations of trials providing IPD are 5, 10, 10 and 5 in the scenarios of 1, 2, 3 and 4 IPD trials, respectively.
NA: Not available
3 Proposed methods

3.1 Meta-analysis with marginalising the missing IPD

A structural limitation of the MR model (2.2) and model (2.7) is that their inferential objectives are restricted to the across-trial relationships (the hypothetical treatment effect and the across-trial interaction effect). As illustrated in Chapter 2, the across-trial relationships are prone to trial-level confounding and often suffer from large standard error, in comparison with the within-trial relationships (the covariate effect and the within-trial interaction effect). We now introduce a meta-analysis method for estimating not only the across-trial relationships but also the within-trial relationships when all trials provide only AD. The proposed method is simply extended to the case that some trials provide IPD and the others provide only AD (i.e. to combine IPD and AD). We here suppose the situation where a single continuous outcome and a single continuous covariate are observed from each patient in each trial.

3.1.1 The case for only AD

Consider a meta-analysis of \( N \) trials which provide only AD. Original IPD which have been observed in each trial can be regarded as missing data. We first assume the following IPD meta-analysis model to the missing IPD:

\[
y_{ij} = \phi_i + \theta x_{ij} + \mu z_{ij} + \gamma_A x_{ij} \bar{z}_i + \gamma_W z_{ij} (z_{ij} - \bar{z}_i) + \epsilon_{ij}, \tag{3.1}
\]

\[
\epsilon_{ij} \sim \mathcal{N}(0, \sigma_{ij}^2),
\]

\[
j = 1, \ldots, n_i; \ i = 1, \ldots, N
\]

where \((\bar{y}_T, \bar{s}_{yT}, \bar{z}_T, \bar{s}_{zT}, \bar{y}_C, \bar{s}_{yC}, \bar{z}_C, \bar{s}_{zC})\) are available for the \( i \)th trial, in place of the patient-specific observations \((y_{ij}, x_{ij}, z_{ij})\) for \( j = 1, \ldots, n_i \). Then, we cannot obtain maximum likelihood estimates (MLEs) of parameters of interest directly from (3.1) for the reason that
each trial provides only AD. Indeed, sufficient statistics for model (3.1) are given by

\[
\sum_{j \in T} y_{ij}, \sum_{j \in T} y_{ij}^2, \sum_{j \in T} z_{ij}, \sum_{j \in T} z_{ij}^2, \sum_{j \in T} y_{ij} z_{ij}
\]

\[
\sum_{j \in C} y_{ij}, \sum_{j \in C} y_{ij}^2, \sum_{j \in C} z_{ij}, \sum_{j \in C} z_{ij}^2, \sum_{j \in C} y_{ij} z_{ij}
\]

for \(i = 1, \ldots, N\); while \(\sum_{j \in T} y_{ij} z_{ij}\) and \(\sum_{j \in C} y_{ij} z_{ij}\) are not available.

To estimate the parameters included in model (3.1) by using only AD, the covariates of patients assigned to the treatment (or control) group in the \(i\)th trial are assumed to be independent and identically distributed normal random variables with mean \(m_{ziT}\) (or \(m_{ziC}\)) and variance \(\sigma^2_{ziT}\) (or \(\sigma^2_{ziC}\)); i.e.

\[
z_{ij} \sim \begin{cases} 
N(m_{ziT}, \sigma^2_{ziT}), & j \in T \\
N(m_{ziC}, \sigma^2_{ziC}), & j \in C 
\end{cases}
\]  

(3.2)

Here, \(z_i = \sum_{j=1}^{n_i} z_{ij} / n_i\) is considered to be constant, and parameters included in the covariate distribution (3.2) are estimated by

\[
\hat{m}_{ziT} = \bar{z}_T, \quad \hat{\sigma}_{ziT}^2 = \hat{s}_{ziT}^2, \quad \hat{m}_{ziC} = \bar{z}_C, \quad \hat{\sigma}_{ziC}^2 = \hat{s}_{ziC}^2
\]

(3.3)

for \(i = 1, \ldots, N\). If we also assume that \(z_{ij}\) and \(e_{ij}\) are independent of each other, we have the following conditional distribution of \(y_{ij}\) given \(z_{ij}\):

\[
y_{ij|z_{ij}} \sim \begin{cases} 
N(\phi_i + \theta + (\mu + \gamma_{W})z_{ij} + (\gamma_{A} - \gamma_{W})\bar{z}_i, \sigma_y^2), & j \in T \\
N(\phi_i + \mu z_{ij}, \sigma_y^2), & j \in C 
\end{cases}
\]  

(3.4)

And then, marginalising the joint distribution of \((y_{ij}, z_{ij})\) with respect to \(z_{ij}\), we have the following marginal distribution of \(y_{ij}\):

\[
y_{ij} \sim \begin{cases} 
N(m_{yiT}, \sigma_{yiT}^2), & j \in T \\
N(m_{yiC}, \sigma_{yiC}^2), & j \in C 
\end{cases}
\]  

(3.5)

where

\[
m_{yiT} = \phi_i + \theta + \mu \bar{m}_{ziT} + \gamma_{A} \bar{z}_i + \gamma_{W}(\bar{m}_{ziT} - \bar{z}_i),
\]

\[
\sigma_{yiT}^2 = (\mu + \gamma_{W})^2 \hat{\sigma}_{ziT}^2 + \sigma_y^2
\]

(3.6)

and

\[
m_{yiC} = \phi_i + \mu \bar{m}_{ziC},
\]

\[
\sigma_{yiC}^2 = \mu^2 \hat{\sigma}_{ziC}^2 + \sigma_y^2.
\]

(3.7)
Therefore, a log-likelihood function for the parameters \((\phi_1, \ldots, \phi_N, \theta, \mu, \gamma_A, \gamma_W, \sigma_y^2)\) included in model (3.1) is given by

\[
l_{AD} = \frac{1}{2} \sum_{i=1}^{N} \left( n_i \mathbb{E} \left\{ \left( \tilde{y}_{iT} - \phi_i - \theta - \mu \tilde{z}_{iT} - \gamma_A \tilde{z}_i - \gamma_W (\tilde{m}_{iT} - \tilde{z}_i) \right)^2 + s_{yiT}^2 \right\} \right)
\]

\[
- \frac{n_i \mathbb{E} \left\{ (\bar{y}_{iT} - \phi_i - \mu \bar{z}_{iT})^2 + s_{yiC}^2 \right\}}{\mu^2 \sigma_{ziC}^2 + \sigma_y^2}
\]

\[
- n_i \mathbb{E} \log((\mu + \gamma_W)^2 \sigma_{ziT}^2 + \sigma_y^2) - n_i \mathbb{E} \log(\mu^2 \sigma_{ziC}^2 + \sigma_y^2)
\]

\[
(3.8)
\]

A remarkable aspect of using the log-likelihood (3.8) is that the correlation between \(y_{ij}\) and \(z_{ij}\) are replaced with the correlation between \(\bar{y}_{iT}\) and \(\bar{z}_{iT}\), or \(\bar{y}_{iC}\) and \(\bar{m}_{iT}\). Since we cannot compute MLEs of the parameters from the log-likelihood (3.8) in a closed-form, it is necessary to use an iterative numerical computing algorithm such as Newton-Raphson method.

### 3.1.2 The case for mixture of IPD and AD

Consider the meta-analysis of \(N'\) trials which consist of \(N\) AD trials and \(N' - N\) IPD trials. As in Chapter 3.1.1, we first assume the IPD meta-analysis model to the collected IPD and the missing IPD; i.e.

\[
y_{ij} = \phi_i + \theta x_{ij} + \mu z_{ij} + \gamma_A x_{ij} \tilde{z}_i + \gamma_W x_{ij} (z_{ij} - \tilde{z}_i) + \epsilon_{ij}, \quad (3.9)
\]

\[
\epsilon_{ij} \sim N(0, \sigma_y^2),
\]

\[
j = 1, \ldots, n_i; \quad i = 1, \ldots, N'
\]

where \((\bar{y}_{iT}, s_{yiT}^2, x_{iT}, s_{yiC}^2, \bar{y}_{iC}, s_{yiC}^2, \bar{z}_{iT}, s_{ziC}^2)\) for \(i = 1, \ldots, N\) and \((y_{ij}, x_{ij}, z_{ij})\) for \(i = N + 1, \ldots, N'\) and \(j = 1, \ldots, n_i\) are available. Because all trials are independent of each other, a log-likelihood for the parameters included in model (3.9) can be derived as summation of the log-likelihood for the AD trials and that for the IPD trials. The former is already given by (3.8), and the latter is simply given by using the normal densities as follows:

\[
l_{IPD} = \frac{1}{2} \sum_{i=N+1}^{N'} \sum_{j=1}^{n_i} \left\{ - \log \sigma_y^2 - \sigma_y^{-2} (y_{ij} - \phi_i - \theta x_{ij} - \mu z_{ij} - \gamma_A x_{ij} \tilde{z}_i - \gamma_W x_{ij} (z_{ij} - \tilde{z}_i))^2 \right\}.
\]

Then, we can estimate the parameters \((\phi_1, \ldots, \phi_{N'}, \theta, \mu, \gamma_A, \gamma_W, \sigma_y^2)\) included in model (3.9) by maximising the log-likelihood

\[
l_{AD} + l_{IPD}
\]

with respect to the parameters.
3.2 Meta-analysis based on simulated IPD

Subsequently, we introduce meta-analysis methods based on simulated IPD (SIPD), in which the missing IPD are reconstructed by using the scheme of marginalising the missing IPD. For the case that all trials provide only AD, the proposed method takes the following procedures for inference of parameters.

For the case that all trials provide only AD:
(1) Generate multiple sets of SIPD for each trial.
(2) Fit an IPD meta-analysis model to each set of SIPD.
(3) Suitably summarise resulting estimates from the set of meta-analyses from Step (2).

We refer to these whole estimating processes as SIPD method. Figure 5 shows a flow diagram of the SIPD method. Furthermore, for the case that some trials provide IPD and the others provide only AD, the proposed method is extended to combine IPD and AD.

For the case that some trials provide IPD and the others provide only AD:
(1) Generate multiple sets of SIPD for each trial providing only AD.
(2) Fit an IPD meta-analysis model to each set of SIPD combined with the collected IPD.
(3) Suitably summarise resulting estimates from the set of meta-analyses from Step (2).

Figure 5. Flow diagram of SIPD method.
STEP (1)
Modeling and simulation

Figure 6. Flow diagram of SIPD method with combined the collected IPD.
Figure 6 shows a flow diagram of the SIPD method with combined the collected IPD. In this chapter, each step in the SIPD method is described in detail for two situations of meta-analysis data (continuous outcome and covariate, and binary outcome and covariate).

3.2.1 Continuous outcome and covariate

Now, let

\[ Y_{\text{miss-IPD}} = \{(y_{ij}, x_{ij}, z_{ij}) : j = 1, \ldots, n_i; i = 1, \ldots, N\}, \]
\[ Y_{\text{AD}} = \{(y_{iT}, s_{yiT}, \bar{z}_{iT}, s_{yiC}, \bar{z}_{iC}, s_{ziC}) : i = 1, \ldots, N\} \]

where \( Y_{\text{miss-IPD}} \) is the uncollected IPD for trials \( i = 1, \ldots, N \) and \( Y_{\text{AD}} \) is the AD summarised from them. Suppose that \( Y_{\text{AD}} \) can be written by a function \( h(Y_{\text{miss-IPD}}); \) i.e. \( Y_{\text{AD}} = h(Y_{\text{miss-IPD}}) \). Now, the function \( h \) transforms the patient-specific observations into the sample mean and the sample variance for each group in each trial. Then, we again consider the IPD meta-analysis model (3.1) to \( Y_{\text{miss-IPD}} \), and assume that the covariates of patients for each group in the \( i \)th trial follow the normal distribution (3.2). If we again assume that \( z_{ij} \) and \( e_{ij} \) are independent of each other, we have the conditional distribution of \( y_{ij} \) given \( z_{ij} \) as (3.4). Here, parameters in the covariate distributions can be estimated as (3.3), and now let

\[ \xi = \{(\bar{m}_{zTi}, \bar{\sigma}_{zTi}^2, \bar{m}_{zCi}, \bar{\sigma}_{zCi}^2) : i = 1, \ldots, N\}. \]

And also, let

\[ \eta = (\phi_1, \ldots, \phi_N, \theta, \mu, \gamma_A, \gamma_W, \sigma_y^2) \]

be parameter to be estimated.

Combining IPD and AD For the case that some trials provide IPD and the others provide only AD trials, let

\[ Y_{\text{IPD}} = \{(y_{ij}, x_{ij}, z_{ij}) : j = 1, \ldots, n_i; i = N + 1, \ldots, N'\} \]

be the collected IPD for trials \( i = N + 1, \ldots, N' \). As in the case that all trials provide only AD, we consider the IPD meta-analysis model (3.9) to \( Y_{\text{miss-IPD}} \) and \( Y_{\text{IPD}} \), and assume that the covariates of patients for each group in the \( i \)th trial follow the normal distribution (3.2). Here, parameters in the covariate distributions can be estimated as (3.3), and let

\[ \xi = \{(\bar{m}_{zTi}, \bar{\sigma}_{zTi}^2, \bar{m}_{zCi}, \bar{\sigma}_{zCi}^2) : i = 1, \ldots, N'\}. \]
And also, let
\[ \eta = (\phi_1, \ldots, \phi_N, \theta, \mu, \gamma, \gamma, \sigma_y^2) \]  
(3.13)
be parameter to be estimated. For both cases, each step in the SIPD method is now described from frequentist and Bayesian perspectives.

**SIPD method via frequentist procedure**

**Step (1): Generating SIPD**

Let \( f(Y_{\text{miss-IPD}}; \xi, \eta) \) be a density function of the missing IPD with parameter \( \eta \) in (3.11), which is equivalent to product of bivariate normal densities from

\[
\left[ \begin{array}{c}
 y_{ij} \\
 z_{ij}
\end{array} \right] 
\sim \left\{ \begin{array}{c}
 N_2 \left( \begin{bmatrix}
 m_{y_{ij}T} \\
 \hat{m}_{y_{ij}C}
\end{bmatrix}, \begin{bmatrix}
 \sigma_{y_{ij}T}^2 & (\mu + \gamma)\sigma_{z_{ij}T}^2 \\
 (\mu + \gamma)\sigma_{z_{ij}T}^2 & \sigma_{z_{ij}C}^2
\end{bmatrix} \right), j \in T \\
 N_2 \left( \begin{bmatrix}
 m_{y_{ij}C} \\
 \hat{m}_{y_{ij}C}
\end{bmatrix}, \begin{bmatrix}
 \sigma_{y_{ij}C}^2 & \mu\sigma_{z_{ij}C}^2 \\
 \mu\sigma_{z_{ij}C}^2 & \sigma_{z_{ij}C}^2
\end{bmatrix} \right), j \in C
\end{array} \right\} 
\]  
(3.14)

for \( i = 1, \ldots, N \) and \( j = 1, \ldots, n_i \). Here, \( m_{y_{ij}T}, \sigma_{y_{ij}T}^2, m_{y_{ij}C} \) and \( \sigma_{y_{ij}C}^2 \) are given as (3.6) and (3.7). Then, we draw the SIPD (say \( Y_{\text{miss-IPD}}^* \)) from the conditional distribution of \( Y_{\text{miss-IPD}} \) given \( Y_{\text{AD}} \) and a known parameter value \( \tilde{\eta} \); i.e

\[ Y_{\text{miss-IPD}}^* \sim f(Y_{\text{miss-IPD}}|Y_{\text{AD}}; \xi, \tilde{\eta}) \]  
(3.15)

where \( \tilde{\eta} \) is computed by maximising the following likelihood under an assumption known as CAR (Coarsening at Random) by Heitjan and Rubin (1991):

\[ L_{AD}(\eta) = f(Y_{AD}; \xi, \eta) = \int_{Y_{AD}=h(Y_{\text{miss-IPD}})} f(Y_{\text{miss-IPD}}; \xi, \eta) dY_{\text{miss-IPD}}. \]  
(3.16)

This means that

\[ \tilde{\eta} = \arg \max_{\eta} L_{AD}(\eta). \]

Once obtaining the parameter estimate, \( \tilde{\eta} \), we can get \( R \) sets of SIPD by repeated drawing of (3.15); say

\[ Y_{\text{miss-IPD}}^{[r]} = \{ (y_{ij}^{[r]}, z_{ij}^{[r]}, s_{ij}^{[r]} ): j = 1, \ldots, n_i; i = 1, \ldots, N \} \]  
(3.17)

for \( r = 1, \ldots, R \). To use (3.15) for generating the SIPD, it is necessary to calculate (3.16) in an explicit form and then draw from \( f(Y_{\text{miss-IPD}}|Y_{\text{AD}}; \xi, \tilde{\eta}) \). Below, we describe how to calculate \( L_{AD}(\eta) \) and draw from \( f(Y_{\text{miss-IPD}}|Y_{\text{AD}}; \xi, \tilde{\eta}) \).
Calculating $L_{AD}(\eta)$: The calculation of the likelihood (3.16) requires the integration with respect to $Y_{\text{miss-IPD}}$ over the region that satisfies $Y_{\text{miss-IPD}} = h(Y_{AD})$. In particular, by the derivation in Appendix A, this is given by

$$L_{AD}(\eta) = K \times \prod_{i=1}^{N} \left[ \left( \sigma_{yT}^2 \right)^{-nT/2} \exp \left\{ -\frac{nT}{2\sigma_{yT}^2} \left( (\bar{y}_{yT} - m_{yT})^2 + s_{yT}^2 \right) \right\} \right] \times \left( \sigma_{yC}^2 \right)^{-nC/2} \exp \left\{ -\frac{nC}{2\sigma_{yC}^2} \left( (\bar{y}_{yC} - m_{yC})^2 + s_{yC}^2 \right) \right\}$$

(3.18)

where $K$ is a constant term unrelated to $\eta$. Taking the logarithm of (3.18), we can derive a log-likelihood which has the same form as (3.8).

Drawing from $f(Y_{\text{miss-IPD}}|Y_{AD}; \xi, \bar{\eta})$: We can easily derive $f(Y_{\text{miss-IPD}}|Y_{AD}; \xi, \bar{\eta})$ from (3.14) with the known parameter $\bar{\eta}$, while $f(Y_{\text{miss-IPD}}|Y_{AD}; \xi, \bar{\eta})$ is difficult to derive exactly because its sample space is defined on the region that satisfies $Y_{AD} = h(Y_{\text{miss-IPD}})$. This means that sample means and sample variances of outcome and covariate for each group in each trial, which is computed by using individual outcome and covariate values drawn from $f(Y_{\text{miss-IPD}}|Y_{AD}; \xi, \bar{\eta})$, must be equivalent to the corresponding sample means and sample variances in $Y_{AD}$. We here describe how to achieve the drawing from $f(Y_{\text{miss-IPD}}|Y_{AD}; \xi, \bar{\eta})$ by using a sampling technique proposed by Lindqvist and Taraldsen (2005).

Now, we represent the observation vectors for each group in the ith trial as follows:

$$y_{iT} = \{y_{ij} : j \in T\}, \quad z_{iT} = \{z_{ij} : j \in T\}, \quad y_{iC} = \{y_{ij} : j \in C\}, \quad z_{iC} = \{z_{ij} : j \in C\}.$$  

Recall that $Y_{\text{miss-IPD}}$ denotes the uncollected IPD; i.e. $(y_{ij}, x_{ij}, z_{ij})$ for $i = 1, \ldots, N$ and $j = 1, \ldots, n_4$. Because of between-trial and between-group independence, we have the density functions of $Y_{\text{miss-IPD}}$ given $Y_{AD}$ and $\bar{\eta}$ as follows:

$$f(Y_{\text{miss-IPD}}|Y_{AD}; \xi, \bar{\eta}) = \prod_{i=1}^{N} f(z_{iT}|\bar{z}_{iT}, s_{zIT}^2; \bar{m}_{zIT}, \hat{\sigma}_{zIT}^2) f(y_{iT}|\bar{y}_{yT}, s_{yT}^2, z_{iT}; \bar{\eta})$$

$$\times f(z_{iC}|\bar{z}_{iC}, s_{zIC}^2; \bar{m}_{zIC}, \hat{\sigma}_{zIC}^2) f(y_{iC}|\bar{y}_{yC}, s_{yC}^2, z_{iC}; \bar{\eta}).$$

(3.19)

Then, the rth set of SIPD for the ith trial (say $y_{iT}^r, z_{iT}^r, y_{iC}^r$ and $z_{iC}^r$) are generated as random samples drawn from the corresponding conditional distribution in (3.19), that indicates the following sequential sampling procedure:

$$z_{iT}^r \sim f(z_{iT}|\bar{z}_{iT}, s_{zIT}^2; \bar{m}_{zIT}, \hat{\sigma}_{zIT}^2),$$
$$y_{iT}^r | z_{iT}^r \sim f(y_{iT}|\bar{y}_{yT}, s_{yT}^2, z_{iT}^r; \bar{\eta}).$$
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and

\[ z_{iC}^{[r]} \sim f(z_{iC}^{[r]} | \tilde{z}_{iC}, \sigma_{z_{iC}}^2; \hat{m}_{z_{iC}}, \sigma_{z_{iC}}^2), \]

\[ y_{iC}^{[r]} | z_{iC}^{[r]} \sim f(y_{iC} | \tilde{y}_{iC}, \sigma_{y_{iC}}^2; z_{iC}^{[r]}, \hat{\eta}). \]

This means that we first draw \( z_{iC}^{[r]} \) and then \( y_{iC}^{[r]} \) by using \( z_{iC}^{[r]} \), which are applied for drawing \( z_{iC}^{[r]} \) and \( y_{iC}^{[r]} \).

Here, \( z_{iC}^{[r]} \) represents samples from the conditional normal distribution given sample mean \( \tilde{z}_{i} \) and sample variance \( s_{z_{i}}^2 \). A result by Lindqvist and Taraldsen (2005) described in Appendix B allows one to achieve this drawing as follows:

\[ z_{iC}^{[r]} = \left\{ \tilde{z}_{i} + \frac{u_{ij} - \bar{u}_i}{s_{ui}} : j \in T \right\} \quad (3.20) \]

where \( \{u_{ij} : j \in T\} \) denotes \( n_{iC} \) random samples from the standard normal distribution, \( \bar{u}_i \) and \( s_{ui}^2 \) are a sample mean and a sample variance summarised from them respectively. Furthermore, letting \( \bar{\mu} \) and \( \bar{\gamma}_W \) be the corresponding components in \( \hat{\eta} \), we can draw \( y_{iC}^{[r]} \) in a similar way to (3.20) as follows:

\[ y_{iC}^{[r]} = \left\{ \tilde{y}_{i} + (\bar{\mu} + \bar{\gamma}_W)(z_{iC}^{[r]} - \tilde{z}_{iC}) + \delta_i(u_{ij} - \bar{u}_i) : j \in T \right\} \quad (3.21) \]

where \( \{v_{ij} : j \in T\} \) denotes \( n_{iC} \) random samples from the standard normal distribution, \( \bar{v}_i \) and \( s_{vi}^2 \) are a sample mean and a sample variance summarised from them respectively. And also

\[ \delta_i = \frac{-(\bar{\mu} + \bar{\gamma}_W)s_{z_{i},v_i} + \sqrt{(\bar{\mu} + \bar{\gamma}_W)^2 s_{z_{i},v_i}^2 - s_{z_{i},v_i}^2 s_{z_{i}}^2 + s_{vi}^2 s_{y_{i}}^2}}{s_{vi}^2}, \]

\[ s_{z_{i},v_i} = \frac{1}{n_{iC} - 1} \sum_{j \in T} (z_{iC}^{[r]} - \tilde{z}_{iC})(v_{ij} - \bar{v}_i). \]

For \( j \in C \), (3.20) and (3.21) can be used in a similar manner, except that \( (\bar{\mu} + \bar{\gamma}_W) \) in (3.21) is replaced by \( \bar{\mu} \).

**Combining IPD and AD** For the case that some trials provide IPD and the others provide only AD, the collected IPD are essentially utilised for supplementing to the computation of \( \hat{\eta} \). Because all trials are independent of each other, we compute \( \hat{\eta} \) by maximising product of the likelihood for the IPD trials and that for the AD trials; i.e.

\[ \hat{\eta} = \arg \max_{\eta} L_{IPD}(\eta) \times L_{AD}(\eta) \quad (3.22) \]
where $L_{AD}(\eta)$ is already given by (3.18), and $L_{IPD}(\eta)$ is given by

$$L_{IPD}(\eta) = f(Y_{IPD}; \xi, \eta) = K \times \prod_{i=N+1}^{N'} \prod_{j=1}^{n_i} \frac{1}{\sigma_y} \exp \left\{ -\frac{1}{2\sigma_y^2} (y_{ij} - \phi_i - \theta x_{ij} - \mu z_{ij} - \gamma_A x_{ij} \bar{z}_i - \gamma_W x_{ij} (z_{ij} - \bar{z}_i))^2 \right\}$$

(3.23)

where $K$ is a constant term unrelated to $\eta$. Once obtaining $\hat{\eta}$ from (3.22), we can get $R$ sets of SIPD in the same way as (3.20) and (3.21).

The fact that we can use the IPD from a part of trials offers another solution to compute $\hat{\eta}$. The IPD trials partly provide information of $\sum_{j \in T} y_{ij} z_{ij}$ and $\sum_{j \in C} y_{ij} z_{ij}$, indicating that EM (Expectation Maximisation) algorithm by Dempster, Laird and Rubin (1977) can be applied for the computation of $\hat{\eta}$.

**EM algorithm:** Because of between-trial and between-group independency, we have the density function of $Y_{miss-IPD}$ and $Y_{IPD}$ as follows:

$$f(Y_{miss-IPD}, Y_{IPD}; \xi, \eta) = \prod_{i=1}^{N'} f(y_{it}, z_{iT}, y_{iC}, z_{iC}; \bar{m}_{zIT}, \bar{\sigma}_{zIT}, \bar{m}_{zIC}, \bar{\sigma}_{zIC}, \eta).$$

The EM algorithm repeats two steps of calculation referred to as E-step and M-step. In E-step, given $(Y_{AD}, Y_{IPD})$ and a current parameter value $\hat{\eta}^{[6]}$, we calculate the following conditional expectation:

$$Q(\eta, \hat{\eta}^{[6]}) = E_{\hat{\eta}^{[6]}} \left[ \sum_{i=1}^{N'} \log f(y_{it}, z_{iT}, y_{iC}, z_{iC}; \bar{m}_{zIT}, \bar{\sigma}_{zIT}, \bar{m}_{zIC}, \bar{\sigma}_{zIC}, \eta) \bigg| Y_{AD}, Y_{IPD} \right]$$

$$= E_{\hat{\eta}^{[6]}} \left[ \sum_{i=1}^{N} \log f(y_{it}, z_{iT}, y_{iC}, z_{iC}; \bar{m}_{zIT}, \bar{\sigma}_{zIT}, \bar{m}_{zIC}, \bar{\sigma}_{zIC}, \eta) \bigg| Y_{AD} \right]$$

$$+ \sum_{i=N+1}^{N'} \log f(y_{it}, z_{iT}, y_{iC}, z_{iC}; \bar{m}_{zIT}, \bar{\sigma}_{zIT}, \bar{m}_{zIC}, \bar{\sigma}_{zIC}, \eta)$$

where the second term can be derived as the bivariate normal densities from (3.14). In the first term, we need to calculate the conditional expectations for the sufficient statistics of

$$\sum_{j \in T} y_{ij}, \sum_{j \in T} y_{ij}^2, \sum_{j \in T} z_{ij}, \sum_{j \in T} z_{ij}^2, \sum_{j \in T} y_{ij} z_{ij},$$

$$\sum_{j \in C} y_{ij}, \sum_{j \in C} y_{ij}^2, \sum_{j \in C} z_{ij}, \sum_{j \in C} z_{ij}^2, \sum_{j \in C} y_{ij} z_{ij}$$
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for $i = 1, \ldots, N$. Among them, we have
\begin{align*}
E_{\eta(t)} \left[ \sum_{j \in T} y_{ij} \left| \tilde{y}_{iT} \right. \right. &= n_{iT} \tilde{y}_{iT}, \quad E_{\eta(t)} \left[ \sum_{j \in T} y_{ij}^2 \left| \tilde{y}_{iT}, s_{yiT}^2 \right. \right. = n_{iT} \tilde{y}_{iT}^2 + \frac{n_{iT}}{n_{iT} - 1} s_{yiT}^2, \\
E_{\eta(t)} \left[ \sum_{j \in T} z_{ij} \left| \tilde{z}_{iT} \right. \right. &= n_{iT} \tilde{z}_{iT}, \quad E_{\eta(t)} \left[ \sum_{j \in T} z_{ij}^2 \left| \tilde{z}_{iT}, s_{ziT}^2 \right. \right. = n_{iT} \tilde{z}_{iT}^2 + \frac{n_{iT}}{n_{iT} - 1} s_{ziT}^2
\end{align*}
and the same calculations are applied to those for $j \in C$. For the conditional expectations of $\sum_{j \in T} y_{ij} z_{ij}$ and $\sum_{j \in C} y_{ij} z_{ij}$, we here use Monte Carlo approximation. An algorithm in which the integration calculation in E-step is replaced by Monte Carlo approximation is known as Monte Carlo EM (MCEM) algorithm by Wei and Tanner (1990). The MCEM algorithm first draws $B$ sets of $Y_{\text{miss}-\text{IPD}}$ (say $Y_{\text{miss}-\text{IPD}}^{[b]}$ for $b = 1, \ldots, B$) from the conditional distributions $f(Y_{\text{miss}-\text{IPD}}^{[b]}|Y_{\text{AD}}; \xi, \tilde{\eta}^{[t]})$, where the sampling technique by Lindqvist and Taraldsen (2005) can be used in the same way as (3.20) and (3.21). Then, we have
\begin{align*}
E_{\eta(t)} \left[ \sum_{j \in T} y_{ij} z_{ij} \left| \tilde{y}_{iT}, s_{yiT}^2, \tilde{z}_{iT}, s_{ziT}^2 \right. \right. &= \int \int \left( \sum_{j \in T} y_{ij} z_{ij} \right) f(y_{iT}, z_{iT}|\tilde{y}_{iT}, s_{yiT}^2, \tilde{z}_{iT}, s_{ziT}^2; m_{i&T}, \tilde{\eta}^{[t]}) dy_{iT} dz_{iT} \\
&\approx \frac{1}{B} \sum_{b=1}^{B} \left( \sum_{j \in T} y_{ij}^{[b]} z_{ij}^{[b]} \right)
\end{align*}
and
\begin{align*}
E_{\eta(t)} \left[ \sum_{j \in C} y_{ij} z_{ij} \left| \tilde{y}_{IC}, s_{yiC}^2, \tilde{z}_{iC}, s_{ziC}^2 \right. \right. &= \int \int \left( \sum_{j \in C} y_{ij} z_{ij} \right) f(y_{iC}, z_{iC}|\tilde{y}_{iC}, s_{yiC}^2, \tilde{z}_{iC}, s_{ziC}^2; m_{i&C}, \tilde{\eta}^{[t]}) dy_{iC} dz_{iC} \\
&\approx \frac{1}{B} \sum_{b=1}^{B} \left( \sum_{j \in C} y_{ij}^{[b]} z_{ij}^{[b]} \right)
\end{align*}
In M-step, the current parameter value $\tilde{\eta}^{[t]}$ is updated by
\[
\tilde{\eta}^{(t+1)} = \arg \max_{\eta} Q(\eta, \tilde{\eta}^{[t]}).
\]
These iterative of E-step and M-step are repeatedly implemented until a convergence condition holds, and the final parameter value is regarded as $\tilde{\eta}$. 
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Step (2): Fitting IPD meta-analysis model

Step (1) produces $R$ sets of SIPD for trials $i = 1, \ldots, N$; i.e. $Y^{[r]}_{\text{miss-IPD}}$ for $r = 1, \ldots, R$ in (3.17). We can now fit the IPD meta-analysis model (2.1) to each of SIPD (or each of SIPD combined with the collected IPD). This produces $R$ sets of MLEs for parameters of interest and their variance estimates; for instance, the within-trial treatment-covariate interaction effect, $(\hat{\gamma}^{[r]}_W, V(\hat{\gamma}^{[r]}_W))$ for $r = 1, \ldots, R$.

Step (3): Summarising estimates

In Step (3), resulting estimates for each set of SIPD are suitably summarised. For example, suppose that there is an interest in the posterior distribution of $\gamma_W$; say $\pi(\gamma_W|Y_{\text{AD}})$, which is written by

$$
\pi(\gamma_W|Y_{\text{AD}}) = \int \pi(\gamma_W|Y_{\text{miss-IPD}}) f(Y_{\text{miss-IPD}}|Y_{\text{AD}}) dY_{\text{miss-IPD}}.
$$

(3.24)

We here consider an approximation known as Poor Man’s Data Augmentation (PMDA) 2 by Wei and Tanner (1990). Given $\hat{\gamma}_W$, $(\hat{\gamma}^{[r]}_W, V(\hat{\gamma}^{[r]}_W))$ and $Y^{[r]}_{\text{miss-IPD}}$ for $r = 1, \ldots, R$, the PMDA 2 approximates the posterior distribution of $\gamma_W$ as follows:

$$
\pi(\gamma_W|Y_{\text{AD}}) \approx \sum_{r=1}^R w_r \pi(\gamma_W|Y^{[r]}_{\text{miss-IPD}}) / \sum_{r=1}^R w_r
$$

(3.25)

where

$$
w_r = V(\hat{\gamma}^{[r]}_W)^{1/2} \frac{\pi(\hat{\gamma}^{[r]}_W|Y^{[r]}_{\text{miss-IPD}})}{\pi(\gamma_W|Y^{[r]}_{\text{miss-IPD}})}
$$

(3.26)

The weights $w_r$ for $r = 1, \ldots, R$ are importance sampling weights designed to correct for the fact that one is not sampling from $f(Y_{\text{miss-IPD}}|Y_{\text{AD}})$, and PMDA 2 provides an unbiased estimate of the observed data posterior (Steele, Wang and Raftery, 2010). The derivations of (3.25) and (3.26) are detailed in Wei and Tanner (1990). To obtain point estimate (via the median of the posterior density) and 95 per cent confidence limit, one must obtain the required percentiles of the mixture distribution of (3.25). Obtaining the desired mixture percentile values (say $c$) requires solving

$$
\sum_{r=1}^R w_r \pi(\gamma_W|Y^{[r]}_{\text{miss-IPD}}) = c
$$

with respect to $\gamma_W$ (Steele, Wang and Raftery, 2010). If considering $\hat{\gamma}_W = \sum_{r=1}^R \hat{\gamma}^{[r]}_W / R$ as an estimator of $\gamma_W$, the variance estimate for $\hat{\gamma}_W$ can be derived exactly, under an unrealistic assumption, by using an idea known as type B estimator by Wang and Robins (1998); this is beyond the scope of this paper.
Combining IPD and AD  For the case that some trials provide IPD and the others provide only AD, the posterior distribution of \( \gamma_W \); say \( \pi(\gamma_W|Y_{AD}, Y_{IPD}) \) is written by

\[
\pi(\gamma_W|Y_{AD}, Y_{IPD}) = \int \pi(\gamma_W|Y_{miss-IPD}, Y_{IPD}) f(Y_{miss-IPD}|Y_{AD}, Y_{IPD}) dY_{miss-IPD}.
\] (3.27)

In the similar way as (3.25), the PMDA 2 approximates the posterior distribution of \( \gamma_W \) as follows:

\[
\pi(\gamma_W|Y_{AD}, Y_{IPD}) \approx \frac{\sum_{r=1}^{R} w_r \pi(\gamma_W|Y_{miss-IPD}^{[r]}, Y_{IPD})}{\sum_{r=1}^{R} w_r}
\]

where

\[
w_r = V(\hat{\gamma}_W^{[r]})^{1/2} \frac{\pi(\hat{\gamma}_W^{[r]}|Y_{miss-IPD}^{[r]}, Y_{IPD})}{\pi(\hat{\gamma}_W|Y_{miss-IPD}, Y_{IPD})}.
\]

SIPD method via Bayesian procedure

**Step (1): Generating SIPD**

Let \( f(Y_{miss-IPD}|\xi, \eta) \) be a Bayesian density function of the missing IPD given parameter \( \eta \), which has the same form as \( f(Y_{miss-IPD}|\xi, \eta) \). Then, we draw the SIPD (say \( Y_{miss-IPD}^{*} \)) from the posterior predictive distribution of \( Y_{miss-IPD} \) given \( Y_{AD} \); i.e.

\[
Y_{miss-IPD}^{*} \sim f(Y_{miss-IPD}|Y_{AD}, \hat{\xi})
\] (3.28)

where

\[
f(Y_{miss-IPD}|Y_{AD}, \hat{\xi}) = \int f(Y_{miss-IPD}|Y_{AD}, \xi, \eta) f(\eta|Y_{AD}, \hat{\xi}) d\eta
\] (3.29)

and \( f(Y_{miss-IPD}|Y_{AD}, \hat{\xi}, \eta) \) is the density of \( Y_{miss-IPD} \) given \( Y_{AD} \) and \( \eta \), \( f(\eta|Y_{AD}, \hat{\xi}) \) is the posterior distribution of \( \eta \) given \( Y_{AD} \). Because of the integration in (3.29), \( f(Y_{miss-IPD}|Y_{AD}, \hat{\xi}) \) cannot be expressed in a closed form. And also, it is difficult to draw samples from this distribution directly; however once obtaining samples of the parameter \( \eta \), we can achieve the drawing (3.28) approximately. If \( R \) sets of the parameter values (say \( \eta^{[r]} \) for \( r = 1, \ldots, R \)) are drawn from the posterior distribution \( f(\eta|Y_{AD}, \hat{\xi}) \), then the posterior predictive distribution (3.29) can be approximated as follows:

\[
f(Y_{miss-IPD}|Y_{AD}, \hat{\xi}) \approx \frac{1}{R} \sum_{r=1}^{R} f(Y_{miss-IPD}|Y_{AD}, \hat{\xi}, \eta^{[r]})
\] (3.30)

This indicates that one random sample from \( f(Y_{miss-IPD}|Y_{AD}, \hat{\xi}, \eta^{[r]}) \) corresponds to one random sample from \( f(Y_{miss-IPD}|Y_{AD}, \hat{\xi}) \), and the repetition of this drawing yields \( R \) sets of
SIPD (say $Y_{\text{miss-IPD}}^{[r]}$ for $r = 1, \ldots, R$). The SIPD consist of the patient-specific observations given as (3.17). The approximation (3.30) requires one to draw from $f(\eta|Y_{\text{AD}}, \hat{\xi})$ and then draw from $f(Y_{\text{miss-IPD}}|Y_{\text{AD}}, \hat{\xi}, \eta^{[r]}).$ The latter can be implemented by the same procedure for $f(Y_{\text{miss-IPD}}|Y_{\text{AD}}, \hat{\xi}, \hat{\eta}).$ We now describe how to draw from $f(\eta|Y_{\text{AD}}, \hat{\xi}).$

**Drawing from $f(\eta|Y_{\text{AD}}, \hat{\xi}):$** Drawing samples of $\eta$ from $f(\eta|Y_{\text{AD}}, \hat{\xi})$ is straightforward to achieve by Markov chain Monte Carlo (MCMC) method; in particular we use Metropolis-Hastings algorithm. The posterior distribution of $\eta$ can be written as

$$f(\eta|Y_{\text{AD}}, \hat{\xi}) \propto f(Y_{\text{AD}}|\hat{\xi}, \eta)f(\eta)$$

where $f(\eta)$ is the density function for a prior distribution of $\eta$ and we use a vague prior for this; i.e. $f(\eta) \propto \sigma_{\eta}^{-1}.$ Then, $f(Y_{\text{AD}}|\hat{\xi}, \eta)$ has the same form as $f(Y_{\text{AD}}; \hat{\xi}, \eta)$ in (3.16). Therefore, for the purpose of drawing $\eta^{[r]}$ from $f(\eta|Y_{\text{AD}}, \hat{\xi}),$ the Metropolis-Hastings algorithm takes the following procedures (Gelman et al., 1995):

1. Set a starting value $\eta^{[0]},$ and iterate Step 2-4 for $r = 1, \ldots, R.$
2. Draw a sample $\eta^*$ from a proposal distribution with density function $\rho(\eta|\eta^{[r-1]});$ i.e.

$$\eta^* \sim \rho(\eta|\eta^{[r-1]}).$$

We here assume $\rho(\eta|\eta^{[r-1]})$ is a normal density centered at $\eta^{[r-1]}.$
3. Compute

$$a = \min \left\{1, \frac{f(\eta^*|Y_{\text{AD}}, \hat{\xi})f(\eta^*)}{f(\eta^{[r-1]}|Y_{\text{AD}}, \hat{\xi})f(\eta^{[r-1]})} \right\}.$$  
4. Set $\eta^{[r]} = \eta^*$ with probability $a,$ otherwise set $\eta^{[r]} = \eta^{[r-1]}.$

For rapid convergence, we integrate out the parameter of trial-specific effects ($\phi_1, \ldots, \phi_N$) from $f(\eta|Y_{\text{AD}}, \hat{\xi}),$ and then consider to draw $(\theta, \mu, \gamma_A, \gamma_W)$ from their marginal posterior distribution. This is because we need only the values of parameter associated with the within-trial relationships ($\mu$ and $\gamma_W$) to generate the SIPD.

**Combining IPD and AD** For the case that some trials provide IPD and the others provide only AD, we draw the SIPD (say $Y_{\text{miss-IPD}}^{*}$) from the posterior predictive distribution of $Y_{\text{miss-IPD}}$ given $Y_{\text{AD}}$ and $Y_{\text{IPD}};$ i.e.

$$Y_{\text{miss-IPD}}^{*} \sim f(Y_{\text{miss-IPD}}|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi})$$
where

\[ f(Y_{\text{miss-IPD}}|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi}) = \int f(Y_{\text{miss-IPD}}|Y_{\text{AD}}, \hat{\xi}, \eta) f(\eta|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi}) d\eta \]  

(3.31)

and \( f(\eta|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi}) \) is the posterior distribution of \( \eta \) given \( Y_{\text{AD}} \). By the same reason described above, it is necessary to first sample the parameter values of \( \eta \) from \( f(\eta|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi}) \), and then draw \( Y_{\text{miss-IPD}} \) from \( f(Y_{\text{miss-IPD}}|Y_{\text{AD}}, \hat{\xi}, \eta^{[r]}) \). If \( R \) sets of the parameter values \( (\eta^{[r]} \) for \( r = 1, \ldots, R \)) are drawn from the posterior distribution \( f(\eta|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi}) \), the posterior predictive distribution (3.31) can be approximated as follows:

\[ f(Y_{\text{miss-IPD}}|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi}) \approx \frac{1}{R} \sum_{r=1}^{R} f(Y_{\text{miss-IPD}}|Y_{\text{AD}}, \hat{\xi}, \eta^{[r]}) \]  

(3.32)

This indicates that one random sample from \( f(Y_{\text{miss-IPD}}|Y_{\text{AD}}, \hat{\xi}, \eta^{[r]}) \) corresponds to one random sample from \( f(Y_{\text{miss-IPD}}|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi}) \), and the repetition of this drawing yields \( R \) sets of SIPD \( (Y_{\text{miss-IPD}}^{[r]} \text{ for } r = 1, \ldots, R) \). The approximation (3.32) requires one to draw from \( f(\eta|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi}) \) and then draw from \( f(Y_{\text{miss-IPD}}|Y_{\text{AD}}, \hat{\xi}, \eta^{[r]}) \). The latter can be implemented by the same procedure for \( f(Y_{\text{miss-IPD}}|Y_{\text{AD}}, \hat{\xi}, \xi) \). We now describe how to draw from \( f(\eta|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi}) \).

**Drawing from \( f(\eta|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi}) \):** As in drawing from \( f(\eta|Y_{\text{AD}}, \hat{\xi}) \), drawing samples of \( \eta \) from \( f(\eta|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi}) \) is straightforward to achieve by MCMC method (Metropolis-Hastings algorithm). The posterior distribution of \( \eta \) can be written as

\[ f(\eta|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi}) \propto f(Y_{\text{AD}}, Y_{\text{IPD}}|\hat{\xi}, \eta) f(\eta) \]

where \( f(\eta) \) is the vague prior of \( f(\eta) \propto \sigma_y^{-1} \). Because of between-trial independence, we have

\[ f(Y_{\text{AD}}, Y_{\text{IPD}}|\hat{\xi}, \eta) = f(Y_{\text{AD}}|\hat{\xi}, \eta) f(Y_{\text{IPD}}|\hat{\xi}, \eta) \]

where \( f(Y_{\text{AD}}|\hat{\xi}, \eta) \) has the same form as \( f(Y_{\text{AD}}|\hat{\xi}, \eta) \) in (3.16), and \( f(Y_{\text{IPD}}|\hat{\xi}, \eta) \) is derived by the same form as \( f(Y_{\text{IPD}}|\hat{\xi}, \eta) \) in (3.23). From these results, for the purpose of drawing \( \eta^{[r]} \) from \( f(\eta|Y_{\text{AD}}, Y_{\text{IPD}}, \hat{\xi}) \), the Metropolis-Hastings algorithm takes the following procedures:

1. Set a starting value \( \eta^{[0]} \), and iterate Step 2-4 for \( r = 1, \ldots, R \).
2. Draw a sample \( \eta^{*} \) from a proposal distribution with density function \( \rho(\eta|\eta^{[r-1]}) \); i.e.

\[ \eta^{*} \sim \rho(\eta|\eta^{[r-1]}) \]

We here assume \( \rho(\eta|\eta^{[r-1]}) \) is a normal density centered at \( \eta^{[r-1]} \).
3. Compute

\[
a = \min \left\{ 1, \frac{f(\eta^*|Y_{AD}, Y_{IPD}, \hat{\xi})f(\eta^*)}{f(\eta^{[r-1]}|Y_{AD}, Y_{IPD}, \hat{\xi})f(\eta^{[r-1]})} \right\}.
\]

4. Set \( \eta^{[r]} = \eta^* \) with probability \( a \), otherwise set \( \eta^{[r]} = \eta^{[r-1]} \).

For the same reason described above, we integrate out the parameter of trial-specific effects \( (\phi_1, \ldots, \phi_N) \) from \( f(\eta|Y_{AD}, Y_{IPD}, \hat{\xi}) \), and then consider to draw \( (\theta, \mu, \gamma_A, \gamma_W) \) from their marginal posterior distribution.

As is the case for the frequentist procedure, the fact that we can use the IPD from a part of trials offers another solution to draw from \( f(Y_{\text{miss-IPD}}|Y_{AD}, Y_{IPD}, \hat{\xi}) \), which is known as data augmentation by Tanner and Wong (1987).

**Data augmentation** The data augmentation is implemented by the following iterative steps in terms of \( r = 1, \ldots, R \).

1. Choose a moderate positive integer \( B \), and create draws as follows:

\[
\eta^{[r,b]} \sim f_r(\eta|Y_{AD}, Y_{IPD}, \hat{\xi}), \quad Y_{\text{miss-IPD}}^{[r,b]} \sim f(Y_{\text{miss-IPD}}|Y_{AD}, \hat{\xi}, \eta^{[r,b]}). \tag{3.33}
\]

for \( b = 1, \ldots, B \). Here, \( f_k(\eta|Y_{AD}, Y_{IPD}, \hat{\xi}) \) denotes an approximate posterior distribution of \( \eta \) at iteration \( r \), which is computed at iteration \( r - 1 \).

2. Update the approximate posterior distribution of \( \eta \) as follows:

\[
\bar{f}_{r+1}(\eta|Y_{AD}, Y_{IPD}, \hat{\xi}) = \frac{1}{B} \sum_{b=1}^{B} f(\eta|Y_{\text{miss-IPD}}^{[r,b]}, Y_{IPD}, \hat{\xi}).
\]

The sequence of draws for \( Y_{\text{miss-IPD}} \) and \( \eta \) from this iterative procedure is known to converge to a draw from \( f(Y_{\text{miss-IPD}}, \eta|Y_{AD}, Y_{IPD}, \hat{\xi}) \) (Little and Rubin, 2002). This is motivated by the fact that the approximate posterior distribution of \( \eta \) in (3.33), \( f_r(\eta|Y_{AD}, Y_{IPD}, \hat{\xi}) \), is easier to draw from than \( f(\eta|Y_{AD}, Y_{IPD}, \hat{\xi}) \). Indeed, each element composing \( f_r(\eta|Y_{AD}, Y_{IPD}, \hat{\xi}) \); i.e. \( f(\eta|Y_{\text{miss-IPD}}^{[r,b]}, Y_{IPD}, \hat{\xi}) \) for \( b = 1, \ldots, B \), can be derived exactly (Gelman et al. 1995).

More specifically, we rewrite the IPD meta-analysis model (3.9) by using a matrix form of

\[
y = X\eta_0 + \epsilon, \quad \epsilon \sim N(0, \sigma^2 \mathbf{I}).
\]

Letting \( n = \sum_{i=1}^{N'} n_i \) be the total number of patients, \( y \) is an \( n \)-dimensional vector of \( y_{ij} \) for \( i = 1, \ldots, N' \) and \( j = 1, \ldots, n_i \), \( X \) is an \( n \times (N' + 4) \) design matrix, \( \mathbf{0} \) is an \( n \)-dimensional
zero vector, \( I \) is an \( n \times n \) identity matrix and \( \eta_0 = (\phi_1, \ldots, \phi_{N'}, \theta, \mu, \gamma_A, \gamma_W) \). If we again assume the vague prior of \( f(\eta_0, \sigma^2_y) \propto \sigma_y^{-2} \), then we have the posterior distribution of \((\eta_0, \sigma_y^2)\) given \( Y_{\text{miss-IPD}} \) and \( Y_{\text{IPD}} \), \( f(\eta_0, \sigma_y^2|Y_{\text{miss-IPD}}, Y_{\text{IPD}}, \hat{\xi}) \), as follows:

\[
\eta_0|\sigma_y^2, Y_{\text{miss-IPD}}, Y_{\text{IPD}} \sim \text{N}(\hat{\eta}_0, \sigma_y^2),
\]

\[
\sigma_y^2|Y_{\text{miss-IPD}}, Y_{\text{IPD}} \sim \text{Inv-\chi}^2(n - N' - 4, s^2)
\]

where \( \text{Inv-\chi}^2(n - N' - 4, s^2) \) denotes a random variable from a scaled inverse chi-square distribution with scale parameter \( s^2 \) and degrees of freedom \( n - N' - 4 \), and each parameter is given by

\[
\hat{\eta}_0 = (X^T X)^{-1} X^T y
\]

(3.34)

and

\[
s^2 = \frac{1}{n - N' - 4} (y - X\hat{\eta}_0)^T (y - X\hat{\eta}_0).
\]

(3.35)

In the actual iterative procedures, the current value of \( Y_{\text{miss-IPD}} \) is substituted into \((y, X)\) in (3.34) and (3.35).

**Step (2): Fitting IPD meta-analysis model**

Step (1) produces \( R \) sets of SIPD for trials \( i = 1, \ldots, N \); i.e. \( Y_{\text{miss-IPD}}^{[r]} \) for \( r = 1, \ldots, R \) in (3.17). We can now fit the IPD meta-analysis model (2.1) to each of SIPD (or each of SIPD combined with the collected IPD). This produces \( R \) sets of MLEs for parameters of interest and their variance estimates; for instance, the within-trial treatment-covariate interaction effect, \((\gamma_W^{[r]}, V(\gamma_W^{[r]}))\) for \( r = 1, \ldots, R \).

**Step (3): Summarising estimates**

As is the case for the frequentist procedure, we here consider the posterior distribution of \( \gamma_W \) written by (3.24). From the Bayesian perspective, the posterior distribution of \( \gamma_W \) can be simulated by first drawing \( Y_{\text{miss-IPD}}^{[r]} \) from \( f(Y_{\text{miss-IPD}}|Y_{\text{AD}}) \), and then drawing \( \gamma_W \) from \( \pi(\gamma_W|Y_{\text{miss-IPD}}^{[r]}) \); i.e.

\[
\pi(\gamma_W|Y_{\text{AD}}) \approx \frac{1}{R} \sum_{r=1}^{R} \pi(\gamma_W|Y_{\text{miss-IPD}}^{[r]}). \tag{3.36}
\]

We apply a Rubin's (1987) combining rule in order to obtain a posterior mean and variance for \( \gamma_W \), which is often used in multiple imputation. The rule approximates them as follows
(Little and Rubin, 2002):

\[
E(\gamma_W|Y_{AD}) = E[E(\gamma_W|Y_{miss-IPD})|Y_{AD}]
\approx \frac{1}{R} \sum_{r=1}^{R} \hat{\gamma}_W^r
\]  
(3.37)

and

\[
\text{Var}(\gamma_W|Y_{AD}) = E[\text{Var}(\gamma_W|Y_{miss-IPD})|Y_{AD}] + \text{Var}[E(\gamma_W|Y_{miss-IPD})|Y_{AD}]
\approx \frac{1}{R} \sum_{r=1}^{R} V(\hat{\gamma}_W^r) + \frac{1 + R^{-1}}{R - 1} \sum_{r=1}^{R} (\hat{\gamma}_W^r - \hat{\gamma}_W)^2
\]  
(3.38)

where \( \hat{\gamma}_W \) is given by (3.37). For frequentist inferences, we use (3.37) as an overall estimate \( \hat{\gamma}_W \), and (3.38) as its variance estimate \( V(\hat{\gamma}_W) \). If considering \( \hat{\gamma}_W = \sum_{r=1}^{R} \hat{\gamma}_W^r / R \) as an estimator of \( \gamma_W \), the variance estimate for \( \hat{\gamma}_W \) can be derived exactly by using an idea known as type A estimator by Wang and Robins (1998).

**Combining IPD and AD** For the case that some trials provide IPD and the others provide only AD, the posterior distribution of \( \gamma_W \) is written by (3.27) and can be approximated by using \( Y_{miss-IPD}^{[r]} \) for \( r = 1, \ldots, R \):

\[
\pi(\gamma_W|Y_{AD}, Y_{IPD}) \approx \frac{1}{R} \sum_{r=1}^{R} \pi(\gamma_W|Y_{miss-IPD}^{[r]}, Y_{IPD}).
\]  
(3.39)

Then, as in (3.37) and (3.38), the Rubin's (1987) rule approximates a posterior mean and variance for \( \gamma_W \) as follows:

\[
E(\gamma_W|Y_{AD}, Y_{IPD}) = E[E(\gamma_W|Y_{miss-IPD}, Y_{IPD})|Y_{AD}, Y_{IPD}]
\approx \frac{1}{R} \sum_{r=1}^{R} \hat{\gamma}_W^r
\]  
(3.40)

and

\[
\text{Var}(\gamma_W|Y_{AD}, Y_{IPD}) = E[\text{Var}(\gamma_W|Y_{miss-IPD}, Y_{IPD})|Y_{AD}, Y_{IPD}]
+ \text{Var}[E(\gamma_W|Y_{miss-IPD}, Y_{IPD})|Y_{AD}, Y_{IPD}]
\approx \frac{1}{R} \sum_{r=1}^{R} V(\hat{\gamma}_W^r) + \frac{1 + R^{-1}}{R - 1} \sum_{r=1}^{R} (\hat{\gamma}_W^r - \hat{\gamma}_W)^2
\]  
(3.41)

where \( \hat{\gamma}_W \) is given by (3.40). For frequentist inferences, we use (3.40) as an overall estimate \( \hat{\gamma}_W \), and (3.41) as its variance estimate \( V(\hat{\gamma}_W) \).
Table V. The grouped form of data from group \( k \) in the \( i \)th study.

<table>
<thead>
<tr>
<th>( Z )</th>
<th>( Y = 0 )</th>
<th>( Y = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( m_{0i} )</td>
<td>( n_{0i} )</td>
</tr>
<tr>
<td>1</td>
<td>( m_{1i} )</td>
<td>( n_{1i} )</td>
</tr>
<tr>
<td>( n_{ik} - m_{ik} )</td>
<td>( m_{ik} )</td>
<td>( n_{ik} )</td>
</tr>
</tbody>
</table>

### 3.2.2 Binary outcome and covariate

We here consider the SIPD method only from the Bayesian perspective, for the case that some trials provide IPD and the others provide only AD.

**SIPD method for combining IPD and AD via Bayesian procedure**

*Step (1): Generating SIPD*

Assume that each AD trial is completely balanced at the patient-level covariate; so that the proportion of patients with \( Z = 1 \) for the treatment group is assumed to be equivalent to that for the control group. Letting \( n_{1i} = \lceil n_{ik} \bar{z}_i + 0.5 \rceil \) ([A] is the largest integer not greater than \( A \)) and \( n_{0i} = n_{ik} - n_{1i} \) be the number of patients respectively with \( Z = 1 \) and \( Z = 0 \) for group \( k \) in the \( i \)th AD trial \( (i = 1, \ldots, N) \), then the AD given by \( (m_{ik}, n_{0i}, n_{1i}) \) can be written as marginal totals of a 2×2 contingency table in Table III, where the internal cells \( m_{0i} \) and \( m_{1i} \) representing the number of patients respectively with \( (Y = 1, Z = 0) \) and \( (Y = 1, Z = 1) \) are not available. Now, for all trials \( i = 1, \ldots, N' \), we assume that \( m_{0i} \) and \( m_{1i} \) follow a pair of independent binomial distributions respectively with probabilities \( p_{0i} = \Pr(Y = 1|Z = 0, i, k) \) and \( p_{1i} = \Pr(Y = 1|Z = 1, i, k) \); i.e. \( m_{0i} \sim \text{Binomial}(n_{0i}, p_{0i}) \) and \( m_{1i} \sim \text{Binomial}(n_{1i}, p_{1i}) \). Then, we draw the SIPD for group \( k \) in the \( i \)th AD trial; i.e. \( m_{0i} \) (and \( m_{1i} = m_{ik} - m_{0i} \)), from the following posterior predictive distribution:

\[
\Pr(m_{0i}|m_{ik}, n_{0i}, n_{1i})
\]

\[
= \int \Pr(m_{0i}|m_{ik}, n_{0i}, n_{1i}, p_{0i}, p_{1i})f(p_{0i}, p_{1i}|m_{ik}, n_{0i}, n_{1i})dp_{0i}dp_{1i}. \tag{3.42}
\]

for \( i = 1, \ldots, N \) and \( k \in \{T, C\} \). Here, \( f(p_{0i}, p_{1i}|m_{ik}, n_{0i}, n_{1i}) \) is the density function for the posterior distribution of \( (p_{0i}, p_{1i}) \) given \( m_{ik} \), and is written as follows:

\[
f(p_{0i}, p_{1i}|m_{ik}, n_{0i}, n_{1i}) \propto \Pr(m_{ik}|n_{0i}, n_{1i}, p_{0i}, p_{1i})f(p_{0i}, p_{1i}) \tag{3.43}
\]

where \( f(p_{0i}, p_{1i}) \) is a prior distribution of \( (p_{0i}, p_{1i}) \). \( \Pr(m_{ik}|n_{0i}, n_{1i}, p_{0i}, p_{1i}) \) is the
The probability of a marginal total \( m_{ik} = m_{0ik} + m_{1ik} \) in Table V with unknown internal cells, which can be derived as convolution of the binomial distributions for \( m_{0ik} \) and \( m_{1ik} \):

\[
\Pr(m_{ik}|n_{0ik}, n_{1ik}, p_{0ik}, p_{1ik}) = \sum_{m_{0ik}=l_{ik}}^{u_{ik}} \left( \begin{array}{c} n_{0ik} \\ m_{0ik} \end{array} \right) p_{0ik}^{m_{0ik}} (1 - p_{0ik})^{n_{0ik} - m_{0ik}} \times \left( \begin{array}{c} n_{1ik} \\ m_{ik} - m_{0ik} \end{array} \right) p_{1ik}^{m_{ik} - m_{0ik}} (1 - p_{1ik})^{n_{1ik} - m_{ik} + m_{0ik}}
\]

where

\[
l_{ik} = \max(0, m_{ik} - n_{1ik}), \quad u_{ik} = \min(n_{0ik}, m_{ik})
\]

represent the range of admissible values of \( m_{0ik} \) so that \( m_{ik} = m_{0ik} + m_{1ik} \) and \( n_{ik} - m_{ik} = n_{0ik} - m_{0ik} + n_{1ik} - m_{1ik} \) are satisfied. And also, \( \Pr(m_{0ik}|m_{ik}, n_{0ik}, n_{1ik}, p_{0ik}, p_{1ik}) \) in (3.42) is the probability of an internal cell given all the marginal totals in Table V. If the single internal cell \( m_{0ik} \) are drawn, the other internal cells can be identified uniquely as \( m_{1ik} = m_{ik} - m_{0ik}, n_{0ik} - m_{0ik} \) and \( n_{1ik} - m_{1ik} \). Letting

\[
\lambda_{0ik} = p_{0ik}/(1 - p_{0ik}), \quad \lambda_{1ik} = p_{1ik}/(1 - p_{1ik})
\]

be odds of \( p_{0ik} \) and \( p_{1ik} \) respectively, \( \Pr(m_{0ik}|m_{ik}, n_{0ik}, n_{1ik}, p_{0ik}, p_{1ik}) \) can be derived as the probability mass function of Fisher’s non-central hypergeometric distribution (or extended hypergeometric distribution) with parameter of odds ratio \( \lambda_{ik} = \lambda_{0ik}/\lambda_{1ik} \):

\[
\Pr(m_{0ik}|m_{ik}, n_{0ik}, n_{1ik}, \lambda_{ik}) = \frac{\left( \begin{array}{c} n_{0ik} \\ m_{0ik} \end{array} \right) \left( \begin{array}{c} n_{1ik} \\ m_{1ik} - m_{0ik} \end{array} \right) \lambda_{0ik}^{m_{0ik}}}{\sum_{m_{0ik}=l_{ik}}^{u_{ik}} \left( \begin{array}{c} n_{0ik} \\ m_{0ik} \end{array} \right) \left( \begin{array}{c} n_{1ik} \\ m_{ik} - m_{0ik} \end{array} \right) \lambda_{0ik}^{m_{0ik}}}
\]

where \( l_{ik} \) and \( u_{ik} \) are defined as (3.45).

Because of the integration in (3.42), the posterior predictive distribution of \( m_{0ik} \) cannot be expressed in a closed form. Also, it is difficult to draw samples from this distribution directly; however once obtaining samples of parameter \((p_{0ik}, p_{1ik})\), we can draw \( m_{0ik} \) approximately from (3.42). If \( R \) sets of parameter values (say \((p_{0ik}^{[r]}, p_{1ik}^{[r]})\) for \( r = 1, \ldots, R \)) are drawn from the posterior distribution (3.43), then the posterior predictive distribution (3.42) can be approximated as

\[
\Pr(m_{0ik}|m_{ik}, n_{0ik}, n_{1ik}) \approx \frac{1}{R} \sum_{r=1}^{R} \Pr(m_{0ik}|m_{ik}, n_{0ik}, n_{1ik}, p_{0ik}^{[r]}, p_{1ik}^{[r]})
\]
where the $r$th component in summation is the conditional probability of $m_{0ik}$ given $m_{ik}$ and a known parameter of $(p_{0ik}^{[r]}, p_{1ik}^{[r]})$. This indicates that a single random sample from $\Pr(m_{0ik}|m_{ik}, n_{0ik}, n_{1ik}, p_{0ik}^{[r]}, p_{1ik}^{[r]})$ corresponds to a single random sample from the posterior predictive distribution (3.42), and the repetition of this drawing yields $R$ sets of SIPD (say $(m_{0ik}, m_{1ik})$ for $r = 1, \ldots, R$). Therefore, we generate the simulated IPD for the AD trials by using the approximation (3.48), that requires us to draw from $f(p_{0ik}, p_{1ik}|m_{ik}, n_{0ik}, n_{1ik})$ and then draw from $\Pr(m_{0ik}|m_{ik}, n_{0ik}, n_{1ik}, p_{0ik}^{[r]}, p_{1ik}^{[r]})$. We now describe how to draw from these distributions in more detail.

**Drawing from $f(p_{0ik}, p_{1ik}|m_{ik}, n_{0ik}, n_{1ik})$**

Now, let

$$
Y_{AD} = \{(m_{ik}, n_{0ik}, n_{1ik}) : i = 1, \ldots, N, k \in \{T, C\}\},
$$

$$
Y_{IPD} = \{(m_{0ik}, m_{1ik}, n_{0ik}, n_{1ik}) : i = N + 1, \ldots, N', k \in \{T, C\}\}
$$

where $Y_{AD}$ is the AD summarised from the uncollected IPD for trials $i = 1, \ldots, N$, and $Y_{IPD}$ is the collected IPD for trials $i = N + 1, \ldots, N'$. Here, we assume the following model for the logits of $p_{0ik}$ and $p_{1ik}$; i.e. the logarithm of (3.46):

$$
\begin{align*}
\log \lambda_{0iC} &= \alpha_{0C}, \\
\log \lambda_{1iC} &= \alpha_{1C}, \\
\log \lambda_{0iT} &= \alpha_{0T} + \beta z_i, \\
\log \lambda_{1iT} &= \alpha_{1T} + \beta z_i
\end{align*}
$$

(3.49)

We now consider to draw parameters in model (3.49), and then produce the values of $p_{0ik}$ and $p_{1ik}$ by using model (3.49). Letting

$$
\eta = (\alpha_{0C}, \alpha_{1C}, \alpha_{0T}, \alpha_{1T}, \beta)
$$

be a parameter vector to be drawn, we have

$$
f(\eta|Y_{AD}, Y_{IPD}) \propto f(\eta)f(Y_{AD}|\eta)f(Y_{IPD}|\eta) = f(\eta) \prod_{i=1}^{N} \prod_{k \in \{T, C\}} \Pr(m_{ik}|n_{0ik}, n_{1ik}, \eta) \times \prod_{i=N+1}^{N'} \prod_{k \in \{T, C\}} \Pr(m_{0ik}, m_{1ik}|n_{0ik}, n_{1ik}, \eta)
$$
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where \( f(\eta) \) is the density function for a prior distribution of \( \eta \) and we use a vague prior for this; i.e. \( f(\eta) \propto 1 \). \( \Pr(m_{0i,k}|n_{0i,k},n_{1i,k},\eta) \) is given as (3.44), and \( \Pr(m_{0i,k},m_{1i,k}|n_{0i,k},n_{1i,k},\eta) \) can be derived by using probability mass functions of Binomial distribution for \( m_{0i,k} \) and \( m_{1i,k} \); i.e.

\[
\Pr(m_{0i,k},m_{1i,k}|n_{0i,k},n_{1i,k},\eta) = \binom{n_{0i,k}}{m_{0i,k}} \binom{n_{1i,k}}{m_{1i,k}} p_{0i,k}^{m_{0i,k}} (1 - p_{0i,k})^{n_{0i,k} - m_{0i,k}} p_{1i,k}^{m_{1i,k}} (1 - p_{1i,k})^{n_{1i,k} - m_{1i,k}} \quad (3.50)
\]

where the corresponding components in \( \eta \) are suitably substituted into \( p_{0i,k}, p_{1i,k}, \lambda_{0i,k} \) and \( \lambda_{0i,k} \).

Drawing from \( f(\eta|Y_{AD},Y_{IPD}) \) is straightforward to achieve by MCMC method; in particular Metropolis-Hastings algorithm. By using (3.44) and (3.50), the Metropolis-Hastings algorithm allows one to draw \( R \) sets of \( \eta \) from \( f(\eta|Y_{AD},Y_{IPD}) \); i.e. \( \eta^{[r]} \) for \( r = 1,\ldots,R \), which takes the the similar implementing procedure described above. The \( r \)th set of parameter value, \( \eta^{[r]} \), is transformed into \( (\lambda_{0i,k}^{[r]}, \lambda_{1i,k}^{[r]}) \) and then \( (\eta_{0i,k}^{[r]}, \eta_{1i,k}^{[r]}) \) uniquely.

Drawing from \( \Pr(m_{0i,k}|m_{1i,k},n_{0i,k},n_{1i,k},\eta^{[r]}) \): This drawing is equivalent to the drawing from the Fisher’s non-central hypergeometric distribution with a known parameter \( (p_{0i,k}, p_{1i,k}) \). We can draw \( R \) sets of SIPD from this conditional distribution directly. Fog (2008) supposed a fast algorithm to draw from Fisher’s non-central hypergeometric distribution. We get \( R \) sets of SIPD (say \( (m_{0i,k}^{[r]}, m_{1i,k}^{[r]}) \) for \( r = 1,\ldots,R \)), which are transformed to the binary data form of SIPD \( (y_{ij}, x_{ij}, z_{ij}^{[r]}) \) for \( j = 1,\ldots,n_i \) and \( r = 1,\ldots,R \).

**Step (2): Fitting IPD meta-analysis model**

Step (1) produces \( R \) sets of SIPD for AD trials; i.e. \( (y_{ij}, x_{ij}, z_{ij}^{[r]}) \) for \( i = 1,\ldots,N, j = 1,\ldots,n_i \) and \( r = 1,\ldots,R \). We can now fit the IPD meta-analysis model (2.6) to each of SIPD with the collected IPD. This produces \( R \) sets of MLEs for parameters of interest and their variance estimates; for instance, the within-trial treatment-covariate interaction effect, \((\gamma_W^{[r]}, V(\gamma_W^{[r]})) \) for \( r = 1,\ldots,R \).

**Step (3): Summarising estimates**

When there is an interest in the posterior distribution of \( \gamma_W \), we can use the Rubin’s (1987) rule as described above. The rule approximates a posterior mean and variance for \( \gamma_W \) as
follows:

$$E(\gamma_W|Y_{AD}, Y_{IPD}) \approx \frac{1}{R} \sum_{r=1}^{R} \hat{\gamma}_W^{[r]}$$

(3.51)

and

$$\text{Var}(\gamma_W|Y_{AD}, Y_{IPD}) \approx \frac{1}{R} \sum_{r=1}^{R} V(\hat{\gamma}_W^{[r]}) + \frac{1 + R^{-1}}{R - 1} \sum_{r=1}^{R} (\hat{\gamma}_W^{[r]} - \hat{\gamma}_W)^2.$$  

(3.52)

where $\hat{\gamma}_W$ is given by (3.51). For frequentist inferences, we use (3.51) as an overall estimate $\hat{\gamma}_W$, and (3.52) as its variance estimate $V(\hat{\gamma}_W)$. 
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4 Application and simulation studies

4.1 Introduction

In this chapter, it is shown that the proposed methods described in Chapter 3 (method with marginalising the missing IPD, and method based on simulated IPD) has many benefits for inference of the treatment-covariate interaction. Especially for the within-trial relationships between individual observations, the proposed methods work substantially better than the existing approaches described in Chapter 2. Moreover, it is suggested that the proposed methods could have a huge possibility to produce novel findings. We now outline objectives and results of each experiment.

Simulation 1 In Chapter 4.2, we verify the performance of the proposed method with marginalising the missing IPD in the case for only AD. We suppose the case where all trials provide only AD, and compare estimates of the across-trial and the within-trial interaction from the proposed method with those from a full IPD analysis using the original IPD from all trials. When variation in within-trial covariate distributions is small, the proposed method provides accurate within-trial interaction effect estimates. This indicates that the proposed method has a potential advantage to inference of the within-trial interaction, that is never achieved by the existing approach.

Simulation 2 In Chapter 4.3, we verify the performance of the proposed method with marginalising the missing IPD in the case for mixture of IPD and AD. We suppose the case where some trials provide IPD and the others provide only AD, and compare estimates of the across-trial and the within-trial interaction from the proposed method (and model (2.5)) with those from a full IPD analysis using the original IPD from all trials. When the number of trials providing IPD is small (e.g. 1 or 2 of 20 trials), the proposed method provides more accurate within-trial interaction effect estimates than model (2.5). If meta-analysts consider
how many IPD trials should be collected to preserve a desired level of statistical power, the proposed method requires them to collect smaller number of IPD trials than the existing model (2.5).

**Application to hypertension data.** In Chapter 4.4, we illustrate the SIPD method via Bayesian procedure through an application to the hypertension data. We are again interested in how age modifies the treatment effect on change in SBP (follow-up minus baseline), and demonstrate how the SIPD method produces the across-trial and the within-trial interaction effect estimates in the case for mixture of IPD and AD. The main gain from the SIPD method is to improve the standard error of the within-trial interaction effect estimate in comparison with the existing model (2.5), especially when the number of trials providing IPD is small. A potential benefit of using SIPD is also discussed in the context of a subgroup meta-analysis which is never conducted by using model (2.5).

**Simulation 3 and Simulation 4** In Chapter 4.5 and Chapter 4.6, we verify the observed performance of the SIPD method via Bayesian procedure in two situations: one is the situation where a single continuous outcome and covariate are observed from each patient (Simulation 3), and the other is the situation where a single binary outcome and covariate are observed from each patient (Simulation 4). In particular, it is ensured that the SIPD method provides more accurate within-trial interaction effect estimates than the existing model (2.5) or model (2.9).

### 4.2 Simulation 1: Performance of the proposed method with marginalising the missing IPD in the case for only AD

We here supposed that all trials provide only AD, and focused on the treatment-covariate interaction estimated by fitting the MR model (2.2) and the method with marginalising the missing IPD described in Chapter 3.1. The MR model (2.2) can be used only for the inference of the across-trial interaction ($\beta$); whereas the proposed method allows one to estimate both the across-trial and the within-trial interaction ($\gamma_A$ and $\gamma_W$). Some practical differences between $\gamma_A$ and $\gamma_W$ are as illustrated in Chapter 2, that highlighting the pitfall of using $\gamma_A$ to make inference about $\gamma_W$. In particular, we were interested in how the log-likelihood (3.8) computed by using only the AD available recovered the information on the within-trial relationships.
4.2.1 Design of Simulation 1

We considered that the true models for generating individual outcome and covariate values from patients in each trial were written as follows:

\[
x_{ij} = \begin{cases} 
0, & j \in C \\
1, & j \in T
\end{cases},
\]

\[m_{zi} \sim N(30,10),\]

\[z_{ij} | m_{zi} \sim N(m_{zi}, \sigma^2_z),\]

\[y_{ij} | x_{ij}, z_{ij}, z_i \sim N(20 + 5x_{ij} + 0.05z_{ij} + 0.05x_{ij}z_i + 0.1x_{ij}(z_{ij} - z_i), \sigma^2_y),\]

\[j = 1, \ldots, 800, \ i = 1, \ldots, 10\]  

where the numbers of patients for the treatment group in each trial were assumed to be equivalent to those for the control group; i.e. \(n_{iT} = n_{iC} = 400\) for \(i = 1, \ldots, 10\). In the IPD meta-analysis model (2.1), inference of the within-trial interaction is mainly affected by: the variance parameter in within-trial covariate distributions, \(\sigma^2_z\), and the variance parameter in conditional distributions of \(y_{ij}\) given \(z_{ij}\), \(\sigma^2_y\). The standard errors of the within-trial interaction effect estimates are expected to become smaller as \(\sigma^2_z\) increases and \(\sigma^2_y\) decreases (Simmons and Higgins, 2007). We here controlled these parameters by the following scenarios: \(\sigma^2_z \in \{20, 40, 80\} \) and \(\sigma^2_y \in \{10, 20, 40\} \).

The implementing procedure was as follows. Firstly, we set parameters of \(\sigma^2_z\) and \(\sigma^2_y\) among 9 scenarios, and then according to the true model (4.1) with parameters set in the previous step, we generated 10,000 sets of meta-analysis data. More specifically, we generated mean covariate for the \(i\)th trial, \(m_{zi}\), from \(N(30, 10)\) and covariate values for patients in the \(i\)th trial from \(N(m_{zi}, \sigma^2_z)\) given \(m_{zi}\) and \(\sigma^2_z\), and then outcome values for patients given covariate values. Secondly, we summarised the IPD from all 10 trials to the AD represented as sample means and sample variances of individual observations in each group and trial. Finally, we meta-analysed the AD by: (i) fitting the MR model (2.2), and (ii) applying the proposed method. In each analysis, we computed estimates of \(\beta\) and their root mean square errors (RMSEs) from the MR model (2.2), and those of \(\gamma_W\) and \(\gamma_A\) from the proposed method. The RMSE for \(\hat{\beta}\) was computed by using \(\gamma_A = 0.05\) as its true value. These results were compared with the results from the full IPD analysis.
4.2.2 Results of Simulation 1

Table VI shows RMSEs and mean biases for the across-trial interaction in each scenario. Fitting the MR model (2.2) to the AD from all trials naturally provided estimates only of the across-trial interaction, \( \hat{\beta} \), whose RMSEs and mean biases were equivalent to those for \( \hat{\gamma}_A \) from the full IPD analysis. However, as mentioned above, the estimates of the across-trial interaction must be interpreted differently from those of the within-trial interaction. For example, in a scenario of \( \sigma_A^2 = 40 \) and \( \sigma^2 = 20 \), Figure 7 shows scatter plots of Z-values for \( \hat{\beta} \) from the MR model (2.2) against Z-values for \( \hat{\gamma}_A \) (panel on the left side) and \( \hat{\gamma}_W \) (panel on the right side) from the full IPD analysis. The vertical and horizontal lines represent Z-values of 1.69 (i.e. the division between statistical significance and non-significance of a one-side hypothesis test at 5 per cent level for \( H_0 : \beta = 0 \) or \( H_0 : \gamma_W = 0 \)). Obviously from Figure 7, estimates of \( \beta \) and their standard errors from the MR model (2.2) were equivalent to those of \( \gamma_A \) from the full IPD analysis. For 10,000 sets of meta-analysis data, 99.7 per cent of the full IPD analyses provided significant results for \( \hat{\gamma}_W \), while only 26.3 per cent of analyses by the MR model (2.2) were significant for \( \hat{\beta} \). And also, for 73.4 per cent of analyses, \( \hat{\gamma}_W \)’s from the full IPD analysis were significant and \( \hat{\beta} \)’s from the MR model (2.2) were non-significant,

![Figure 7. Scatter plots of Z-values of \( \hat{\beta} \) from the MR model (2.2) against Z-values of \( \hat{\gamma}_A \) (panel on the left side) and \( \hat{\gamma}_W \) (panel on the right side) from meta-analyses of IPD from all 10 trials.](image)
Table VI. Root mean square errors and mean biases for estimator of across-trial treatment-covariate interaction effect.

<table>
<thead>
<tr>
<th>$\sigma_y^2$</th>
<th>$\sigma_A^2$</th>
<th>Root mean square error of $\hat{\beta}$ or $\hat{\gamma}_A$</th>
<th>Mean bias of $\hat{\beta}$ or $\hat{\gamma}_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MR</td>
<td>Proposed</td>
<td>(Full-IPD)</td>
<td>MR</td>
</tr>
<tr>
<td>20</td>
<td>0.054</td>
<td>0.054 (0.053)</td>
<td>0.001</td>
</tr>
<tr>
<td>40</td>
<td>0.054</td>
<td>0.054 (0.054)</td>
<td>0.000</td>
</tr>
<tr>
<td>80</td>
<td>0.054</td>
<td>0.054 (0.054)</td>
<td>0.000</td>
</tr>
<tr>
<td>20</td>
<td>0.038</td>
<td>0.038 (0.038)</td>
<td>0.000</td>
</tr>
<tr>
<td>40</td>
<td>0.038</td>
<td>0.039 (0.038)</td>
<td>0.001</td>
</tr>
<tr>
<td>80</td>
<td>0.038</td>
<td>0.038 (0.038)</td>
<td>0.000</td>
</tr>
<tr>
<td>20</td>
<td>0.028</td>
<td>0.028 (0.027)</td>
<td>0.000</td>
</tr>
<tr>
<td>40</td>
<td>0.027</td>
<td>0.027 (0.027)</td>
<td>0.000</td>
</tr>
<tr>
<td>10</td>
<td>0.028</td>
<td>0.027 (0.027)</td>
<td>0.000</td>
</tr>
</tbody>
</table>

MR: Fit the MR model (2.2) to the AD from all 10 trials.
Proposed: Apply the proposed method to the AD from all 10 trials.

*Results by fitting model (2.1) to the full IPD from all 10 trials.

$\sigma_y^2$: Variance parameter in within-trial covariate distributions.
$\sigma_A^2$: Variance parameter in conditional distributions of outcomes.

Table VII. Root mean square errors and mean biases for estimator of within-trial treatment-covariate interaction effect.

<table>
<thead>
<tr>
<th>$\sigma_y^2$</th>
<th>$\sigma_A^2$</th>
<th>Root mean square error of $\hat{\gamma}_W$</th>
<th>Mean bias of $\hat{\gamma}_W$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MR</td>
<td>Proposed</td>
<td>(Full-IPD)</td>
<td>Proposed</td>
</tr>
<tr>
<td>20</td>
<td>0.220</td>
<td>0.220 (0.032)</td>
<td>-0.091</td>
</tr>
<tr>
<td>40</td>
<td>0.206</td>
<td>0.206 (0.023)</td>
<td>-0.083</td>
</tr>
<tr>
<td>80</td>
<td>0.202</td>
<td>0.202 (0.016)</td>
<td>-0.082</td>
</tr>
<tr>
<td>20</td>
<td>0.201</td>
<td>0.201 (0.023)</td>
<td>-0.090</td>
</tr>
<tr>
<td>40</td>
<td>0.197</td>
<td>0.197 (0.016)</td>
<td>-0.081</td>
</tr>
<tr>
<td>80</td>
<td>0.116</td>
<td>0.116 (0.011)</td>
<td>-0.017</td>
</tr>
<tr>
<td>20</td>
<td>0.195</td>
<td>0.195 (0.016)</td>
<td>-0.090</td>
</tr>
<tr>
<td>10</td>
<td>0.171</td>
<td>0.171 (0.011)</td>
<td>-0.068</td>
</tr>
<tr>
<td>80</td>
<td>0.061</td>
<td>0.061 (0.008)</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Proposed: Apply the proposed method to the AD from all 10 trials.

*Results by fitting model (2.1) to the full IPD from all 10 trials.

$\sigma_y^2$: Variance parameter in within-trial covariate distributions.
$\sigma_A^2$: Variance parameter in conditional distributions of outcomes.
indicating that meta-analyses using the MR model (2.2) were prone to fail in detecting the treatment-covariate interaction in comparison with meta-analyses of the original IPD from all 10 trials.

In principle, the proposed method can be used for estimating not only the across-trial interaction effect but also the within-trial interaction effect. The RMSEs and the mean biases for $\gamma_a$ from the proposed method were equivalent to those from the MR model (2.2) and the full IPD analysis (Table VI), indicating the log-likelihood (3.8) preserved information on the across-trial interaction precisely. Table VII shows RMSEs and mean biases for the within-trial interaction $\gamma_w$ in each scenario. Note that, in the full IPD analysis, we used the IPD from all 10 trials, while in the proposed method, we used only the AD from all 10 trials. When $\sigma^2_y$ was large (e.g. $\sigma^2_y = 40$) and $\sigma^2_\epsilon$ was small (e.g. $\sigma^2_\epsilon = 20$), $\gamma_w$ from the proposed method had a large RMSE with a negative bias. On the other hand, as $\sigma^2_y$ became smaller and $\sigma^2_\epsilon$ became larger, the RMSEs and the mean biases from the proposed method decreased immediately. Especially for the scenarios of $\sigma^2_y = 10$ and $\sigma^2_\epsilon = 80$, the proposed method offered the smallest RMSE for $\gamma_w$ with approximately zero bias. These results suggested that the proposed method required a relatively-large variance in within-trial covariate distributions to estimate the within-trial interaction precisely, and in such situations the use of the log-likelihood (3.8) could recover information on the within-trial relationships from the AD trials.

4.3 Simulation 2: Performance of the proposed method with marginalising the missing IPD in the case for mixture of IPD and AD

We here supposed that some trials provide IPD and the others provide only AD, and focused on the across-trial and the within-trial interaction effect estimated by fitting the existing model (2.5) and the proposed method described in Chapter 3.1. Some practical benefits of combining IPD and AD are as illustrated in Chapter 2, highlighting that using only the collected IPD or reducing available IPD to AD had some disadvantages due to loss of information. We were now interested in how estimates of the within-trial interaction from the proposed method became close to those from the full IPD analysis according to the proportion of trials providing IPD. The standard errors of $\gamma_w$ from the proposed method are expected to become smaller as the proportion of trials providing IPD. We also assessed the gains from the proposed method beyond the existing method by Riley et al. (2008).
### 4.3.1 Design of Simulation 2

We considered that the true models for generating individual outcome and covariate values from patients in each trial were written as follows:

\[
x_{ij} = \begin{cases} 
0, & j \in C \\
1, & j \in T 
\end{cases},
\]

\[
m_{zj} \sim N(30, 10),
\]

\[
z_{ij} \mid m_{zi} \sim N(m_{zi}, \sigma_z^2),
\]

\[
y_{ij} \mid x_{ij}, z_{ij}, \tilde{z}_i \sim N(20 + 5x_{ij} + 0.05z_{ij} + 0.05x_{ij}\tilde{z}_i + 0.1x_{ij}(z_{ij} - \tilde{z}_i), 40),
\]

\[j = 1, \ldots, 400, i = 1, \ldots, 20\]  

where the numbers of patients for the treatment group in each trial were assumed to be equivalent to those for the control group; i.e. \(n_{iT} = n_{iC} = 200\) for \(i = 1, \ldots, 20\). We gave the total number of trials by 20, and controlled the number of trials providing IPD by 5 scenarios of 1, 2, 4, 8, 16 of 20 trials (correspondingly, the numbers of trials providing AD were given by \(N \in \{19, 18, 16, 12, 4\}\)). As for the variance parameter in within-trial covariate distributions, we considered \(\sigma_z^2 = 80\) for the AD trials, and controlled that for the IPD trials by 2 scenarios of \(\sigma_z^2 \in \{40, 80\}\).

The implementing procedure was as follows. Firstly, we set the number of IPD trials and \(\sigma_z^2\) in the IPD trials among 10 scenarios, and then according to the true model (4.2) with parameters set in the previous step, we generated 10,000 sets of meta-analysis data. Secondly, according to the scenario of the number of IPD trials, we summarised the IPD from trials \(i = 1, \ldots, N\) to the AD. Finally, we meta-analysed a mixture of IPD and AD by: (i) fitting model (2.1) or model (2.4) to the collected IPD from trials \(i = N + 1, \ldots, 20\), (ii) summarising the collected IPD from trials \(i = N + 1, \ldots, 20\) to the AD and then fitting the MR model (2.2) to the AD from all 20 trials, (iii) fitting model (2.5) to the mixture of IPD and AD, (iv) applying the proposed method to the mixture of IPD and AD. In each analysis, we computed estimates and their RMSEs for \(\beta\) from method (ii), and those for \(\gamma_W\) and \(\gamma_A\) from method (i), (iii) and (iv). These results were compared with those obtained by fitting model (2.1) to the IPD from all 20 trials (full IPD analysis). We also computed sample mean of absolute differences between estimates of \(\gamma_W\) from model (2.5) or the proposed method and those from the full IPD analysis, which was intended to evaluate how far the point estimate obtained by fitting model (2.5) or the SIPD method is apart from that obtained from the full IPD analysis on average.
4.3.2 Results of Simulation 2

Table VIII shows RMSEs and mean biases for the across-trial interaction in each scenario. The MR model (2.2) again provided estimates only of the across-trial interaction, $\beta$, whose RMSEs and mean biases were equivalent to those for $\gamma_A$ from the full IPD analysis. Fitting model (2.1) or (2.4) to only the collected IPD had seriously large RMSEs for $\gamma_A$ when the proportion of trials providing IPD was small (e.g. 2 IPD trials and 18 AD trials). This is because the precision of the across-trial interaction effect estimate depends on the number of trials involved and between-trial heterogeneity. Table IX shows RMSEs and mean biases for the within-trial interaction in each scenario. The RMSEs and the mean biases for $\gamma_A$ obtained by fitting model (2.1) or (2.4) to only the collected IPD got close to those from the full IPD analysis as the proportion of trials providing IPD increased.

The strategy of combining IPD and AD by fitting model (2.5) or the proposed method yielded accurate results for the across-trial interaction, as well as estimates of the within-trial interaction which got close to those from the full IPD analysis according to the proportion of trials providing IPD. Including AD trials remarkably improved the RMSEs for $\gamma_A$ in comparison with analyses using only the collected IPD. Fitting model (2.5) and the proposed method provided similar RMSEs and mean biases for $\gamma_A$ of each other, which were equivalent to those from the full IPD analysis. The results for the within-trial interaction from model (2.5) were equivalent to those from analyses using only the collected IPD, indicating model (2.5) correctly allowed only the IPD trials to estimate $\gamma_W$.

The main gain from the proposed method was to improve RMSEs for $\gamma_W$. In most scenarios, the proposed method provided much smaller RMSEs than model (2.5), especially when the proportion of trials providing IPD was small (e.g. 1 IPD trials and 19 AD trials, or 2 IPD trials and 18 AD trials). The absolute differences also confirmed that $\gamma_W$'s from the proposed method were, on average, located closer to those from the full IPD analysis than model (2.5).
Table VIII. Root mean square errors and mean biases for estimator of across-trial treatment-covariate interaction effect.

<table>
<thead>
<tr>
<th>Number of trials providing IPD</th>
<th>Root mean square error of $\beta$ or $\gamma_A$</th>
<th>Mean bias of $\beta$ or $\gamma_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs-IPD (Model (2.5)) Proposed (Full-IPD)*</td>
<td>MR Obs-IPD Model (2.5) Proposed (Full-IPD)*</td>
</tr>
<tr>
<td>1/20</td>
<td>0.049 NA 0.048 (0.048)</td>
<td>-0.001 NA -0.002 -0.002 (-0.002)</td>
</tr>
<tr>
<td>8/20</td>
<td>0.048 NA 0.048 (0.048)</td>
<td>0.001 NA 0.001 0.001 (0.001)</td>
</tr>
<tr>
<td>16/20</td>
<td>0.048 0.048 0.048 (0.048)</td>
<td>0.001 0.000 0.001 (0.001)</td>
</tr>
</tbody>
</table>

MR: Fit the MR model (2.2) to the AD from all 20 trials.
Obs-IPD: Fit model (2.1) to the collected IPD.
Model (2.5): Fit model (2.5) to the mixture of IPD and AD.
Proposed: Apply the proposed method to the mixture of IPD and AD.

$\sigma^2$: Variance parameter in within-trial covariate distributions for patients in the IPD trial.

NA: Not available.
Table IX. Root mean square errors and mean biases for estimator of within-trial treatment-covariate interaction effect, and sample means of absolute differences between estimates from model (2.5) or the proposed method and those from the full IPD analysis.

<table>
<thead>
<tr>
<th>Number of trials providing IPD</th>
<th>( \sigma^2 )</th>
<th>( \hat{\gamma}_W ) Root mean square error of</th>
<th>( \hat{\gamma}_W ) Mean bias of</th>
<th>( \hat{\gamma}_W ) Mean of absolute difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Obs-IPD Model (2.5) Proposed (Full-IPD)*</td>
<td>Obs-IPD Model (2.5) Proposed (Full-IPD)*</td>
<td>Model (2.5) Proposed</td>
</tr>
<tr>
<td>1 / 20</td>
<td>40</td>
<td>0.101 0.069 0.092 (0.016)</td>
<td>0.001 0.000 0.002 (0.000)</td>
<td>0.079 0.060</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>0.101 0.069 0.092 (0.016)</td>
<td>0.001 0.000 0.002 (0.000)</td>
<td>0.054 0.044</td>
</tr>
<tr>
<td>2 / 20</td>
<td>40</td>
<td>0.072 0.050 0.045 (0.016)</td>
<td>-0.002 -0.001 0.000 (0.000)</td>
<td>0.056 0.044</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>0.072 0.050 0.045 (0.016)</td>
<td>-0.002 -0.001 0.000 (0.000)</td>
<td>0.038 0.032</td>
</tr>
<tr>
<td>4 / 20</td>
<td>40</td>
<td>0.050 0.035 0.033 (0.016)</td>
<td>0.001 0.000 0.002 (0.000)</td>
<td>0.038 0.033</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>0.050 0.035 0.033 (0.016)</td>
<td>0.001 0.000 0.002 (0.000)</td>
<td>0.025 0.023</td>
</tr>
<tr>
<td>8 / 20</td>
<td>40</td>
<td>0.036 0.025 0.024 (0.018)</td>
<td>0.000 0.000 0.001 (0.000)</td>
<td>0.025 0.023</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>0.036 0.025 0.024 (0.018)</td>
<td>0.000 0.000 0.001 (0.000)</td>
<td>0.016 0.015</td>
</tr>
<tr>
<td>16 / 20</td>
<td>40</td>
<td>0.025 0.018 0.018 (0.016)</td>
<td>0.000 0.000 0.000 (0.000)</td>
<td>0.011 0.011</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>0.025 0.018 0.018 (0.016)</td>
<td>0.000 0.000 0.000 (0.000)</td>
<td>0.006 0.006</td>
</tr>
</tbody>
</table>

Obs-IPD: Fit model (2.1) to the collected IPD.
Model (2.5): Fit model (2.5) to the mixture of IPD and AD, Proposed: Apply the proposed method to the mixture of IPD and AD.

*Results by fitting model (2.1) to the full IPD from all 20 trials.

\( \sigma^2 \): Variance parameter in within-trial covariate distributions for patients in the IPD trial.
4.4 Application to hypertension data: Illustration of the proposed method based on simulated IPD

Consider the hypertension data, and we illustrate the SIPD method via Bayesian procedure described in Chapter 3.2. To imitate situations involving IPD for some trials and only AD for others, we considered scenarios as in Chapter 2.1, where only a limited number of trials (from 1 to 4 of the 5 trials) provided IPD and the other trials just provided AD. In each scenario, we carried out analyses by: (i) fitting the MR model (2.2) to AD from all 5 trials, (ii) fitting model (2.5) to the mixture of IPD and AD, and (iii) applying the SIPD method to the mixture of IPD and AD. In both parts (ii) and (iii), the analyses were run for each possible combination of IPD and AD trials. In each scenario, we compared the results with those from a meta-analysis of IPD from all 5 trials (full IPD analysis).

In the SIPD method, for the iterative process of the Metropolis-Hastings algorithm to draw $R = 500$ values of parameter, we discarded the first 5,000 samples in order to prevent dependence on the starting values. Moreover, we took a sample at only every 1,000th iteration in order to avoid autocorrelation between the samples taken. The same iterative process will be taken in Simulation 3 and Simulation 4.

The gains from the SIPD method

The results of estimates and their standard errors for the across-trial and the within-trial interaction, averaged across all possible combinations of IPD and AD trials in each scenario are shown in Table X. As for the across-trial interaction, the SIPD method produced estimates closer to the full IPD analysis compared to model (2.5) regardless of the number of IPD trials. The estimates of $\gamma_A$ from model (2.5) were also close to those from the MR model (2.2). For each scenario in Table X, we also found an important difference between results for the within-trial interaction effect from model (2.5) and the SIPD method. When comparing $\hat{\gamma}_W$'s from model (2.5) with those from the full IPD analysis, model (2.5) provided point estimates located in a positive direction on average, with large standard errors. This is because model (2.5) allows only the IPD trials to estimate the within-trial interaction, and thus the estimates and their standard error for $\gamma_W$ by fitting model (2.5) got close to those from the full IPD analysis as the available number of IPD trials increases. The SIPD method improved both the estimates of $\gamma_W$ and their standard errors to be closer to the correct (full IPD) estimates, especially when the number of IPD trials was small. The most benefit came
Table X. Average of estimates and their standard errors for treatment-covariate interaction effect when analysing change in SBP (follow-up minus baseline) from hypertension data, where estimates are averaged across all combinations of IPD trials.

<table>
<thead>
<tr>
<th>Number of trials providing IPD</th>
<th>Across-trial interaction effect $\gamma_A$</th>
<th>Within-trial interaction effect $\gamma_W$</th>
<th>Average of estimate</th>
<th>Average of standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model (2.5)</td>
<td>SIPD</td>
<td>Model (2.5)</td>
<td>SIPD</td>
</tr>
<tr>
<td>5 / 5*</td>
<td>-0.662</td>
<td>0.464</td>
<td>-0.662</td>
<td>0.464</td>
</tr>
<tr>
<td>4 / 5</td>
<td>-0.766</td>
<td>0.468</td>
<td>-0.662</td>
<td>0.464</td>
</tr>
<tr>
<td>3 / 5</td>
<td>-0.766</td>
<td>0.463</td>
<td>-0.663</td>
<td>0.464</td>
</tr>
<tr>
<td>2 / 5</td>
<td>-0.768</td>
<td>0.464</td>
<td>-0.665</td>
<td>0.464</td>
</tr>
<tr>
<td>1 / 5</td>
<td>-0.781</td>
<td>0.464</td>
<td>-0.667</td>
<td>0.464</td>
</tr>
<tr>
<td>0 / 5†</td>
<td>-0.766</td>
<td>0.466</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5 / 5*</td>
<td>0.087</td>
<td>0.055</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4 / 5</td>
<td>0.091</td>
<td>0.063</td>
<td>0.090</td>
<td>0.063</td>
</tr>
<tr>
<td>3 / 5</td>
<td>0.117</td>
<td>0.076</td>
<td>0.096</td>
<td>0.076</td>
</tr>
<tr>
<td>2 / 5</td>
<td>0.166</td>
<td>0.097</td>
<td>0.103</td>
<td>0.097</td>
</tr>
<tr>
<td>1 / 5</td>
<td>0.244</td>
<td>0.131</td>
<td>0.105</td>
<td>0.131</td>
</tr>
</tbody>
</table>

Model (2.5): Fit model (2.5) to the mixture of IPD and AD.
SIPD: Apply the SIPD method to the mixture of IPD and AD.
*Results by fitting model (2.1) to the full IPD from all 5 trials.
†Results by fitting the MR model (2.2) to the AD from all 5 trials.
The numbers of combinations of trials providing IPD are 5, 10, 10 and 5 in the scenarios of 1, 2, 3 and 4 IPD trials, respectively.

in the scenario of 1 IPD trial, in which estimates of $\gamma_W$ were $\hat{\gamma}_W = 0.244$ (s.e. = 0.258) from model (2.5) and $\hat{\gamma}_W = 0.105$ (s.e. = 0.131) from the SIPD method; the latter is much closer to the full IPD analysis result of $\hat{\gamma}_W = 0.087$ (s.e. = 0.055). This shows that the SIPD method allows both using the AD trials and IPD trials to estimate the within-trial interaction, and this adjustment based on the AD trials is useful especially when the number of IPD trials is small.

Table X also shows that the difference between the estimates of $\gamma_W$ (and its standard errors) from model (2.5) and those from the SIPD method became smaller when increasing the number of IPD trials. The results in the scenario of 3 IPD trials and 2 AD trials were similar to those using the full IPD, and the results in the scenario of 4 IPD trials and 1 AD trial were almost equivalent to those using the full IPD. These results suggested that model (2.5) could provide sufficiently accurate estimates of the within-trial interaction if a high proportion of IPD trials are available.

For each scenario, Figure 8 shows estimates of $\gamma_W$ and their standard errors obtained by
Figure 8. Estimates and their standard errors for within-trial treatment-covariate interaction effect when analysing change in SBP (follow-up minus baseline) from hypertension data in the scenarios that: (a) 1 trial provides IPD and 4 trials provide AD, (b) 2 trials provide IPD and 3 trials provide AD, (c) 3 trials provide IPD and 2 trials provide AD, (d) 4 trials provide IPD and 1 trial provides AD.
(c) For the scenario that 3 trials provide IPD and 2 trials provide AD

(d) For the scenario that 4 trials provide IPD and 1 trial provides AD (*The name of AD trials)

Figure 8 (continued).
fitting model (2.5) and the SIPD method for each combination, where the horizontal axis represents the name of each IPD trial with sample size in parentheses. For example, in the scenarios of 2 IPD trials and 3 AD trials, names of 2 IPD trials and sum of sample sizes from 2 IPD trials are shown, and also in the scenarios of 4 IPD trials and 1 AD trial, names of 1 AD trial and sum of sample sizes from 4 IPD trials are shown. The heavy solid line represents the results from the full IPD analysis, and thus the closer results to this line are regarded as superior ones in the sense of matching the full IPD analysis. For almost all combinations of 1 IPD trial, the SIPD method provided estimates of $\gamma_W$ and their standard errors which were located closer to those from the full IPD analysis than model (2.5). These were particularly considerable when the number of patients included in the IPD trial was small (e.g. HEP, EWPHE and MRC-2). Similar findings were seen for the scenario of 2 IPD trials, although the results by the 2 methods were closer, and almost equivalent in the scenario of 4 IPD trials and 1 AD trial.

The difference between the results from model (2.5) and the SIPD method is clearly dependent on the proportion of available IPD in all patients, not just the number of IPD trials, because the difference between methods decreased in the case of large sample size of IPD trials in Figure 8 (e.g. SHEP and Sy-Eur). For this viewpoint, we computed the number of patients involved in the IPD trials for all the 30 combinations from Table X. Figure 9 shows

![Figure 9. Estimates and their standard errors for within-trial treatment-covariate interaction effect sorted by the proportion of available IPD in all patients when analysing change in SBP (follow-up minus baseline) from hypertension data.](image_url)
estimates of $\gamma_W$ and their standard errors from model (2.5) and the SIPD method for all the scenarios, which includes 30 results sorted by the proportion of patients involved in the IPD trials. As before, the difference between the results from model (2.5) and the SIPD method became larger when the proportion of patients involved in the IPD trials became smaller; in addition, the differences rapidly diminished when IPD for over 40 per cent of patients was available. Thus, the SIPD method had most notable benefits when the proportion of patients involved in the IPD trials was low.

The SIPD method could bring meta-analysts some other potential advantages, rather than just provides $\gamma_W$ and its standard errors which are closer to those from the full IPD analysis in comparison with model (2.5). Once obtaining the SIPD, one can apply any IPD meta-analysis approaches to each set of SIPD combined with the collected IPD. We here

<table>
<thead>
<tr>
<th>Name of IPD Trial (Sample Size)</th>
<th>Patient Subgroup (Age)</th>
<th>Mean Difference [ 95 per cent CI ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full IPD analysis</td>
<td>&gt; 70</td>
<td>-10.78 [-11.86, -9.69]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 70</td>
<td>-10.78 [-11.77, -9.78]</td>
</tr>
<tr>
<td>HEP (349)</td>
<td>&gt; 70</td>
<td>-10.25 [-11.91, -8.58]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 70</td>
<td>-11.40 [-13.35, -9.44]</td>
</tr>
<tr>
<td>EWPHE (172)</td>
<td>&gt; 70</td>
<td>-9.95 [-11.64, -8.26]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 70</td>
<td>-11.77 [-13.75, -9.76]</td>
</tr>
<tr>
<td>MRC-2 (2651)</td>
<td>&gt; 70</td>
<td>-10.47 [-12.04, -8.91]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 70</td>
<td>-11.11 [-12.89, -9.33]</td>
</tr>
<tr>
<td>SHEP (4736)</td>
<td>&gt; 70</td>
<td>-10.70 [-11.82, -9.59]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 70</td>
<td>-10.85 [-12.01, -9.70]</td>
</tr>
<tr>
<td>Sy-Eur (4695)</td>
<td>&gt; 70</td>
<td>-10.70 [-11.86, -9.69]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 70</td>
<td>-10.70 [-11.77, -9.78]</td>
</tr>
</tbody>
</table>

Figure 10. Pooled estimates of mean difference on change in SBP (follow-up minus baseline) between groups and their 95 per cent confidence intervals for 2 patient subgroups of age.
considered a situation of exploring beneficial effects in specific patient subgroups, and meta-analysed these subgroups within each trial in hypertension, which were identified by age of patients. Obviously, model (2.5) for combining IPD and AD cannot provide any findings for this. We allocated each patient in the IPD trials and each simulated patient in the AD trials to 2 or 3 subgroups according to the following scenarios: (i) whether age of the patient is more than 70, or not, (ii) whether age of the patient is more than 73, 67 or more to 73 less, or not. Using covariate values generated for patients in the AD trials enables one to estimate pooled treatment effects for each patient subgroup. We here considered only a situation where 1 trial provides IPD and the other 4 trials provide AD. Figure 10 shows the pooled

<table>
<thead>
<tr>
<th>Name of IPD Trial (Sample Size)</th>
<th>Patient Subgroup (Age)</th>
<th>Mean Difference [95 per cent CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full IPD analysis</td>
<td>&gt; 73</td>
<td>-9.78 [-11.03, -8.52]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 73, &gt; 67</td>
<td>-11.57 [-12.60, -10.54]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 67</td>
<td>-10.78 [-11.69, -9.87]</td>
</tr>
<tr>
<td>HEP (349)</td>
<td>&gt; 73</td>
<td>-10.03 [-12.42, -7.65]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 73, &gt; 67</td>
<td>-10.76 [-12.03, -9.48]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 67</td>
<td>-11.76 [-14.47, -9.06]</td>
</tr>
<tr>
<td>EWPHE (172)</td>
<td>&gt; 73</td>
<td>-9.48 [-11.96, -7.01]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 73, &gt; 67</td>
<td>-10.92 [-12.19, -9.66]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 67</td>
<td>-12.18 [-14.96, -9.40]</td>
</tr>
<tr>
<td>MRC-2 (2651)</td>
<td>&gt; 73</td>
<td>-10.02 [-12.24, -7.79]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 73, &gt; 67</td>
<td>-11.08 [-12.33, -9.83]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 67</td>
<td>-11.25 [-13.64, -8.86]</td>
</tr>
<tr>
<td>SHEP (4736)</td>
<td>&gt; 73</td>
<td>-10.47 [-11.98, -8.96]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 73, &gt; 67</td>
<td>-11.00 [-12.18, -9.81]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 67</td>
<td>-10.82 [-12.31, -9.32]</td>
</tr>
<tr>
<td>Sy-Eur (4695)</td>
<td>&gt; 73</td>
<td>-10.43 [-11.97, -8.89]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 73, &gt; 67</td>
<td>-11.11 [-12.25, -9.98]</td>
</tr>
<tr>
<td></td>
<td>&lt;= 67</td>
<td>-10.79 [-12.02, -9.56]</td>
</tr>
</tbody>
</table>

Figure 11. Pooled estimates of mean difference on change in SBP (follow-up minus baseline) between groups and their 95 per cent confidence intervals for 3 patient subgroups of age.
treatment effect estimates and their 95 per cent confidence intervals for the scenario (i) of 2 patient subgroup. The uppermost block represents results from the full IPD analysis. The names of 1 IPD trial are depicted in the left hand side, squares and horizontal lines around them denote the pooled treatment effect estimates and their 95 per cent confidence intervals respectively. When the 1 IPD trial had large sample size (e.g. SHEP and Sy-Eur), results for each patient subgroup from the SIPD method were similar to those from the full IPD analysis. Figure 11 also shows the pooled treatment effect estimates and their 95 per cent confidence intervals for the scenario (ii) of 3 patient subgroup, and the same findings were seen for the IPD trials with large sample size.

4.5 Simulation 3: Performance of the proposed method based on simulated IPD in the situation of continuous outcome and covariate

From the results in the application to the hypertension data, it was shown that the SIPD method via Bayesian procedure provided estimates of the within-trial interaction closer to those from the full IPD analysis than model (2.5), when the number of IPD trials was small and when the number of patients involved in the IPD trials was small. To check this finding, we here focused on the within-trial interaction effect, and compared some statistical properties of \( \hat{\gamma}_W \) obtained by the SIPD method with those obtained by fitting model (2.5) under some settings of controlled parameters and the number of patients involved in 1 IPD trial and 9 AD trials.

4.5.1 Design of Simulation 3

We considered that the true models for generating individual outcome and covariate values from patients in each trial were written as follows:

\[
\begin{align*}
    x_{ij} &= \begin{cases} 
    0, & j \in C \\
    1, & j \in T
    \end{cases}, \\
    m_{zi} &\sim N(m_z, \sigma^2_m), \\
    z_{ij} | m_{zi} &\sim N(m_{zi}, \sigma^2_z), \\
    y_{ij} | x_{ij}, z_{ij}, z_i &\sim N(\phi + \hat{\theta} x_{ij} + \hat{\mu} z_{ij} + \hat{\gamma}_A x_{ij} z_i + \gamma_W x_{ij} (z_{ij} - z_i), \sigma^2_y), \\
    j &= 1, \ldots, n_i; \ i = 1, \ldots, 10
\end{align*}
\]
where the true parameters except for $\gamma_W$ and $\sigma^2_z$ were given as estimates by fitting model (2.1) to IPD from 10 trials originally reported in Wang et al. (2005), with change in SBP as an outcome; e.g. $\hat{\theta} = -4.958$, $\hat{\mu} = -0.042$ and $\hat{\gamma}_A = -0.079$. The total number of patients was given by $\sum_{i=1}^{10} n_i = 6,000$, and each group had the same sample size as $n_{iT} = n_{iC} = n_i/2$. $\hat{m}_z$ and $\hat{\sigma}^2_m$ are the mean covariate value across all the 10 trials and its variance, based on the fact that the Wang's data gave $\hat{m}_z = \sum_{i=1}^{10} \bar{z}_i/10 = 62.69$ and $\hat{\sigma}^2_m = \sum_{i=1}^{10} (\bar{z}_i - \hat{m}_z)^2/(10 - 1) = 180.8$. We supposed that only 1 trial provided IPD (the other 9 trials provided AD), and controlled the number of patients involved in the 1 IPD trial by six scenarios of 60, 300, 600, 1,200, 2,400 and 4,800; so that the proportions of patients with available IPD were given by 1, 5, 10, 20, 40 and 80 per cent, respectively. The 9 AD trials involved almost the same number of patients for each scenario.

We here considered $\sigma^2_z = 100$ for the 9 AD trials, and controlled that for the 1 IPD trial by 3 scenarios of $\sigma^2_z \in \{25, 50, 100\}$. These scenarios of $\sigma^2_z$ lead us to a situation that the 1 IPD trial provides information on the within-trial interaction less than or equal to the other AD trials. We also gave $\gamma_W = -0.2$ and $\sigma^2_\gamma = 200$ so that the power to detect the within-trial interaction estimated from the full IPD analysis becomes high enough for each scenario.

The implementing procedure was as follows. Firstly, we set the number of patients involved in the 1 IPD trial and $\sigma^2_z$ for each of 18 scenarios, and then generated 5,000 sets of meta-analysis data according to the true model (4.3) with parameters set in the previous step for each scenario. Secondly, for each set in each scenario, we summarised IPD for 9 of the 10 trials to AD. Finally, we analysed the mixture of IPD and AD by 2 methods: model (2.5) and the SIPD method. In each analysis, we computed mean-square error (MSE), mean bias and mean standard error for $\hat{\gamma}_W$. We also computed sample mean of absolute differences between estimates of $\gamma_W$ obtained by fitting model (2.5) or the SIPD method and those obtained from the full IPD analysis. Moreover, we estimated the type I error rate and the statistical power with one-sided hypothesis test at 5 per cent level of significance for $H_0 : \gamma_W = 0$ and $H_1 : \gamma_W < 0$.

4.5.2 Results of Simulation 3

The results of MSE, mean bias and mean standard error for each scenario are shown in Table XI. In each scenario, the SIPD method provided substantially smaller MSEs and mean standard errors in comparison with model (2.5), especially when the proportion of patients with available IPD was low (e.g. 1 or 5 per cent) and $\sigma^2_z$ was small (e.g. $\sigma^2_z = 25$). The
results of the absolute differences also show that the point estimates of $\gamma_W$ from the SIPD method were, on average, located closer to those from a full IPD analysis (of all 10 trials) than model (2.5). The difference between the results from model (2.5) and the SIPD method was the largest for the scenario of 1 per cent of patients with available IPD and $\sigma^2 = 25$, and became smaller as the proportion of patients with available IPD was higher and $\sigma^2$ increased. These indicate that the SIPD method could adjust the estimate of $\gamma_W$ and its standard error from the IPD-only analysis closer to those from the full IPD analysis using additional information from the AD trials, especially when the sample size of the IPD trial was small and the variation in patients covariate within the IPD trial was small. For example, in the scenario of 5 per cent of patients in the IPD trial and $\sigma^2 = 25$, the MSE was reduced by 50 per cent using the SIPD method (MSE = 0.051) rather than model (2.5) (MSE = 0.111); similarly the standard error was reduced considerably by using SIPD (mean s.e. = 0.248) rather than model (2.5) (mean s.e. = 0.328).

However, in the scenarios of smaller proportion of patients with available IPD, the estimates of $\gamma_W$ from the SIPD method were more subject to a positive bias. For example, the mean bias from the SIPD method for the scenario of 1 per cent of patients with available IPD and $\sigma^2 = 25$ was 0.107, and thus $\hat{\gamma}_W$ was larger than the true value of $\gamma_W = -0.2$ on average. This is due to the influence of the information on the within-trial relationships from the AD trials. The SIPD method allows one to extract the information on the within-trial relationships from the AD trial by using (3.18), and thus we gain substantially smaller MSEs and mean standard errors for $\gamma_W$ in comparison to model (2.5). On the other hand, this information from the AD trials also pull the estimates of $\gamma_W$ in a positive direction when the proportion of patients with available IPD is extremely low. Therefore, in scenarios of less 10 per cent of patients with available IPD, there is a trade-off; the large gain in MSE and standard error comes at the expense of a bias. The bias is negligible in all methods for 10 per cent or over, and the SIPD method still has gain in MSE (up to about 40 per cent) and standard error (up to about 20 per cent) in situations between 10 and 40 per cent of patients with available IPD. Figure 12 also shows the estimates of $\gamma_W$ for the scenario of $\sigma^2 = 100$, which are arranged in ascending order of estimates from model (2.5) and then suitably smoothed by taking an average of each 100 estimates. From Figure 12, the difference between results obtained from model (2.5) and the SIPD method were seen dynamically. In particular, for the 1 per cent of patients in 1 IPD trial in panel (a), it was confirmed that the estimates from the SIPD method were much closer to those from the full IPD analysis in
comparison with model (2.5), and suffered from a positive bias.

Figure 13 shows the type I error rates and the power for $\gamma_W$ estimated by the 3 methods for each scenario. In the scenarios of 1 and 5 per cent of patients with available IPD, the type I error rates from the SIPD method were highly conservative. Further, when the true within-study interaction was zero, the SIPD method did not produce biased estimates of $\gamma_W$ unlike when $\gamma_W$ was $-0.2$ (results not shown in Table XI). Therefore, the conservative type I error rates for the SIPD method are likely due to overestimated standard errors of $\hat{\gamma}_W$, even though the standard errors were smaller than those from model (2.5). In the scenarios of over 10 per cent of available IPD, the SIPD method had better type I error rates close to 5 per cent. The powers of model (2.5) and the SIPD method to detect the true negative interaction were very similar. The SIPD method was marginally better when 10 to 40 per cent of patients were in the IPD trial.
Table XI. Mean-square errors, mean biases and mean standard errors for estimator of within-trial treatment-covariate interaction effect, and sample means of absolute differences between estimates from model (2.5) or the SIPD method (for IPD from one trial and AD from nine trial) and those from the full IPD analysis (for IPD from all 10 trials).

<table>
<thead>
<tr>
<th>Per cent of total patients in the IPD trial</th>
<th>Mean-square error of $\hat{\gamma}_W$</th>
<th>Mean bias of $\hat{\gamma}_W$</th>
<th>Mean standard error of $\hat{\gamma}_W$</th>
<th>Mean of absolute difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model (2.5)</td>
<td>SIPD (Full-IPD)*</td>
<td>Model (2.5)</td>
<td>SIPD (Full-IPD)*</td>
</tr>
<tr>
<td>1 per cent</td>
<td>25</td>
<td>0.612</td>
<td>0.098 (0.001)</td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.303</td>
<td>0.088 (0.001)</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.147</td>
<td>0.067 (0.001)</td>
<td>0.002</td>
</tr>
<tr>
<td>5 per cent</td>
<td>25</td>
<td>0.111</td>
<td>0.051 (0.001)</td>
<td>-0.008</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.054</td>
<td>0.035 (0.001)</td>
<td>-0.001</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.026</td>
<td>0.020 (0.001)</td>
<td>0.001</td>
</tr>
<tr>
<td>10 per cent</td>
<td>25</td>
<td>0.055</td>
<td>0.033 (0.001)</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.027</td>
<td>0.020 (0.001)</td>
<td>-0.001</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.013</td>
<td>0.011 (0.001)</td>
<td>0.000</td>
</tr>
<tr>
<td>20 per cent</td>
<td>25</td>
<td>0.027</td>
<td>0.021 (0.002)</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.014</td>
<td>0.012 (0.001)</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.007</td>
<td>0.006 (0.001)</td>
<td>-0.001</td>
</tr>
<tr>
<td>40 per cent</td>
<td>25</td>
<td>0.013</td>
<td>0.011 (0.002)</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.007</td>
<td>0.006 (0.002)</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.003</td>
<td>0.003 (0.001)</td>
<td>-0.001</td>
</tr>
<tr>
<td>80 per cent</td>
<td>25</td>
<td>0.007</td>
<td>0.006 (0.003)</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.003</td>
<td>0.003 (0.002)</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.002</td>
<td>0.002 (0.001)</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Model (2.5): Fit model (2.5) to the mixture of IPD and AD, SIPD: Apply the SIPD method to the mixture of IPD and AD.

$\sigma^2$: Variance parameter in within-trial covariate distributions for patients in one IPD trial.

*RResults by fitting model (2.1) to the full IPD from all trials.*
Figure 12. Estimates of within-trial treatment-covariate interaction effect for the scenario of \( \sigma^2_w = 100 \).
Figure 13. Type I error rates (three panels on the left side) and powers (three panels on the right side) for within-trial treatment-covariate interaction effect.
4.6 Simulation 4: Performance of the proposed method based on simulated IPD in the situation of binary outcome and covariate

Through an application to the hypertension data and Simulation 3, in the situation of continuous outcome and covariate, the SIPD method via Bayesian procedure improved the existing method by Riley et al. (2008) in the sense of matching the full IPD analysis for inference of the within-trial interaction. We here supposed a situation where a single binary outcome and covariate are observed from each patient, and focused on the across-trial and the within-trial interaction effect estimated by fitting the existing model (2.9) and the SIPD method via Bayesian procedure described in Chapter 3.2. The methods were applied for the case that some trials provide IPD and the others provide only AD. We were again interested in how estimates of the within-trial interaction from the proposed method became close to those from the full IPD analysis according to the proportion of trials providing IPD.

4.6.1 Design of Simulation 4

We considered that the true models for generating individual-specific outcomes and covariates from each study were written as follows:

\[
x_{ij} = \begin{cases} 
0, & j \in C, \\
1, & j \in T, 
\end{cases} \\
z_{ij} \sim \text{Bernoulli}(m_{zi}), \\
y_{ij|x_{ij},z_{ij},\bar{z}_i} \sim \text{Bernoulli}(q_{ij}), \\
\log \frac{q_{ij}}{1 - q_{ij}} = -2 - 0.5x_{ij} + 0.5z_{ij} + 2x_{ij}\bar{z}_i + x_{ij}(z_{ij} - \bar{z}_i),
\]

\[j = 1, \ldots, 400, \ i = 1, \ldots, 10\]

where the numbers of patients for the treatment group in each trial were assumed to be equivalent to those for the control group; i.e. \( n_{iT} = n_{iC} = 200 \) for \( i = 1, \ldots, 10 \). We gave the total number of trials by 10, and controlled the number of trials providing IPD by 4 scenarios of 1, 2, 4, 8 trials (the numbers of AD trials were given by \( N \in \{9, 8, 6, 2\} \)). We also controlled the true proportion of patients with \( Z = 1 \) in each trial, \( m_{zi} \) for \( i = 1, \ldots, 10 \), by 3 scenarios of low-, moderate- and high-heterogeneity across trials. The true proportions of patients with \( Z = 1 \) for all 10 trials were given by \( \{0.40, 0.40, 0.45, 0.45, 0.50, 0.50, 0.55, \)
0.55, 0.60, 0.60}, \{0.30, 0.30, 0.40, 0.40, 0.50, 0.50, 0.60, 0.60, 0.70, 0.70\} and \{0.10, 0.10, 0.30, 0.30, 0.50, 0.50, 0.70, 0.70, 0.90, 0.90\} respectively; one for each trial. The standard errors of \(\hat{\gamma}_A\) are expected to become smaller in the scenario of high-heterogeneity on the mean covariate (Lambert et al., 2002). Each patient in each trial was allocated to a patient subgroup with \(Z = 1\) or \(Z = 0\), using predefined proportions for the trial, which varied from trial to trial.

The implementing procedure was as follows. Firstly, we set the number of IPD trials and \(m_{zi}\) for \(i = 1, \ldots, 10\) among 12 scenarios, and then according to the true model (4.4), we generated 5,000 sets of meta-analysis data. Secondly, for each scenario, we summarised the IPD from trials \(i = 1, \ldots, N\) to the AD. Finally, we meta-analysed a mixture of IPD and AD by: (i) fitting model (2.9) to the mixture of IPD and AD, (ii) applying the SIPD method via Bayesian procedure to the mixture of IPD and AD. In each analysis, we computed RMSE, mean bias and mean standard error for \(\hat{\gamma}_A\) and \(\hat{\gamma}_W\). We also computed sample mean of absolute differences between estimates of \(\gamma_A\) (and \(\gamma_W\)) obtained by fitting model (2.9) or the SIPD method and those obtained from the full IPD analysis. Moreover, we estimated the type I error rate and the statistical power for \(\gamma_W\) with two-sided hypothesis test at 5 per cent level of significance for \(H_0 : \gamma_W = 0\) and \(H_1 : \gamma_W \neq 0\).

4.6.2 Results of Simulation 4

The results of MSE, mean bias and mean standard error for the across-trial interaction are shown in Table XII. In each scenario, the SIPD method provided similar results to the full IPD analysis. By contrast, the estimates from model (2.9) had a negative bias, especially in the scenario of low-heterogeneity on the mean covariate. The results of MSE, mean bias and mean standard error for the within-trial interaction are shown in Table XIII. In each scenario, the SIPD method provided substantially smaller MSEs and mean standard errors in comparison with model (2.9), especially when the number of trials providing IPD was small (e.g. 1 or 2 IPD trials) and the heterogeneity on the mean covariate was high. The results of the absolute differences also show that the point estimates of \(\gamma_W\) from the SIPD method were, on average, located closer to those from a full IPD analysis (of all 10 trials) than model (2.9). The difference between the results from model (2.9) and the SIPD method was the largest for the scenario of 1 IPD trial and high-heterogeneity on the mean covariate, and became smaller as the number of trials providing IPD was larger and heterogeneity on the mean covariate was lower. Figure 14 also shows the estimates of the within-trial interaction
for the scenario of high-heterogeneity on the mean covariate, which are arranged in ascending order of estimates from model (2.9) and then suitably smoothed by taking an average of each 100 estimates. From Figure 14, the difference between results obtained from model (2.9) and the SIPD method were seen dynamically. In particular, for 1 IPD trial and 9 AD trials in panel (a), it was confirmed that the estimates from the SIPD method were much closer to those from the full IPD analysis in comparison with model (2.9). Figure 15 shows the type I error rates and the power for \( \gamma_W \) estimated by the 3 methods for each scenario. The powers of the SIPD method to detect the true positive interaction were higher than those from model (2.9), especially when the number of trials providing IPD was small (e.g. 1 or 2 IPD trials) and the heterogeneity on the mean covariate was high.
Table XII. Mean-square errors, mean biases and mean standard errors for estimator of across-trial treatment-covariate interaction effect, and sample means of absolute differences between estimates from model (2.9) or the SIPD method and those from the full IPD analysis (for IPD from all 10 trials).

<table>
<thead>
<tr>
<th>Number of trials providing IPD</th>
<th>Covariate heterogeneity</th>
<th>Mean-square error of $\gamma_A$</th>
<th>Mean bias of $\gamma_A$</th>
<th>Mean standard error of $\gamma_A$</th>
<th>Mean of absolute difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Model (2.9) SIPD (Full-IPD)*</td>
<td>Model (2.9) SIPD (Full-IPD)*</td>
<td>Model (2.9) SIPD (Full-IPD)*</td>
<td>Model (2.9) SIPD</td>
</tr>
<tr>
<td>1 / 10</td>
<td>Low</td>
<td>1.119 1.275 1.170</td>
<td>-0.150 -0.002 0.011</td>
<td>1.064 1.099 1.088</td>
<td>0.221 0.189</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>0.304 0.351 0.315</td>
<td>-0.156 -0.018 -0.004</td>
<td>0.550 0.568 0.561</td>
<td>0.159 0.097</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.082 0.090 0.083</td>
<td>-0.072 0.005 0.012</td>
<td>0.285 0.291 0.288</td>
<td>0.086 0.041</td>
</tr>
<tr>
<td>2 / 10</td>
<td>Low</td>
<td>1.123 1.243 1.156</td>
<td>-0.182 -0.044 -0.035</td>
<td>1.060 1.087 1.081</td>
<td>0.202 0.167</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>0.299 0.331 0.312</td>
<td>-0.118 0.010 0.018</td>
<td>0.549 0.563 0.559</td>
<td>0.146 0.086</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.079 0.086 0.081</td>
<td>-0.079 -0.009 -0.003</td>
<td>0.285 0.290 0.288</td>
<td>0.077 0.036</td>
</tr>
<tr>
<td>4 / 10</td>
<td>Low</td>
<td>1.226 1.310 1.262</td>
<td>-0.089 0.017 0.019</td>
<td>1.069 1.088 1.085</td>
<td>0.169 0.144</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>0.308 0.331 0.316</td>
<td>-0.096 0.002 0.003</td>
<td>0.552 0.561 0.560</td>
<td>0.111 0.073</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.085 0.089 0.087</td>
<td>-0.037 0.018 0.019</td>
<td>0.286 0.289 0.288</td>
<td>0.058 0.029</td>
</tr>
<tr>
<td>8 / 10</td>
<td>Low</td>
<td>1.177 1.200 1.178</td>
<td>-0.019 0.020 0.020</td>
<td>1.080 1.086 1.085</td>
<td>0.085 0.079</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>0.316 0.322 0.317</td>
<td>-0.015 0.019 0.019</td>
<td>0.557 0.560 0.560</td>
<td>0.049 0.040</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.083 0.084 0.083</td>
<td>-0.013 0.006 0.006</td>
<td>0.287 0.288 0.288</td>
<td>0.023 0.017</td>
</tr>
</tbody>
</table>

Model (2.9): Fit model (2.9) to the mixture of IPD and AD, SIPD: Apply the SIPD method to the mixture of IPD and AD.

*Results by fitting model (2.6) to the full IPD from all trials.
Table XIII. Mean-square errors, mean biases and mean standard errors for estimator of within-trial treatment-covariate interaction effect, and sample means of absolute differences between estimates from model (2.9) or the SIPD method and those from the full IPD analysis (for IPD from all 10 trials).

<table>
<thead>
<tr>
<th>Number of trials providing IPD</th>
<th>Covariate heterogeneity</th>
<th>Mean-square error of ( \hat{\gamma}_W )</th>
<th>Mean bias of ( \hat{\gamma}_W )</th>
<th>Mean standard error of ( \hat{\gamma}_W )</th>
<th>Mean of absolute difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model (2.9) SIPD (Full-IPD)*</td>
<td>Model (2.9) SIPD (Full-IPD)*</td>
<td>Model (2.9) SIPD (Full-IPD)*</td>
<td>Model (2.9) SIPD (Full-IPD)*</td>
<td></td>
</tr>
<tr>
<td>1 / 10</td>
<td>Low</td>
<td>0.259 0.254 0.026</td>
<td>0.023 0.030 -0.003</td>
<td>0.513 0.490 0.163</td>
<td>0.388 0.388</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
<td>0.281 0.208 0.027</td>
<td>0.022 0.032 0.008</td>
<td>0.531 0.454 0.167</td>
<td>0.398 0.348</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.287 0.231 0.037</td>
<td>0.007 0.040 0.006</td>
<td>0.714 0.473 0.194</td>
<td>0.579 0.380</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>0.128 0.130 0.026</td>
<td>0.015 0.018 0.010</td>
<td>0.361 0.338 0.162</td>
<td>0.266 0.267</td>
</tr>
<tr>
<td>2 / 10</td>
<td>Moderate</td>
<td>0.281 0.115 0.027</td>
<td>-0.001 0.007 0.006</td>
<td>0.373 0.331 0.167</td>
<td>0.257 0.245</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.192 0.115 0.038</td>
<td>-0.003 0.006 -0.001</td>
<td>0.445 0.344 0.194</td>
<td>0.311 0.259</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>0.065 0.065 0.028</td>
<td>0.001 0.004 0.001</td>
<td>0.256 0.231 0.162</td>
<td>0.156 0.156</td>
</tr>
<tr>
<td>4 / 10</td>
<td>Moderate</td>
<td>0.073 0.067 0.027</td>
<td>0.005 0.009 0.002</td>
<td>0.264 0.234 0.167</td>
<td>0.170 0.164</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.092 0.066 0.037</td>
<td>0.001 0.009 0.003</td>
<td>0.309 0.257 0.194</td>
<td>0.186 0.165</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>0.032 0.032 0.026</td>
<td>0.004 0.005 0.002</td>
<td>0.181 0.168 0.162</td>
<td>0.068 0.067</td>
</tr>
<tr>
<td>8 / 10</td>
<td>Moderate</td>
<td>0.036 0.036 0.030</td>
<td>0.010 0.011 0.010</td>
<td>0.187 0.173 0.167</td>
<td>0.066 0.065</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.049 0.045 0.038</td>
<td>0.021 0.020 0.020</td>
<td>0.216 0.200 0.194</td>
<td>0.078 0.075</td>
</tr>
</tbody>
</table>

Model (2.9): Fit model (2.9) to the mixture of IPD and AD, SIPD: Apply the SIPD method to the mixture of IPD and AD.

*Results by fitting model (2.6) to the full IPD from all trials.
Figure 14. Estimates of within-trial treatment-covariate interaction effect for the scenario of high-heterogeneity on mean covariate.
Figure 15. Type I error rates (three panels on the left side) and powers (three panels on the right side) for within-trial treatment-covariate interaction effect.
5 Discussion and further developments

Meta-analysis with marginalising the missing IPD

We proposed a new meta-analysis method for estimating the treatment-covariate interaction. As pointed out by Riley et al. (2008), separation of the treatment-covariate interaction into the across-trial and the within-trial effect is a clinically meaningful operation because these effects might be different of each other due to ecological bias and/or trial-level confounding. Indeed, for the hypertension data, we cannot conclude a negative interaction between the treatment effect on change in SBP and age, with the across-trial effect estimated by using the mean age in each trial. This is because the within-trial interaction, which was estimated by using age of individual patients, acted in the opposite direction of the across-trial interaction. Similarly for the home safety education data, the across-trial interaction between the intervention effect on provision of the stair gate and the proportion of male participants was very different from the within-trial interaction between the treatment effect and gender of individual patients. We here advocate that the MR model (2.2) or model (2.7) does not give sufficient evidence for the patient characteristics.

In the proposed method, we assume the IPD meta-analysis model for the missing IPD and then marginalise its density with respect to the missing IPD. These processes produce the log-likelihood (3.8) for AD available, and the use of this log-likelihood is useful to estimate the within-trial interaction even when all trials provide only AD. The simulation studies suggested that the proposed method provided the within-trial interaction effect estimates with moderately small RMSEs, and worked better when the variance in within-trial covariate distribution was large. The proposed method assumes that all trials are similar (exchangeable) to each other apart from having a separate baseline (intercept). This strong exchangeability assumption means that, conditional on the AD available (means and standard deviations of each group), the missing information (such as the within-trial interaction, \( \gamma_w \), and the covariate effect, \( \mu \)) can be informed approximately by meta-analysing the AD.
The proposed method is also simply extended to the case for mixture of IPD and AD. IPD meta-analysis has been advocated by many researchers, while the methodological development for combining IPD and AD becomes increasingly important because practitioners cannot always collect the IPD for all trials involved (Riley, Simmonds and Look, 2007; Ahmed, Sutton and Riley, 2012). Reducing available IPD to AD and focusing on just the across-trial relationship leads to a loss of information and potential bias, and it is important to focus on the within-trial relationship as much as possible. Through simulation studies, the proposed method provided smaller biases and smaller MSEs for estimator of the within-trial interaction, $\gamma_w$, in comparison with the existing method by Riley et al. (2008), especially when the number of trials providing IPD was small. And also, simulation studies suggested how the biases and the MSEs for $\gamma_w$ from the proposed method changed according to the number of trials providing IPD. These results could offer a useful guidance if one considers how many IPD trials should be collected to preserve a desired level of statistical power.

However, we recognise that the proposed method makes strong exchangeability assumptions and, as it stands, is only applicable to a narrow range of situations. In particular it assumes that the treatment effect and within-trial interaction are fixed across trials. It would be useful to extend the method to random effects models to allow for heterogeneity if possible (Higgins, Thompson and Spiegelhalter, 2009), and also allow a trial-specific covariate effect ($\mu_i$) and a trial-specific error variance ($\sigma^2_{\mu_i}$). Indeed, a meta-analysis of the full 10 trials in the hypertension data originally reported by Wang et al. (2005) would potentially require this kind of modelling (Riley et al., 2008). Riley et al. (2012) notes that when there is baseline imbalance a meta-analysis of randomised trials with a continuous outcome should use analysis of covariance, and we welcome consideration to this situation. Moreover, in the proposed method, we assume that the covariate is normally distributed. It would be necessary to discuss how sensible the results from the proposed method are with respect to this assumption. Finally, we only consider models for estimating one interaction, but of course in practice multiple interactions might be of interest. Nonetheless, where the assumed criteria are considered plausible or worth consideration in a sensitivity analysis, the proposed method is a promising method for meta-analysts faced with combining IPD and AD.

**Meta-analysis based on simulated IPD**

The SIPD method proposed offers a novel framework for meta-analysis, and is also flexible enough to estimate the treatment-covariate interaction whilst separating across-trial and
within-trial effects because it involves the scheme of marginalising the missing IPD. Through the application to the hypertension data, we demonstrated that the SIPD method provided results for the within-trial interaction closer to those from the full IPD analysis than the existing method by Riley et al. (2008). The most beneficial results were given for the cases when the number of trials providing IPD was small or the proportion of patients with available IPD was low. In such situations, the collected IPD trials may offer very little information on the within-trial relationships, causing model (2.5) to yield estimates of the within-trial interaction with large standard errors. By contrast, the SIPD method utilises additional information from the AD trials and, in comparison to model (2.5), can provide estimates and standard errors closer to those from a full IPD analysis. This is particularly true when given over 10 per cent and under 40 per cent of patients in the IPD trials, as the adjusted estimators from the SIPD method were unbiased and had smaller MSEs and standard errors for these situations in our simulation.

However, the simulation study revealed some limitations of the SIPD method. In particular, the adjustment by using the AD trials gave a bias in estimator for the within-trial interaction in the cases when the proportion of patients with available IPD was under 10 per cent. And also, in the same situations, the SIPD method suffered from the conservative type I error rates of the within-trial interaction effect, because the standard errors from the SIPD method were overestimated. However, in situations with over 10 per cent of patients in the IPD trials, the SIPD method performed well.

Using the SIPD enables one to apply any IPD meta-analysis approaches, and could have a huge possibility to produce novel findings which is never provided by the existing meta-analysis methods. Through the application to the hypertension data, we used the SIPD method to meta-analyse patient subgroups within each trial identified age of patients. The estimates of the within-trial interaction and its standard errors for each patient subgroup could be utilised for a flexible trial design. To seek and find the further potential benefits of using the SIPD will be discussed as a future problem.
Appendices

Appendix A

The difficulty of using (3.16) is to integrate the density over a restricted sample space. Tsiatis (2006) gave a general calculation to solve such problems. We here brief the Tsiatis’s (2006) approach, and describe how to integrate the normal density over the sample space that a sample mean and variance are fixed. This calculation follows a discussion by Pullin (1979) which proposed a method for generating random samples from a normal distribution with known sample mean and variance.

Let \( X = (X_1, \ldots, X_K) \) be \( K \) random variables, and assume there exists a dimensional-reduction transformation \( h(X) \), that is a \( K' \)-dimensional variable \( K' < K \). Also, assume there exists a \( (K - K') \)-dimensional variable \( g(X) \) that

\[
X \leftrightarrow \{h(X), g(X)\}
\]

is one-to-one for all \( h(X) \). Let \( f(X) \) and \( f(h(X), g(X)) \) be the density of \( X \) and \( (h(X), g(X)) \) respectively. Consider random samples of \( X, x = (x_1, \ldots, x_K) \), and suppose that \( K' \)-dimensional summary statistics, \( h(x) \), are only available. Then, an integration of \( f(X) \) over a sample space with fixed \( h(x) \) is equivalent to an integration of \( f(h(x), g(X)) \) with respect to \( g(X) \); i.e.

\[
\int_{h(x)} f(X) dX = \int f(h(x), g(X)) dg(X). \tag{A.1}
\]

If we consider \( X \) as normal random variables, \( h(x) \) as a sample mean and variance of \( x \), the desired likelihood (3.16) can be derived by using the relationship (A.1).

Let \( x_1, \ldots, x_K \) be independent random samples from a normal distribution with mean \( \mu \) and variance \( \sigma^2 \). The joint distribution of \( (x_1, \ldots, x_K) \) is given by

\[
dF(x_1, \ldots, x_K) = \frac{1}{(2\pi\sigma^2)^{K/2}} \exp \left[ -\frac{1}{2\sigma^2} \sum_{k=1}^{K} (x_k - \mu)^2 \right] dx_1, \ldots, x_K.
\]
We first consider the following Helmert's transformation:

\[
y_1 = \frac{1}{K^{1/2}} \sum_{k=1}^{K} (x_k - K\mu), \tag{A.2}
\]

\[
y_l = \frac{1}{[(K+1-l)(K+2-l)]^{1/2}} \sum_{k=1}^{K} x_k - (K+1-l)x_{l-1}, \quad l = 2, \ldots, K.
\]

The inverse of (A.2) is readily obtained as

\[
x_1 = \frac{1}{K} \left[ K\bar{x} - \sqrt{K}(K-1)y_2 \right], \tag{A.3}
\]

\[
x_l = x_{l-1} + \frac{1}{(K+1-l)^{1/2}} \left[ (K+2-l)^{1/2}y_l - (K-l)^{1/2}y_{l+1} \right], \quad l = 2, \ldots, K.
\]

Using (A.3), a known result is led as

\[
dF(y_1, \ldots, y_K) = \frac{1}{(2\pi\sigma^2)^{K/2}} \exp \left[ -\frac{1}{2\sigma^2} \left( y_1^2 + \sum_{k=2}^{K} y_k^2 \right) \right] dy_1, \ldots, dy_K \tag{A.4}
\]

and

\[
\bar{x} = \mu + \frac{y_1}{\sqrt{K}}, \quad s^2 = \frac{1}{K} \sum_{k=2}^{K} y_k^2.
\]

Then, \(y_1, \ldots, y_K\) independently follow a normal distribution with mean zero and variance \(\sigma^2\). We now consider a transformation of \(y_1, \ldots, y_K\) which follow the normal distribution as follows:

\[
dF(y_2, \ldots, y_K) \propto \frac{1}{(\sigma^2)(K-1)^{1/2}} \exp \left[ -\frac{1}{2\sigma^2} \sum_{k=2}^{K} y_k^2 \right] dy_1, \ldots, dy_K. \tag{A.5}
\]

The solution requires slightly different treatment by whether \(K\) is odd or even. Now let

\[
\eta = (K-1)/2 + \xi
\]

where \(\xi = 0\) if \(K\) is odd and \(\xi = 1/2\) if \(K\) is even, and introduce the set of transformations

\[
y_{2m} = \sqrt{\epsilon_m} \cos \nu_m, \tag{A.6}
\]

\[
y_{2m+1} = \sqrt{\epsilon_m} \sin \nu_m, \quad m = 1, \ldots, \eta - 2\xi
\]

where \(0 \leq \nu_m \leq 2\pi\) for all \(m\). If \(K\) is odd, we use (A.6) directly. If not, we must add

\[
y_{\eta} = \pm \sqrt{\epsilon_{\eta}} \tag{A.7}
\]

to (A.6) with equal probability \(1/2\) for the + and -. Substituting (A.6) and (A.7) into (A.5), we have

\[
dF(e_1, \ldots, e_{\eta}, \nu_1, \ldots, \nu_{\eta-2\xi}) \propto \exp \left[ -\frac{1}{2\sigma^2} \sum_{m=1}^{\eta} \epsilon_m \right] \prod_{i=1}^{\eta-2\xi} d\epsilon_i d\nu_i [\epsilon_\eta^{-1/2}d\epsilon_\eta]^{2\xi} \tag{A.8}
\]
while the sample variance is given by

$$s^2 = \frac{1}{N} \sum_{m=1}^{\eta} e_m. \quad \text{(A.9)}$$

Finally, we introduce a transformation of $e_1, \ldots, e_\eta$ into $(s^2, z_1, \ldots, z_{\eta-1})$ as

$$e_m = K s^2 z_m \prod_{j=1}^{m-1} (1 - z_j), \quad m = 1, \ldots, \eta - 1,$$

$$e_\eta = K s^2 \prod_{j=1}^{\eta-1} (1 - z_j). \quad \text{(A.10)}$$

where each of the $z_m$, $m = 1, \ldots, \eta - 1$, is located in an interval $(0,1)$. The Jacobian of this transformation is given by

$$\left| \frac{\partial(e_1, \ldots, e_\eta)}{\partial(s^2, z_1, \ldots, z_{\eta-1})} \right| = K^\eta (s^2)^{\eta-1} \prod_{j=1}^{\eta-2} (1 - z_j)^{\eta-j-1}. \quad \text{(A.11)}$$

Substituting (A.10) and (A.11) into (A.8) and (A.9), we have

$$dF(s^2, z_1, \ldots, z_{\eta-1}, \nu_1, \ldots, \nu_{\eta-2\xi}) \propto$$

$$(s^2)^{(K-3)/2} \exp \left[ -\frac{K s^2}{2\sigma^2} \right] d(s^2) \prod_{m=1}^{\eta-2\xi} d\nu_m \prod_{m=1}^{\eta-1} (1 - z_m)^{\eta-(m+\eta+1)} dz_m. \quad \text{(A.12)}$$

Therefore, from (A.4) and (A.12), the density of $(\mu, \sigma^2)$ is given as follows except for terms unrelated to $(\mu, \sigma^2)$:

$$\frac{1}{(\sigma^2)^K/2} \exp \left[ -\frac{K}{2\sigma^2} \left\{ (\bar{x} - \mu)^2 + s^2 \right\} \right]. \quad \text{(A.13)}$$

By using (A.13) in the context of the continuous meta-analysis data, we obtain (3.16):

**Appendix B**

In Step (2) of the SIPD method, the uncollected IPD must be drawn from the conditional distribution given available AD; however, the density of this conditional distribution is difficult to be expressed exactly. This is associated with some issues on the conditional distribution given the sufficient statistics, discussed by Cheng (1984), Engen and Lillegard (1997), Lindqvist and Taraldsen (2005). They gave general formula to calculate the conditional expectation based on the conditional distribution given the sufficient statistics. Especially, an issue of sampling from the conditional distributions were considered. We here brief this approach, proposed by Lindqvist and Taraldsen (2005), for a simple case of univariate normal distribution.
Now, let $X = (X_1, \ldots, X_K)$ denote random variables following a normal distribution with mean $\mu$ and variance $\sigma^2$. Here, $T = (\bar{X}, S_X)$ is the sufficient statistics for $\theta = (\mu, \sigma)$, where $\bar{X} = n^{-1} \sum_{k=1}^{K} X_k$ and $S_X^2 = (K - 1)^{-1} \sum_{k=1}^{K} (X_k - \bar{X})^2$. Let $U = (U_1, \ldots, U_K)$ denote random variables following standard normal distribution, and two functions of $\chi$ and $\tau$ are defined by

$$
\chi(U, \theta) \equiv (\mu + \sigma U_1, \ldots, \mu + \sigma U_K),
\tau(U, \theta) \equiv (\mu + \bar{U}, \sigma S_U),
$$

where $\bar{U}$ and $S_U^2$ stand for the mean and the variance similarly defined to $\bar{X}$ and $S_X^2$. Then, there exists unique $\chi$ and $\tau$ so that the joint distribution of $(\chi(U, \theta), \tau(U, \theta))$ is equivalent to those of $(X, T)$ under the parameter $\theta$. This means that, for given $t = (\bar{x}, s_x)$ and $U$, $\hat{\theta} = \hat{\theta}(U, t)$ in which $\tau(U, \hat{\theta})$ is held is uniquely determined as follows.

$$
\hat{\theta}(U, t) \equiv (\hat{\mu}(U, t), \hat{\sigma}(U, t)) = \left( \bar{x} - \frac{\bar{U}}{S_U} s_x, \frac{1}{S_U} s_x \right).
$$

Thus, the random variable following the conditional distribution of $X$ given $T = t$ is provided as follows.

$$
X_t = \chi(U, \hat{\theta}(U, t)) = \left( \bar{x} + \frac{U_1 - \bar{U}}{S_U} s_x, \ldots, \bar{x} + \frac{U_K - \bar{U}}{S_U} s_x \right).
$$

It is easily shown that the probability distribution of $X_t$ is actually equivalent to the conditional distribution of $X$ given $T = t$. Finally, sampling procedure from the conditional distribution give the mean and the variance is as follows: (i) generate random numbers $u = (u_1, \ldots, u_K)$ of $U$, (ii) substituting $u$ and $t$ to equation (A.3), we get

$$
x_t = \left( \bar{x} + \frac{u_1 - \bar{u}}{s_u} s_x, \ldots, \bar{x} + \frac{u_K - \bar{u}}{s_u} s_x \right).
$$
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