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 MIXED PROBLEMS FOR THE WAVE EQUATION

WITH A SINGULAR OBLIQUE DERIVATIVE‘

" Hideo Soga

[ Recined Sﬁmwfz% 26,147¢)

Introduction. Let © be a domain in R2 with a compéct
AANAANAAAANAAT NN ] . i . .

;gf boundary T, and consider the mixed'pfoblem

Qu = 2%u - Au=£f(x,£) in @ x (0, t {
(8% = 3w T % ' T et
32 = g(x',t) on T x (0, t 5
3V g ’ . 4 0 ’

_(0:1){

aleps B on o
au o |
L : gEifgb\F ul(x) on - £,

where v = v(x) 1s a non-vanishing real C vectar field

defln:% - ( we say that (O 1l) is C well-posed when

there exists a unique solution u(x,t) in C (€x[0,t ]) for

any (£, g, uy, u)) e (tho.tol) x C” (FXIO.to]) x € (%)

c” () satisfying the compatibility condition of infinite

order.




In the case where Vv is non-characteristic to T
énywhere, varioPs results have been obtained. 'Itlm§5%%11
known forn;aﬁ<%%%§t the.problem (0.1) is c” well-posed
if v is parallel'anywhere to the normal vector n of T
(the Neumann boundary condition). Ikawé [31~showed'that
(0.1) is c” well-posed élso if v is oblique 1“e’ot‘E_k’:t'r_c_':lllel

to n) anYwhere onT (the ob1ique boundary condition).

When these two types are mixed, the shape of Q has to be

taken into consideraﬁion. Ikéwa [4,5,6] examined it in
detail. | | '-
| in_the present»paper we shall study (6.1) in the
case where v is not{necessarily non-charactéristic to T.
We éssﬁmé that v  is tangent to T at finiteinumber of
poins ( of T ); And Qe call them singular points. At
each singular point the Lopatinski condition is not-
_satisfied; therefofe) the mixed probleﬁ frozén thefé ié
not C wgll-poséd'(cf.-Sakaméfo”[13]). We can‘classify
the-gig%gogf Y hear each singular point into the follow-
ing'three types: As x' (€ I') passes the singular boint in
the direction of the tangential. component of v(x') to T,
(i) <v(x') ,n(x')> changes sign from positive tp
negative; | |
(II) <v(x'),n(x')> changes Sign from negative to‘
positive; | ' |

(ITI) <v(x'"),n(x')> does not change sign,

where n(x') is the unit inner normal vector to I'. Assum~

ing that @ = R2

" the author [15] has examined the prpblem

¥ 4



(0.1) in the case (I) and (III). We want here to inves-
tigate (0.1) in a more general domain in each case.

One of our main results is as follows:

Theorem 1. If the function <v(x'), h(x')> (eCm(F))
changes sign on I' (the cése (I) or (II)), then the mixed

problem (0.1) is not c” well-posed.

As is seen from the proof of Theorem 1 (see §4), we
may say that in the case (I) the uniquness does not hold
and that in the case (II) the solvability is violated.

Another main result iS'thé‘following

Theorem 2. Assumé the conditions (a) and (b):
v(a) <v(x'),n(x')> does not change sign on T (thé
case_(IIi)‘) and J<vix"), n(x')>|yﬁis c”® smooth.on rs;
"(b) v is oblique anywhere. | | |
Then, thé mixed problem (O.l) is ¢ wellvposed; and

domains of depehdence are bounded, but it has not a finite"

propagation speed.

Egorov— Kondrat ev [1] con31dered an elllptlc obllque

derlvatlve problem s1m11ar to the above problem (0.1):

‘ - A(x,Dx)u = £(x) f-‘in Q,
0.2 { |
%% r = g(x") on T,



where A(x;Dx) is an elliptic differential~oberator of
second order on Q and v is a non-vanishing reel vector
field tangent'to l'on its submanifold Po. They assumed
that dim'I'0 = dim I - l (2 1) and/that v is transvereal
to PO. Then the behavior of v near Po can be classified
into the three types (I) A (IIX) in the same way. On
account of Egorov—Kondrat ev [l], Maz' Ja [11], the author
”[14], etc., in short, in the case (I) the kernel of (0.2)
is 1nf1n1tefd1men51onal, in the case (II) the cokernel of
’(0.2).ie infinite—dimensional and in the case (IIXI) the
.same results as in the coercive case are obtained. |
As can be readlly seen, our results (i.e. Theorem 1

and 2) are analogous to those of the above problem (0 2).
Our methods, however, are_l;ttle.51mllar_to those in the
elliptic case. |

B Let us mention the.procedure of the proofs of Theorem
1 and 2. Let }> be the Poisson operator of the follow1ng

Dirichlet problem con81dered in approprlate functlonal

spacs:'k
Du(x,t) = 0 in Q x (-, ©),
ulr‘= h(x',t) on T X (-», o), "~
Set T h = g;}Dh]r. Then the well—posedness of (0. l)

cusidened o [7X €00 )
can be reduced to that of the equation T h A=

though T is hard to deal with 4n—general, T .ap roximates
;gi {mmt
to a‘+ﬁsaal+ pseudo—dlfferentlal operator T



i%ﬁhﬂ | | o
. is near where the Lopatinskian vanishes.

Analysing the (asymptotic) nuil solution of T h = 0,

‘wé prove Theorem 1 in §4. 1In §5, deriving an estimate
for TJgg-thevsame-¥::£é&s as in the author [15], we veri-
fy Theorém 2 by the procedure similar to that bf.Ikawa
[3]. |

~ §1l. ©Notations and properties of pseudo-differetial

operators.

We denote by S™ (me R) the set of functions p(z,w)
ecm(szRz) éatiszing for all multi-indices o,B
o ' m-|o 2 2
lasamp(z,m)l S Cupll + lw]) | I, (z,w) ¢ R fR ,

B_ (3,8 o - (3,0 m
where az : (az and aw (aw) . For p(z,w) €S we v

define a pseudo-differential operator p(z,Dz) by

P u=p(zD)ulz) = jeizwp(z,w)ﬁ(w)ﬂm, u(z) € 4,

where dw = (2w)—2dw, J is the space of rapidly_decreasihg

1Z0u(z)dz.

functions and Q(w) is the Fourier transform *fe
We denote by g™ the set of these operators p(z,DZ), and
- call p(z,w) the symbol of p(z,DZ). It is well known that

the estimate

:"p(z,Dz)u" ssC lull sam’ ue,g (s e R)
holds for p(z,w) € S©, where the norm - ﬂs is defined by
ffla 2 = (1 + |w|?)s]ﬁ(m)lzﬁm.



For p(z,w) éSm and g(z,w) e s™ we set

g (peq) (z,0) = Lim gse—lzafx(emlgg)p(‘z,w+m)q(z+2’,m)

-dZdE,

where x(z,w) ¢ xf and x(0,0) = 1, Then we have o(peq)(z,w)

Lo §.
€ Sm+m and

o(peq) (z,D)u = p(z,Dz) (qu), ue s .
Furthermore the asymptotic expansion formula

(1.1) o(poa) (z,w) = 24 13y (5,0).0% (2, u)
. v Ial<Na- w .2

m+m'-N — _s:0
€S (Dz = l'é-z-)

is obtained for any intéger N (>0). For p(z,w) e s™ there

exists a symbol p*(z,w) € S® such that
(p(z,D,)u, v) = (u, p*(z,D,)v) , u,ve L,

and the following asymptotic expansion formula holds for
any N (>0):
. | | o— _
Z [ B Ll R m-N
(1.2) p*(z,w) - T Btzp(z,m) €S .

These propertiesare described in HSrmander [2] or
Kumano-go [7].
We introduce another class of p‘s'e'udo'—differetial.-

operators, whbse symbols have a parameter T.'= o- iy (oce

Rl. ¥20) . Namely, the symbol p(y,n,t) is a ¢~ function
in R;XRIJ; with the parameter T and satisfies' the following -

inequality for all non-negative integersa,B:



Rl

]aSa%‘p(y,n,r)l ;9m|n| ol (v,meRr?, |t]>1,

where me R and SdB\}S'a constant independent of t. We

denote by'Sm the set of these symbols, and for ply,n.,T)
o LALSALILATN

es define-

(T} .Y

pu = P(Yr IT)u JW(Y:U:T)ﬁ(n)ﬂn: u(Y)e ’8 .
Let us define a norm m'ms (seR) with the parameter T by

=~j}ﬁ?/+ lrly@éfﬁ(nipaén-

Then, for p(y,n T) € S the follow1nc estlmate holds:

mp<y«.ny.nums < Clullyy - ue >X Tl 2

The above cohstant C is uniform in Tt . 'Hereafter, all the constants

in estimates stategggath the norm [|| « m are independent of t. Obviously

we obtain the Some proPerttes as for ‘the‘ class S™. Llet. us
note that if p(y,n, o) e sS® (z = (y,t), w = (n,o)) then

p(y,n,0) can be regarded as a symbol in S_.. (T = © >1).

w)
~We say that a symbol p(y,n,T)e S has a homogeneous asymp-

-totlc expan51on-5§£E:Ei>ZLELI1 when P’”\iyrknrlT) = \ij/»
(y,n,7) for x > 1 (n%+|r|? > 1, j=0,1,...) ‘and

P(y,n,T) me__\\(y 1) €S (9=1,2,...). We call

P, (y,n,T) the pr1nc1pal symbol of p and.denote it bg@{p)(y,n ,T) -

Prop051tlon 1. l Let x(y,n,r)esg‘and ply.n,t) eshf

Suppose that s#pp X is in an open conic set A and that

e : . -1
the principal part P.(v/mm,1) (i.e. p € sf.ﬂ & p-p_¢€ Slfr“ )

’

satisfies



lp (v,n,1) | 2 8CUn| + [tD™ (s > 0)

when (n,T) € A and |n| + [t| > % (L is a large constant).

Then the following estimate is obtained for any constant
N > 0: |
aall_,o < el + flull_ . wed (sem.

We can prove this prdpos&hntby constructing a para-

metrix for p(y,D.,T) available on A (cf. HOrmander [2]).v

‘Proposition 1.2. Let p(y,n,t)é& Si)and its principal

part pl(y,n,T) fulfil

Im p (YInIT)

- S(t
O s Es»twe ;Cuncth‘/&/ £

whereYA is an open conic set. Then, for any x(n,r)e , S L.

as]

(n,T)eAfj{|T|; 1},

satisfyinq_supp X C A there-is a constant C . -

ef—= such that

I (p(y,Dy, 1)xv,xv) 2 8(lxvl} - clxvl .
v(y) € ;&_ (J=] > 1.

Corollary. .In the above propositioﬁ, if i(y,n,T)(e'

o\depend.s on ¥ and/ K ' '
S ) satisfies sggp YchA , then we have for any N > 0

' ~ o~ 1 ~__ 12 ~_ w2
Im (P(YlDyIT)'XV'XV) 2 —2-5(T)|“XV|HO - ClmXVmo

,}%
vty . ved .
Proof. We set
q(y,n,f) = (Im py (y,n,7) = 8(1))x"' (n,T),

where x'(n,r)e%%, Xx'(n,t) = 1 on supp X and supp Xx'cA. Then it
follows that B

q(y,n,r) > 0 for (y,n)eRz; ITlli 1, _ o -

Im((p-i8 (1)) xv, Xv) 2Rlaxv, xv) - ¢;llxvliZ. |
Let g denote the Friedrichs approximation of g (cf. Theorem 5.1:

. of Kumano-go {7]). Then, we have ¢ - qFE§2)and (apv,v) 2 0.

8'.



Therefore we obtain _ _
Im(pxv,xv) = (O Ixvll; = Im( (=18 (1)xv,xv) 2 -C,lIxvliZ.
Next,vlet us check the corollary. Let x"(n,t)

€ S0 X(n,T) =1 on g&gp X and supp X/cCA. Theh, from the

ay

~above propositioﬁ it follows that
In (pXXV, XXV) 2 S (x%v iy - cyllx&v iy
| | S s _ e~ oot . 2
255wl - clliwlly - cglvily -
on the other hand we have | '
Im (pYXXv., XXv) = Im(pXv, Xv) + Im(pXXv,(x~1)XV)
+ Im(p(¥-1)Xv, Xv)
< Inlpgy, ¥ + clvid, -

Therefore the corollary is obtained. The proof is complete.

Now, we set
. L{y,D_,D_,1) = D2 + a kz(y)t”nkni ,

. - J¥kTL<2 y x
-~ 3=0,1 .

37
S 1 ‘Nl -
‘where T = o - iy (0 € R7, vy > 0) and 3jﬁki?)€:ﬁ3 (R7) =

Y

e

’{f’ecw; suplaaf(y)]-§ +o for a = 0'1'°f'}' We denote
by Eg(y,n,T) the roots of the equation (in £)
_ .2 2 k._j
L,(y,&,n,T) = §° + :2 : a . yy)t'nTES = 0.
0 (AR AN j+ oy ) jk\z\

Obviously, %ﬁ(y,n,T) are homogeneous of order one in

(n,T) and are smooth'wherevgg(y,n,r) and ga(y,n,r) are

distinct each other. We obtain the following factriza-
tion formula,jwhich is proved in Kumano-go [9] (see Theo-

rem 0 of [9]).



Proposition 1.3. Let g;(y,n,'r)and Ea(y,n,'r) be dis-

tinct on R;xl;(qA is an open conic set). Then there are

symbols £¥(y,n,t) € S(E'c‘) such that
i) gi(y,n,T) have homogeneous asymptotic expansions

whosé principal’ symbols co(gi) satisfy
* I 1 ‘
0o (E7) (¥ym,T) = Eoly,n,t) for yeR", (n,7) €4;

ii) set L* = DX - gi(y,DY,T) . Then, for any
x(y,n,1) & S(T) satisfying‘ s#pp X C A, we have
. : ,T .

-t B
xL = XL—L+ + r3Dx + r4 ’
where r. = rxr.(y,D ,—c)es_w= N s j=1,...,4).

Let 9(y) be a real-valued C~ function in Rl satisfy-
1 1

ing |6(y)| <1 for yeR", 6(y) = y for lyl < 5 and 6(y) :
= 1 for |y] > 1. For p(y,n,T) € S(T\ we set -
(1.3) Ny, n,1) = p(pe(l’-), n,T) (p> 0).

Then pp)(y,n,'r) belongs to S Moreover, 'p(p)(y,n,'r) is

)
equal to p(y,n,t) if |y| 2, and 1ndependent of y if |y]|

2 p-

Lemma 1.1. Let A', A' be open sets of S, = {(n,1):
n2+|T|2 =1,y =-1Imnt >} and A'CA'. Assume that

' 0

gl(y,n,t) € S(i) has a homogeneous asymptotic expansion Z:

_j(y,n,r) such that ql(y,n,r) is real-valued and satis-
fies

(1.4) |3 qvn0| 28 (500, yeR, (n,7)es;.

10



Then, if p > 0 is small enough for an integer N > 0,

there ex:Lsts a symbol z(y,n,Tt) €S (2) such that

(1) tq“”(yfny,'r). ey, D1 (= -z e s,
(ii) Supp tlym,t)CA, 0 < 04(p) £ 1,
| z(y,n,t) =1 for yer', (n,1) €A (n2+lt|2;1).
where A (resp. A) = {(n,7) = (An',At): (n',T') €A' (resp.
A'), X > 0}. | |

. Lemma :
This preposition in the case N = 1 is due to Ikawa

[31. |
Proof. We take open sets Al, Aé,..., AI:I and A!, é,
eer A' in S, such that

A* CCA CCAN lCC_“'CCA]'-CCAi.CC"‘CCAI:]CCA',

where ACC.B denotes KCB. For Ai

’ Az,...(CS+) we set
Al = {(n,1) = (An', At"): (n', T') €AY, X > 0},....
Assume that ¢(y,n,T) is of the form
z{y,m,t) = D . ¢_.(y,n,T)
=0 7 7
where z;__j (v,n,t) (€ S(;)J) is homogeneous of order -j in
(n,t) (n2+]'r|2;l). Then it follows from the formula (1.1)

that the 'symbo_l of [q(p), z] has the asymptotic expansion

Z{B (YIT']:T)D T (Yl'ﬂrT) - D q )(YInIT)B C_ (anl'f)‘
(1.5)37° | |
+ @ -(YInIT)} + r (Y,T],T)-

Here r_ (y,n:’r) is a symbol belonglng to S(T) and

11



@_j(y,n,T) is defined by

Q

(YIT]IT) Zﬁ{akq © (y,n, T)D c_ (Ylan)
2,+k+1‘]+1

;i‘;,}z - qu © (y,n, T)a C_ (YIan)} (J;l) .

We shall choose Loree-s so that each term in

LN+l

the summation (1.5) wvanishes.
ond

determined M 2;0, ‘-:-'l’ Y —j+1

be homogeneous of order 0 in (n,t) (n +|'r| >1) and satisfy

T2
l. e us con-

Note that ¢ Mi/}\l/'jla ‘52 15_6) (N It 21

A ‘ e X(n:'l.')

z

0 < x £1, supp )(CA1 and x(n,t) = 1 on A

sider the following equation with the parameter T:

iy _
(1.6) - | =0, -

P) - ) ; Pt
8nq&(y,n,T)3yc_- 9 ql(y.n,T)anc_j + 1¢_j(y,n,r)

Zoly=0 = x(n:7)s ¢ =0 (j21).

_jly:O

The characteristic curves of this equation are given by -

d¥ o o

’d—i's,' = anq(?(anlT) r
an

ds

(1-7) -3, gm0,

Flgmg = 00 filgg =0 (% + [t 2 1.

Since anq‘:’;_)(y,n,'r) ‘and ayq‘?(y,n,r) are ¢~ real-valued
functions on Ry, we have a unique solution (¥(s;n,7),
nis;n,t)) of (1.7) defined on -» < s < o, It folllows

from the definition (1.3) that

A%y, o < (nl + e+ DY (@ = 1,200,

~B+1

(1.8) C

By _
= 0 if |y|=>__p, (B=1,2,...; y=0,...), A -

A

Cnl+lc ]+ 7YiE [y]<p,
35331(](;)(171 n IT) I {

12



where Ca and ¢ are constants independent of y, n, 1 and

By

p. From these inequalities and the assumption (1.4) we

obtain
(1.9)  §]s| < [F(sinsT)] < Cysf,

C,ls|

(1.10) ]ﬁ(s:n;'r)'-‘ n| < (e - D {fn] + || +1).

 for constants C; and C2 independent of s, 5, t and p.
Combining (1.8), (1.9) and (1.10), we see that if p is
small enough the following statements i) ~ iii) are valid:

i)
-1 - 4 '
;o nf + [ <2 |A(sin. ) |+ |t]<C3Un]| + |}/

s € R, n2 + [lei'l;
. . T 2 2 -~
ii) If (n,71) €Ay - &5 (n7+|r["21), then (fi(sin. 1),
= A)s

iii)

¥ (s;n,t) d¥(sin,t)

as an s

oansin,t) dn(sin.t) 2 2

9s an o nTHrlz L.

Therefore, we obtain the required solution C_j(an'T) of

(1.6). Noting that ¥(s;n,t) and f{(s;n,t) are homogeneous

of order 0 and 1 in (n,t) respectively, we see that

C_j(an:T) is homogeneous of order -j in (n,t). Further-

more, from the above statement 1ii) it follows that

golyymiT) =1 Af (n,T) €Ay SURP go(¥emsT) Chyy

supp T_s(y,n,T) Chyppy = Ay (1 <3j < N-1),

sgg? ¢_j_l(y.n,T)CZAj+2 - Aj+2 (L <3j < N-1).

13



Hence the lemma is proved.

- Remark 1.l1. We can make the assumption (1.4) in

Lemma 1.1 weaker.as follows:
(1.4)° lanql(anrT)l pd § (> 0), yYe er A(nl.T) eK' - A'.

In fact: There exist symbols q.(y,n,t) € %; satisfy-
ing all the assumptions in Lemma 1.1 and equel to q(y.7,7)
on Ty = {(n,1) e - A; -_!_-Bnql(y,n,'r) > 8}. Applying Lemma

1.1 to q;, we have z_.(y,7,T) € %g such that
S—N
()

’

(i) 1dD, zule

(ii) SUpp z4(y/m,T)CAzUA (A, AR_ = ¢, £: CC As) o

0 < oy(ze) <1, zalysn,t) =1 if (n,u)ezy UA-

g{ysn,t) = C+(Y,n,T)C_(YrﬂrT) fulfills all the require-

ments.

§2. Reduction to the problem in a half-space.

Let x = (xl, x2) be an orthogonal 1local coordinate
system defined near a singular point XbEIF such that X4

=X, = 0 denotes xa and the xz—-axis is tangent to r at

x6. Let the’curve_r (near xé) be expressed by the equa-
. _ . .

tion X4 u(xz) and  (near xo) by Xq > u(Xz). We take

another local coordinate system: X% = Xy - p(Xz), v = X, -

Then we have

i) g is mapped near x6 to (a neighborhood of) a half

space {(X,¥): X > 0}, and T to {(X,¥): X = 0};

14



2 2 '
ii) A = el .t kil is transformed near xé to
X ax1 ax 2 ,

= Vo 2. N 52 ooy 9
K = (1+u (y) )—:2~ 20 () + T V(@) -
IR X3y ay 90X

. . \
where u' %% and p” = gy (note that p*(0) = 0);

iii) %3 is transformed near x6 to

~y O : ~y 3
a(y)— + B —
(y 59 (y)ax P
where-d(?) and B(y) are c® functions defined near y=20

and satisfy o(0) ¥ 0 and B(0) = 0.

Rewriting %X, Vv with x, y, we set

L(y,Dy/DyiDy) = =1+ w' (N 7THE - 2D
. 2 |
( D + 2a(y)DxDy + b(y)Dy + c(y)D

e = e Tl -

For a C~ function ¢(y) defined near y = 0 we define ?@ky)
(p>0) in the same way as (1.3), and write for A =»z i

' Y
é (y)nJ %,y t)

20 = jiz m&y)(x vt .&&LWQ

From the statements i) ~ 111) stated earller2 1t 1s_seen

1o ﬂefxbwwj
that (0.1) is equlvalent-nea;—%he—Siﬁgulaf—pe&nt—te—%he

oA MWWW-M‘%“W‘ {Iﬂﬂ%yﬂw—pmw
wmixed-probiem

ﬂm(y.Dx,Dy,Dt)u = £(x,y,t) in Rig(o; to)f
(D u +¢@Ny)D u) | = g(y,t) on Rlx(O t.),
(2.1) y p 4 x=0- ! R M
' u|t=0 = uo(x,y) on R

14

+ N+ N

4

D u|t=0 = ul(x,y) " on R

15



which we call the mixed problem localized at the singular
point. The classification (I) " (I11I) stated in Introduc-
~tion is rewrited respectively by the term w@hy) in (2.1)

in the following way (let p > 0 be small enough):

(1) ¢®RY) >0 for y < 0 and w@%y) < 0 for y > 0;
(2.2) {(x1) ¥Py) < 0 for y < 0 and Why) > 0 for y > 0;

(I1I1) w@hy) > 0 (or < 0) for every y % O.

Hereafter we often abbreviate I@L wml... to L, P,ecc-.

Proposition 2.1. i) If the problem (2.1) local-
ized at any singulér point is C© well-posed for a p > O,
then (0.1) is c” well-posed.
| ii) 1If (0.1) is c” well-posed, then the probiem
(2.1) localized at any singular point is c” well-posed

for any small p > 0.

We note that if (0.1) (or (2.1)) is c® well-posed

then so is also the mixed problem considered on tl Lt <

t2 (for any t1< tz) with the initial condition on t = tl'

Proof of Proposition 2.1. Let us prove only i).

ii) can also be verified in the same way.

Let {x!}._ . be the singular points, and set
"3 3=1,...,N '
for € >0
(2.3) o = xe®W |x - x| < el

We make € so small that U§UWU§’='¢ (i ¥ j) and that in

each d? (0.1) is equivalent to the localized problem

16



(2.1). From the results in the case where there is no

singular point (cf. Ikawa [3]), we see that if the data

: N
in (0.1) vanish on (L%U%bx[o,to] (t, is small enough for
. i=

0
. — LA
g) there is a solution u(x,t) with support in (Q - %%U%ﬁ
x[O,tO]. Furthermore, we see that if (x,t) €(Q - flU?)
o _ 3=
x(O,tO] there exists the bounded domain of dependence of

: ) " N £,
- the point (x,t), which is disjoint with L%d%&[o,tol.
. : 3=
Let u(x,t) be a solution of (0.1) with null data

u; = 0).

statement concerning the domain of dependence it follows

(i.e. £=0, g=0, uy = Then, from the above

that supp uC‘_LNJU(i-.:)x[O,t 1.
S =1 J 0
localized problem (2.1) is
fore the solution of (0,1)

Let us show existence

Solving the Cauchy problem

Since the uniqueness for each

assumed, we have u = 0. There-
is unique in Cw(ﬁk[o,tol).
of the solution of (0.1).

ignoring the boundary condi-

tion of (0.l1), we may assume that £ = 0 and uy = u; = 0.

Then the compatibility condition implies that Dtg|t=+0 =

0 for k = 0, 1,.... Take a partition of unity {q>j(x)}3.==o.~N

on § such that supp ¢0<:§ - égﬁf’and supp ¢jf:U§)(j =1,
eeey N). Obviously, if (f,g,uo,ul) (0,9,0,0) is compat-
ible, so is (0, ¢59, 0, 0) (j = 0,..., M). From the
results in the non-singular case, we find a solution

__u(o)(x;t) satisfying

rlju.(o) = 0

0)
D L N T
5v-ir = %9 oo

in Qx(O,to),
I'X(Otto) 14

= 0 on Q.

(0) _ ©)
g = W =g

17



Since each localized problem (2.1) is supposed c” well-
posed, for the data with support near the origin there is
a unique solution of (2.1) with support near the origin

(apply Theorem 3.1 in §3). Therefore, for j = 1,2,...,N
(3) |

we have a solution u satisfying
¢ u(j) _ 0 .
m| = . Ain gx (0, to),
o] = ¢.9 on Tx(0, to);
% ov 'T ]
) Pa) - |
| Wg = 398 p = 0 on Q.

2

u(x,t) =§:Z u(j)(x,t) (ecf%ﬁk[o,tol)) is the required
. j=0 :

solution. The proof is complete.

§3. Domains of Dependence.

In this section, assuming that the solution of (0.1)

is unique, we shall study the domain of dependence. We

note that the solution is unique on t, < t < tz for any
tl < t2 if the uniqueness is guaranteed on 0 < t < to for
some to > 0 (because 1, %3 are independent'of t). From

Theorem 3.1l and 3.2 stated later, it follows that the
domain of dependence_is bounded at any point although
(0.1) has not a finite propagation speed. ;The results
in this section are all valid also for the problem (2.1).

Fof a set S of Rix[o, )} we set

5(S) = U(E + %),
XeS .
where ¥ = {X = (x,t): t > |x]}. Then, as is well known,

18



the solution of the Cauchy problem

(Ou = £(x,t) in R%x[0,),
2

Culgp velx) om RY,
— ul 2
3£§lfgb\: 3}5x) on R

has support in %(S) (S8 = (supp £) U (supp u x{t=0}) U

— e

(supp ulx{t=0})) . Let T be given by'

. . 1]

x = x'(s), |%—§- (s) |
(x'(s) is a periodic _c_j'i function on Rl) , and for xg' eT
an@dﬁ&e:;——-m): set

_ - [<v(X(N)), n(x'(N))>]
K(s) = K(s,xo ) js |\’(x'(>\))| dx

0
(x = x'(so)) .

( (s)] ; 1s equal to the _propagation speed of the mixed
problem frozen at x = x'(s) (let x'(s) be a non-singular

point) (cf. Appendix of Ikawa [3]). We set
B(xfity) = {(x',t) €Tx[0,=); x'=x'(s), t-t;

>lk(six] )], SG—'R'l}:

OI
S 2r(s') = UZ(E(x')) (s'crx[0,®)).
. x'esf

Theorem 3.1. Assume that the solution of (0.l1l) is
R AN AAANAANNANS S

unique in c“(ﬁx{o—t 1). ILet S be (supp £) U (supp ug *x{t=0})

U(supp uy x{t=0}) and S' be (z(s) n(rxf[o,t ])) U supp 9.

Then the solution u(x,t) of (0 1) has support in

$(8) = $(S)UI'(S') .-

- From this theorem it is seen that for any € > 0

19



there is a constant £(g) > 0 such that ééﬁfupp[u(x t)]
' X
is contalned in e¢—-neighborhood of o%éfkfggp[the datal.
In the case where (0.1) has no singular point, the

above theorem has been obtained (cf. Ikawa [3]).

Remark 3.1l. If the uniqueness in the Sobolev space
holds, the above theorem is valid for the solutions and

data in that space.

Proof of Theorem 3.1. Because [J and — (in (0.1))

do not depend on t, it suffices to show that supp u N

{0 <t < to}C:Z(S) for a sufficiently small‘t0 > 0. For

each singular point xﬁ (j = 1,...N) we define d@ (e>0) by
(2.3). Let g€ be so small that U“%1U“°— ¢ if i + j, and

take a small t0 such that every Z(U?? s $r1{0<t<t }(3 =

l,...,N) is d15301nt with Lnf
(3

t28)

Let ¢j(x) = 1 on U&” and supp ¢. c‘_UJ and set u

= (x)u(x,t). Then u(J) satisfies
*

,

ol = [O,050u + g5 (= ) in ax(o.tg),

au() _

(3_1)_% v T |
-3 _ (= O

u |t_0 ¢ju0 (= uy) on g,

3 (= &
Lyoréglulp + 059 (2 ¢ on Ix(0,tg),

(3) : s
au It_ = ¢jul (= d?) on Q.

Obviously it follows that
N " o
(U ukio,t,1)n =(8.) C 2(s),
k=1 © 0 j

where Sj = supp (£, &@), u%k ug5. Set
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tj = inf{t: (xj,t) eZ(sj)} .

Then, for a>ny € (0 < E < Ej) we can solve .(3.1) on 0 < t
< £ by the methods in the non singular case (cf. Ikawa
[3]), which implies that supp an{o <t ;.E}C_Z(Sj)
(because the solution is unique) . Next,consider the prob-
lem (3.1) on & < t < tg with the initial data (u”[t £

u(j)] t=E)' on t = €. Then, by the result concernlpg the
domain of dependence in the non singular case, we see
that supp u”ﬂ{fi <t<t }C_‘_Z(S ). Therefore it is conclud-

ed that
supp d”fT{O;t;to}CZZ(Sj)‘. (3 =1,..., N).
This yields
(supp u)n(L_}U(E’x[O t 1)cu >:(s m(uu@x[o t,1)

j= j=1
’ C z(Ss).

Take a C~ function ‘f(x) such that 9x) = 1 on Q -
U U‘3 and ‘f(x) = 0 on U U , and consider the following
: _ j=1 :
equatlon for a sufficiently small constant tl (0<t1__<=t0) :

/ Q(pw) = [0O,Plu + $£ in 0x(0,%;),
E_é_?l_)_lr = [%,‘f]ﬁlr + ¢g og FX(O,tl),
‘(‘ff-u) l.t=0 = ?uo on Q ,

Lat((fu) |t=0 = (ful on Q.

Then, by the result in the non singular case, we see that

supp[gul N(R - _Ulu(g)x[o,tl]cz(s).
J:
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Therefore we obtain the theorem.
The following theorem is another main result in this

section:

Theorem 3.2. Let the mixed problem (0.1l) be C® well-

posed. Then (0.1l) has not a finite propagation speed.

Proof. We can prove this theorem by the same Proce-
dure as in the aﬁthor [15] (see-Theorem 4.1 of [15]).
Let’us mention an outline of the proof.

Obviously we have only to study near each singular

point xb. For v > 0 and tl > 0 set

D(xd,t,;v) = D-—-{(x,t)eh'x[o,tl]; [x-x3| < (t;-t)v} .
Assume that (0.1) has a finite propagation speed less

than v > 0. Then, for any.t (0 < = i to) it follows

1
that if the equalities

r ) _ ' .
Du = 0 On D(xoltllv)r

(3.2) { 25| = 0 on DAIxX[0,t,1),

{ u|t=0 = 3,ul,_, =0 on DN{t=0}

- hold the solution u(x,t) equals 0 on D. In the same way
as in the proof of Theorem 4.1 of [15], we cah construct
an asymptotic éolution

N . .
ug(x,t5k) = 3 7otk (X't)vj (x,t) (ik) 3
. _ J=0

such that Vo(xbftl) % 0 and
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, _ ike L -N
DU.N ’— e DVN(lk) in Qx(olto)l
ou _
! Esﬂr =0 Qn Drﬁ(PX(O,tO)):
[ uglieg = 3¢uyle=g = 0 on DN{t=0}.

Since (0.1l) is supposed ¢” well-posed, there exists a

solution WN(X,t;k) satisfying

e ik . -
Qwy = e Ovy in Qx(0,t4),
aw" = v .
0 on 9,

L Vigle=0 = ¥y le=0 =
and the estimate

. C - ike 3
‘Wulo,Diclle Ovyly o 2 Gk -

holds for constants Cir Cyr % and a domain D' (D D)
independent of k. Take N so that & < N, and set

N

_u(x,t;k) = ug(x,t;k) - (i)~ wy (x,t5K) .

Then u(x,t;k) satisfies (3.2), but u(xé,tl;k) X 0 for

large k, which proves Theorem 3.2.

§4. Proof of Theorem 1.

If the assumption of Thebrem 1 is fulfilled, the
¢@RY)'in the probiem (2.1) localized at a certain singular
Vpoint satisfies the condition (I) or (II) of (2.2). To
prbve Theorem 1, it suffices from ii) of Propdsitidh 2.1

to verify '

Theorem 4.1. Suppose that wmky) in (2.1) satisfies
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the fellewing condition (I) or (II)of (2.2),

)Py > 0 for y < 0 and- WOy < 0. for-y > 0;
.4{{+~¢@4y+—<—9—fef~y~<—9~and~wL¥y+~>—0-£ef»ym%mwa

Then the mixed problem (2.1) is not c” well-posed.

In the case (I) we can prove the theorem in the same
. way as in the author [15], namely, by constructlng an
appropriate asymptotic solution of (2.1) violating an
1nequa11ty to be satisfied if the problem is c” well-
posed (see §5 of [15]). But this method cannot be appli-
ed in the case (II). 1In this paper we employ a method
applicable. to both cases (I)and (II).

‘At first we shall construct an (approximate) Poisson
oprator of (2.1) by the methods of the Fourier integral

operator. Consider the equation (in & )
- - 22 2 2
Lo(yrE/m,0) = £7 + 2a(y)ng + b(y)n - bly)lo =0,

for ye'Rl, (n,U)e.Rz. When (n,0) e A = {(n,0): 02 - nz_ >
6(02 + nz)} (§ is a small positive constant), this equa-

tion has the distinct real roots

Eg(y,n,o) = -a(y)n + /b(y)(GZ-nZ) + a?n2.

Applying Proposition 1.3, we have symbols gi(y,n,o)e.sl

(esl

oy O 2 1) with the properthasstated in i) and ii) of

Proposition 1.3. Herearter we denote by g (y,n,c) the
principal symbols of g (y,n,o), and assume that EO(an:G)

are real-valued on whole R;xRaﬂ. We set
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A, = an{(n, o): ¢ > 0} .

~

Lemma 4.1. Let Z be a conic open set such that A

c A, and let p in (2.1) be small enough. Then, for any

X (y, ,n,c) €S satisfying S})Jpp X C7A\ and sugp X clt g
), there exists a bounded operator P (x) on H (Rcat)) (x -

> P (x) (x>0) is c” smooth in the operator—norm) such

that

i) L‘“/ﬁ*(x) ec(s™) V(x 2 0),

Ay
ii) P (0) = x (y,trD D)
. |
iii) L'é+(x) ec”(s’f“) (x > 0),

iv) supp[P (x) h]C{(x,y,t) £, + 3x < t} for

'some constant § > 0 (h(Yrt)E)X)r

v) . defining T by

. B
fhn = BP+h]x=0 (B = D, + yD, ),

‘we have T € Sl, and

0o (T) = (n + w(y)iz(y,n,c))x+(y,t,n.c)-

: : “R7
2L
Proof. We make the above operator P+(_x_)_ in the

same way as Kumano-go [8] constructed fundamental solu-
tions for operators of the type Lt = Dx — g*

(see §3 of [8]).

As is described in Theorem 3.1 of [8], the eiconal equation

——

1) C:(sm) denotes the set of Sm—valuedACw, functions.



03¢ 7 SGUTR = 0 X2 0 (R = (42
_¢|Xgo\.= yn + to ((n,0) €R)

. . . ) | | e
has a unique solution ¢ (x,y,t,n,0) satisfying ¢- yn-téé:(sl).
Ay
- We assume that }D (x) has the form
AL i t
(P Bx,y,t) = b (x,v,t,n70) Ze/ﬁ\(x,y,t,n,o)ﬁ(n,c)
T j=0
‘ «dndao ,

and. define {e.} inductively so that the requirements i)
and ii) are satisfied;~ Then we obtain the transport

equation of the form

. ' +
Dx?j -_Bnio(ybizﬁ )Dyej -9 gO(YC%qBQ)D €5
ey T T rj=°'X>°'

?@Jéib\i,x+‘y't'”'¢)' 3@¢x= =0 (3 <-1),

where g is a function independent of {e.} and r, is deter-

mined with only_*Q~_7 I,...,e ;}\ (4.1) has the solution

e.(x,y,t,n,0) ECX(SJ) (3j = 0, =-1,...) (cf; proof of Theo-

rem 3.2° of Kumano-go [8]). There exists a. symbol

e(x,v,t,n,o0) eC (S ) such that e|§ﬂb\— x+, supp e C U~
2 Sl A S =0

N+ N
Supp'ej and e(xIYI fM,0) - ge-’(er'r +Ms0O) GC:(S N) (N

= 1, 2,...) (cf. Theorem 2.7 of H6rmander [2]).
mwme
Tet us-define—anew

A7
(4.2) (/}S-l-h)(XIYIt) = Sgexjp{iq) (x,y,t,n,0) }e(X:Y:t,me)
-f(n,0)dndo .
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AL TP . - . ’
Then, obviously }) satisfies i) and ii).. Since supp e
CK, we obtain iii) by Proposition 1.3 (Proposition 1.3
is valid also when x in ii) is a Fourier integral opera-

tor). ‘From the definition it follows that
: RO ~Ndg o
D, P hl,_g = (Sge\9(ax¢ + Dxe)ﬁﬁndc>]x=o

+, +
=>€0(Y’Dy'Dt)X'(y't’Dy'Dt)h + r(y,t(D ,Dt)h,

Y

where-r(y,t,n,o)e;so, which yields v). 'The bicharacter-

istic strip {q(x), p(x)} 5= {(ay, 9y) . (Pyr Py}
=% through (y,t,n.,o) (n%+o

N

> 1) is defined by

r dg, _ _, T dp, _ +
&45 .ango(ql,p), 5}—{1 = ayao(ql,p),
1dda_ o g+, dp. _ + =
.dx - aoio(qllp): a§ - atgo(ql'p) (“ O)I
L qIX:O = (y.t), “P|x=0 = (nlq)-O

It is seen that if p > 0 is small enoughA{P(XX}ﬁgbg;A+

follows from p(O)" = (n,o0) (—_’5"4_: and that

+ ,~ A o~ b(?) o ) ~ ~ 1
- ( g) = - o —. > 6 > 0) for YyER
9@%0 Y,n:.) 53$YIHIG) T a(Y)n z ( ) Y » ’
~ o~ 2. .2 ‘ ' ' - a A
(n,8) €A, ({i"+5~ > 1), From these facts we have a%z(x) > § for x

> 0, which implies t + 8x% < q2(x) for x > 0. Therefore, noting

that {q(X)}x is a characteristic curve of (4.1), we see that

>0

supp e, c{(x,y,t): ¥0+3k < t}(j=0,-1,...). This yields iv)i?
xgt ) , : (The proof is complete.

Now, let us consider the Dirichlet problem

: . 2
{ Lw = 0 in Rix(-=,tg),
1
W|x=0 = h on R x(—m,to).
This satisfies the uniform Lopatinski condition. (cf. Sakamoto [12]).

We set
C:(Mx(—w,to]) = {ueCw(Mx(—w,tO]); sggp uc:[tl,to] for some
_ =2 1
tl (< to)} (M = R+ or R7).

Then, for any h(y,t)eci(RlX(—w,to]) there exists a unique solution

. o -2 o
w(x,y,t) in C+(R+X(— ,tO]), and sugp w<:[tl,t0] follows from sugp h
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cjtl,tO]. We define an operator T on C:(Rlx(—w,tol) by

Th = BWI,X-_-OV (= (Dy + w(y)Dx)w|X=0)

As is ea51ly seen, this operator T = thdoes not depend on to, that 1s,
?or arbitrary tyr ty (g < to) TtP = Tﬁ? on -» < t < t,. It.fo@m”gthat

the-mixed problem (2.1) is'C°° well-posed if and only if for any
(4.3f g(y,t)eci satisfying s%pp gc:[O,tO] there existsva unique solu-
| tion h(y,t) of Th - g in C:(RLX(~w,to]f whose support is in Rlx[o,t
In fact: Ignoring the boundary condition of (2.1) and solving the Cauchy
problem; we may assume that‘the data (f,g,uo,ul)vin (2.1) satisfy £ = 0,
u, = u; = 0 and ajglt_ =0 (j =0,1,...). If for any.g (eci)_with
-squ QC:[O,tO] there exists a selution h(y,t) stated in (4.3), we have
a function w(x;y,t) (ec:) such thatvsugp wc:[O,tO], w|X=0 = hdand Lw
='0_on"R2X(~m,t 1. This w is a solution of (2.1) for the data (0,g9,0,0).

Conversely, if w(x,y,t) (eC ) with supp w c0,t ] is a solutlon of (2.1)
£

for the data (o,g9,0,0), h(y,t) = w| satlgges Th = g.

x=0
The operator'f stated in Lemma 4.1 approximates to T in the follow- .

ing sense:

Lemma 4.2. Let 9(t) (e c®) = 1 on [ZEo,m) and supp?CX%O,w), and

~S
< t). Furthermore,
2

let'?(t) (.6C°°) satisfy supp§ C (-»,T) (0 < 2%’0

let x(n,o) (eSO) be homogeneous of order 0 (n2+0 > 1) and suop Xc:A

(cc:A+), and assume that X+(y, t,n,o0) in Lemma 4. 1 is equal to 1 on a
- neighborhood of supp[ ¢(t)x(n,o)]. Then, for any positive integer N

we have
2 1§ - Heamly < cinlly o bywed
ii) (if p in (2.1) is small enough for N)
[x%(T - 'ﬁ’r)%llgq < clnj} hiy,t)e . ,

where "."ﬁ is the norm of the Sobolevgpace HN(Rén)- ' -

Proof. By means of Corollary of Theorem 2 in Sakamoto [12] II,

for m = 0, 1,... we have the estimate
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. DU + |D,u )
- zén PPepelly et ™ Patla, octan,
(4.4 (ST 1 |
‘ < C,( D u . + flufl? )
G %um& lorociee,t TPt 02eee,)

where 13%\6 lep=0 for 3 = 0, 1,..., mtl, llull\y., ‘@ =
o 2. . , N o 2 :
23 SS&H&@{] axdydt and fulg oy = D1 ﬁ“?cm‘\‘/l | “avat

) Dy, I ey,
. = 2 T 2 Sekamots 2 Let
w{x,v,t) .(ecj_") be the solution of
_ | . , )
Lw = 0 in Rix(-=, &),.
R . l ~
wlx=o = ¢xh .on R x(-», t),
and set
1 R .
3 2
W(x,y,t) = }D (¢xh) .
. ZZ_F R
: J(F —rs—the—operator—constructed=—an=F 4y Then it

follows that :
Iz - Brgxhly < B = D57 03—

It is obﬁibus from ii) of Lemma 4.1 that
I =g poen s 10D ublian < €311
Using (4.4) and iii) of Lemma 4.1, we obtain
I, 6o =1y g onve s o ﬂo{% I omsnss
- . - WII)WKM

< C.Illh{fl .
= -5 " ﬂ_f]_\

Therefore i) of Lemma 4.2 is derived.

Let us show ii) of Lemma 4.2. Let p in(2.1) be so small
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that by Lemma l 1 we have a symbol ¢(y,n,0o) € S (eS ) satisfying
[z, £71es™ 1, f(y,n,0) =1 for (n, o)ed, and Supp cc:A+ Denote .

| by wix,y,t) (eCZ) the solution of

Lw = b in RiX(—w,E+l), |
'{ wl—o = f(t)h(y,t) on RUx (<o, E4+1),
and ta.ke c” functions ?l(t)A, ‘?l(t) such that supp ?lc(Eo,oo)f,
".'supp.-qil C(-=,E+1) and ¢ (t) = 1 on supp.¢, §;(t) = 1 on (-, E1.
Then, using (4.4), we have
nx?(T - Difnl g st - P*(#n) M} |
IxFBL 9 g By - Prm g + cylnl;.

A

Let us express t®,w by the Fourier 1ntegral operator. We write
v 1 l

L($5Pw) = q1CL?lw + 0L, P chw + @ (L, cl-nTL e fyw
-+;?i[L Lt ,;]?lw = J) +J, + Jg + Jy-

It is easily seen that

107300, o<t £ ColWly, ocectsr < C3l¥hI]
‘for any o and i =1,2. 1In view of Proposition 1.3 we have for any

<C

o un?3ll 0, 0ce<t 4“W"1,0<t<E+1_é Cs"?h“i'

From finitenéss of propagation speed, there is a constant X such .
" that sgfp[?lw](:[o,xo). Let 6(x) (ec”) =1 on (-»,x] and 0 on
[x+1,»), where ¥ is a constant larger than Xq + (’E+l)3—1 (§ is the

constant in iv)'of Lemma‘4.1). We set

~ _ X+ o
v(ix,y.t) = 08(x) dp (x-s) {[g ,z]l¢;w}(s)ds.

Then, from Lemma 4.1 it follows that
¥y = 0r  sUPP ¥ CIEg, ),
1x$B%1 5 < Call®yvillg < CelPhlg.
S SRS S
DG oL -1, 51§, wH
I R
n " Wﬂ v—[g 'C]TlW}“0,0<X<X I qﬂL V"O, X<x<X+1
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< c 1§ wly < cglfnl;-

< C9H§1W"l is derived from -

. . o Lt '
Here, the inequality HD%nL V”O,x<x<§+l
the fact that §F%P Qlw(s)F\i?%p e(x-s) = ¢ if s < x < x (e(x) is
the symbol in (4.2)). Noting J, = L (g%, 01w + ¢ &7, 21L°¢,w
‘and [5_,c]€S_N—l,'by‘Proposition 1.3 and the last of the above
estimates we have for any o ' |
) . - O o=t S ST >
”Dﬂ’t)(J4—Lv)”o < I @ L -9, + Ip* e LT -7, 219w,
a - +5 . '
+ ”D (fl[g”lC]L (F]_W"o hs C10"‘fh”1 .
Thus we see that W(x,y,t) = ¥ +.P+(?1C¢l?h) is the required expres-
sion of ¢ P w: % satisfies '
supp W C[Eq, =),
o 0 5 ~ , v
"Du,ﬂL(”rlC?lw"W)“0'0<t<E ;'C'll”?h”i (0 < la] < ™),
“ (fltz"’lw—v""ﬁ,o<t<£ ; Clzu(fh”]'_ *
From these énd (4.4), it follows that
"B((fqu’lW - W)”I:I,0<t<E b C13“(fh"i-
vbn the other hand we have
. - ~ ) - - : o - +
IxPer-Drenl L < [BCe e w=@ % gepet + Ix¢BIH- P (¥R Hiy

+ Cp,lIPnll;,
"and by Lemma 4.1
lIxsia- pHaem iy < 1x§B P (@ ed -1 nly + [1xPBdlly

| B cy 5l hlly-

Therefore we obtain the estimate ii) of the lemma. The proof is .

A

complete.

Next, let us construct an aymptotic

31



null solution of Th = 0 which is of the form
N . .

hy (v, tik) = jZoelkq’(Y't)v_j (v.6)x 3 (x> 0,
where ¢(y,t) is a real-valued ¢~ function. As is stated
in Lemma 4.1, the symbol of T has a homogeneous asymptotic
expansion 2391 J(y, n,0) and its principal symbol a; is
of the form stated in v) of Lemma 4.1. The following
proposition plays a basic role on construction of the

required solution.

Proposition 4.1. Let p(z,w) eSm and h{(z) ecw(Rn) .
0 .

assume that 2(z) is a real-valued ¢~ function and satis-
fies

z%?ufﬁlvz(-z)] >0 .

Then we have

ikg +[a|

i) ggg |D p(z,D )(e

h) (z) | <Ck
ii) if p(z,w) is homogeneous of order m in w (|w| >

1), the following asymptotic expansion is obtained for

any integer N > 0:

N-1

p(z,D )(eik'q’h) (z) = Za.(z)km"j + r_(z;k) "N
z 3=0 J N

= p(z,72(z))h(z) k"

n

+(ZZ(3 p) (z,72(z))D, h(z)
j=

- —{ ZZ 3,8, (2:72(2))9,3 LL(2))

j,s=1 Wy @ .

h(z» ol 1

+ eo o,
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o, n .
where ao(z),..., aN_l(z)vand rN(z,k) (eC (Rz)) satisfy

supp aj c;suPP[P(Z ve(z))h(z)1,

sup ID ry(zik) | < C kl°‘|
ZeR™
2

‘We can prove this proposition by the method of sta-

tionary phase (e.g., cf. §4 of Matsumura [10]).

Remark 4.1. In the above statement i), p(elkzh) is
éomputed also in the following way:

Hp(z D, )(e N

By this proposition we can write

1k<I>(z)Th (2) a

-+ .c»ooo

2
+ X May (z,v0)v_, ) 421 2,4(2,78)Dv_,
| =1 %

+y(z)v_ - ¥_o(2)}

T4 essese (z = (y,t) ) ,

where y(z) = q4(z,ve) - %—{}:’\ 2,201 (2:78)9,9,8(2)} and
. : j,e=1

y 2(2)’15 a function determined with only vo,..., v_2+1.
Let us solve the following two equation (corresponding

+to the eiconal and transport equatiohgz

(4.5) q, (y,t,ve) = 0, _
(4.6) 3., (y,t,VO)Dv_, + 3.q (y,t, V<I>)D Vo Y@V g
¥_,(y.t).

33



(4.5) is of the form

' o+ +
(3,8 + V(Y Eg(y, 7% = 0 .

It is easily seen that the function

Yy
_ Y (s) b(S)
¢ (y,t) _go(l - 2a(s)y(s) + b(S)w(S) )"ds tE

is a solution of the equation
a8+ Py Et(y,Ve) = 0
y y oY’ )

and satisfies

1 2

(4.7) Ve(y,t) €X, and [Vo(y,t)| 25 , (y,t)eR

~

for a. conic neighborhood A (CK:A+) of o-axis (o> 0) (if -

+
p in (2.1) is small enough). Put this @(y,t) into (4.6).

Then, noting that (if p in (2.1) is small enough)

2 (om0 = L+ B Eply o)z 8 (>0),
(n,0) €4, t > 2E,
' _ b(y) o
acql(Y:t,ThG). v‘p(Y)go(y'n'o_) T a(Y)n ’ (n,U)€A+ r
| | t > 28,
bly) o < -8 (<0), (n,0) €A, ,

Eo(y,n, o) + a(y)n

we see that the characteristic curve t = t(y) of (4.6) is

of the following form:
| ﬁ(z.:z) |
i) if the condition (I) 4 1 is satisfied,

the curve is convex (i.e. gE(y) < 0 for y < 0 and QE(y)
>0 for y > 0):
(2.2)
ii) if the condition (II) <din—TFheorem—4=1 is satis-
fied, the curve is concave (i.e. ——(y) > 0 for y < 0 and
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at _
E§(Y) <0 for y >,0)'

L

Since co(i*) P ) o )

is of the same form (cf. (1.2)), the:abbve statements are
valid-also for T,

Therefore, by choosing the solutions Yoo Yope- - of

(4.6) appropriately, we have

: gtd have i) of Lemma 4.2
Lemma 4.3. i) . Let p in (2.1) be small enoughl. Then,

if the condition (I) of (2.2) . holds, there is an

asymptotic solution h_(y,t;k) for any integer N > 0 such

that
~ ~ vl)
s%?p th:[Zto, 4t0]

sup ]h (0,t;k)] >1 for large k,

t
l m—-\I
/N\ ,0<t<

denotes ZZ:S%P'ID h(y,t)]-
. lctlim YeR!
ii) For any integer N > 0 let p in (2.1) be small

(to have {i) of Lemma 4.2/
enough? Then, if the condition (IT) gﬁ_ (2.2) is

where the norm |h| ,0<t<E

satisfied, we have an asymptotic solution qN(y,t;k) such

that
"gNﬂ0/§E:;:§%%\ for large k,
IT gN/m/fEZE?~ of_C km\y//

) Assume that X+ in Lemma 4.1 satisfies s%?p X+c:[E0, )

and x*(y,t,n,0) = 1 for (n,0) €K, t > 2%,.
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Proof of Theorem 4.1. At first let us prove the
theorem in the case (I). Assume that (2.1) c” well-posed.
Then, for any compact set Dc:R; there are an integer ¢
and a compact set D' (O D) such that

< ClThly mvio, 38

lhlole[Or3Eo]
where Dghltzo =0 for j =0, 1,...(cf. (4.3)); Putting
hN(y,t;k) staﬁed in i) of Lemma 4.3 into the above esti-

mate, we have (by i) of Lemma 4.2 and 4.3)

‘l hY th|0,Dx[0’3'{-_o] hY Cl(l(T - 'f‘)thg”D'x.[O,}ED] |
. + l'ithlJZ,,D'X[O,3%g] )
=icé(KQ_N + kf% .
Leth >%. Then the above inequality does not hold when
k > 4o, )

_ Next,.let us examine the case (II).. Let (2.1) be C”
well-posed for a p (> 0). Then, so is it for any small p
(> 0). Fﬁrthermore; there are a constantAEp (> 0) for
any small p (>'O) and an integer % independent of p such

that thevestimate

< c[|¥

“h"i,0<t<4EP= h”i,0<t{4EP

(4.8)
o, 1 ~ . 3 S s -
holds for h(y,t) € C,(R x[0,4tp]).w1th Dth|t=0 ~;0 (3 = 0,
1,...). In fact, fix p = Po- Then, for any £ > 0 we have

(4.9) Ihly pxro,z] £ CllT(p&‘lz,,D'x[O,E]

for h;acg(Rlx[O,E]) with D%hlt=0 =0 (j =0, 1,...), where

20 is an integer independent of £, D = [-1, 1] and D' is
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a cbmpact set containing D. Let ozo(y) and ocl(y) be C”
functions such that ao(y) + al(y) = 1, supp aoC_[—-‘—)-, -%]

and supp oy C (-, —%] U [P—, o), and let h0 and hl be

the solutions of T(O)h0 = oao(‘I(p)h) and T@hl = ocl( Tco)h) respec-

0 + hy and it follows from the result

'in §3 concerning domains of dependence that su})p hOC.[—-e,

tively. Then, h =h

P ' (e, ~RIULE, @) i E(E
7] and su;p th( ' 12]U[12, )1f_0=<__t;4tp (tp (>

0) is a small conétant depending on p). By the results

in thé non singular case (cf. Ikawa [3]), we have

~ (o) .
“hllli,.0<t<4tp; CZHT hl"i,0<t<4tp )

since ™h) = Thhy if 0 g £ < 4E , (4.9) vields

0
T%h

in oll g1, 0<<ats .

O"i,0<t<4EF§- C,

Therefore (4.8) is obtained. Let @(t) e C°°, supp ‘PC(ZEp,

©) and @¢(t) = 1 on [%Eé'

Ph = szgN, where IN is the function stated in ii) of

o), and let h be a solution of
Lemma 4.3 (set EO = Ep). Then,from ii) of Lemma 4.3 it
follows that '
2 U
1< lI9ggly” = (Th, g) ' = (§7%h, g ',

where §(t) (€cC®) =1 for t g 3E, and $(t) = 0 for t >
4‘Ep.' We take a symbol x(n,oc) (€ S.O)v such that y(n,o0) =
1 on a conic neighborhood of o-axis (0>1) and supp xc:E_'_

(Z_'_ is the set in (4.7)), and write

o~

(3T¥h, g )' = (3T%h, gg) ' + (§T¢h, (x-Ligy)’

+ (§(2-T)§h, xg)' + (FI¥h, (1-0gy'
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= Il + 12 + I3 + I4 .

ii) of Proposition 4.1 yields that for any m > 0

. . -
“(l - X)gN“Lz(D) b C4k ’

where D is a compact set in R”. Therefore, using (4.8),

we have

|I4! b C5"h”i,0<t<4Em(l - x)gNﬁiz(D) (D = supp ?T?h)

-1
< Cgk

Similarly, it follows that
<cxt,

|z 7

2]

(4.8) and ii) of Lemma 4.3 yield

IIll = | (3h, ﬁ*gN)'l; CS”hub,ZEft<4EJ¥*gN"6,f$t<4Ef

£-N
Cgk -

A

By means of ii) of Lemma 4.2 and Proposition 4.1 (Remark

4.1), we have

T3] < Ix3 (T - B)Fh| oyl Ly

A

~ -N
CloﬂTh”i'Cllk

2-N

C.5k

A

12
We choose N beforehand so that £ < N. Then it follows

that

which is a contradiction when k + . The proof is

complete.
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§5. Proof of Theorem 2.

If the assumption (a) of Theorem 2 is satisfied, the

P (y) in‘the problem (2.1) is written by the form

W = g2 or - gy

where @(y) is a real-valued c” function defined near y
0 and satisfies ¢(0) = 0 and P(y) ¥ 0 for y % 0. Let us

consider the problem

LPNT)uE L@Ny}D D ,T)u = £(x,y) in R2 ’
(S'lﬁ x'"y +

Bguy,nx,ny)u = {pu + (?ﬂy)z + e)p u}| _o = g(y)

Oan . .

Here Tt = 0 — iy (oce Rl, y 20) and 0 < € < €4 (eo is a

samll constant). We define a norm molm-(m = 0,1,...)

with the parameter t by
2(m~a—B) oB..12 '

Similafly,lﬂ'mg (Sg!U is defined by
- mV(y)m = \(n? + [71DH 519 |%dn .
e Al dnine it it Ao motma 0L 01 w{rMWT

A main task in this section is to prove

Theorem 5.1. For any integer m (> 0) there exist

constants Yo and C independent of T and e such that if y

= ~-Im T > Yo

vl + gulnf‘umxj+l < ey a2 + sl L)

ulx,y) €Cp(RS) (0se<eq),

39



where A =,(9%\+ |?r2) ..

We note that the statements in this section are all

valid’ also in the case where the boundary operator in

(5.1 is of the form D, ‘f“’(y)\% + €)D_.

Now, we consider the equation (in &)

(5.2) Ly(y,E,m,©) = £ + 2a(y)ng + biy)n® ~ biy)t” = 0,

(v,m) € RYxRY, y = -Im 7> 0.

This has two roots Eg(y,n,T) of the form

(5.3) Egly,n,7) = -a(y)n VB (xe-n#) + a(y)\%,
. ),-> positive maginary pert 4)
where'v_'wwuns'&QS%MIermﬁ wdh rom the hyperbolicity of

Lo_the following estimate holds:

. i ’ - V . .'. . . ﬂ-_ \'
(3-4)  wIm Eolyomem) 2 8y {8 > 00 i coimcide with Bo(4,7.0) defi
. + D + . . -
For oeaRl we define go(y,n,o) = #Eﬁ Eo(y,n,c—ly). Obvi-—
dusly gg(y,n,r) are homogeneous of order one in (n,T) .

We set

.S+ {(n,1): n2+|T|2 =1, neR, Yy = ~-Im T > 0},

Ac'lv= {(n*',t')esy; In'| < da} @> 0,
(5.5) Aq = {(n,7) = (An", At'): (n', ©') €A}, A > O}.

Let 4, dl,dz be small positive constants (dé < dl). .Then, if p

in (5.1) is small enough, from the form (5.3) we have -

d

(5.6) E£5(y,n',T') ¥ £5(y,n', 1), yeR, (n',7') ey,
) . 1

(5.7) ]Reanga(y,n-,'c')] > 8" (> 0), yeRl'

(n',t") E('A" - A')n{0< ~ImT%d}.
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Since go(y,n,T) and g (y,n,t) are distinct on Ad , wWe can

apply Proposition 1.3 to the operator L(t) (= ﬂm(r)) and

we have symbolsé;(y,n,T)e S such that oo(g )(y,n,T) =

Eo(yln.T) on A 1and t = - £5(y,D_, 1) has the property
ay T R v

ii) of Proposition 1.3. We set

P, =D, + (?(y)z + 5)£+(Y'Dy,1) (0 < e < eyl

' 1
The following lemma plays an essential role om proof

‘of Theorem 5.1.

Lemma 5.1. Let y(n,t) (¢ SO) be homogeneous of order
0 (n%+|7]% > 1) and satisfy x(n,t) = 1 on Az, (d' > 0) and
EXCETRY
supp XC:A (d is the constant in (5.6)), and let z(y,n,t)
(e S ) be equal to 1 on a nelghborhood of Ryx(supp X) -
Then, for s e R there are constants Yo and C independent
of g and 1 such that if y = - Im T 2 v,
. 1
I

2 | 2 v
Ixvlly™ < ety ~llzp vilg s + lllVlIl;_i)' V(Y)E)X(Oé_e%o)-

We shall prove this lemma later.

By Sakamoto

[12] I we have

Proposition 5.1. For m = 0,1,... there are constants

C and Yo independent of T such that if y = -Im T 2> v,

41



m+1
vl + jzomnaum'-ﬁl < cO Tl + allpdy)

u(x,y) € Cz(Ri) .
Combining this proposition with Lemma 5.1, we obtain

Lemma 5.2. Let x(n,t) (e.q%) be the symbol stated
in Lemma 5.1. Then, for m = O,l,...bthere are constanté
Yo and C independent of ¢ and T such that if Yy = ~Im T 2Y

| m+l

-1 ' 2
; C (Y I"A L(T) um Ty I"B umm+3 mumm+l) '

u(x,y) €C(R?Y) .

Proof. Let x'(n,1) (e %%) be homogeneous of order 0
(n2+|'r]2 > 1), supp X'c:Adland x'(n,t) =1 on a neighbor—b
hood of supp x. At first, we show that for s > 0 there

is a constant Yy such that if y > Yq
(5.8) Jx'vEL < ¢ (IASxon vl + 1574, vix,v) et (R?)
. - X s = “1 X0 0 1’7 1Y) € o'Ryl s

where y,(n,t) (e %ﬂ) is homogeneous of order 0 (n2+[le
1), xgnst) = 1 on A/[and,su P XaC A (A is the set in
A )

Proposition 1.3). We may assume that the pr1nc1pal sym-

bols of gisatisfy the inequalities (5.4) for every y,n,t:
Ayt +1Im + 1.1 |
(5.4) T GO(E )(y:an) ; GYI (Y:T])€R xXR7, ¥ > 0.

Combining (5.4)' and Proposition 1.2, we have

(5.9) Im(ASX'L-V, Asx'v) = %mX'Vméz - Im(Asx'E—V,ASx'v)
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;'%MX'vméf/;'S(Y-;?{ﬁRS%'Vﬁg:

- ¥, £71v, AP .

Take symbols Xl(”'T)"Xz(n'T) (6%%) homogeneous'of order

Nsupp (1-x'), SyAsupp x; cE' = (A3 - Agpnly =-Im 7 < 4}
(d is the constant in (5.7)) and_§+£13upp X2<:(Aél— Zé)(\

{v >'%}. Then it follows that

| (1A%, 71w, A% | < o, (IASxrvlll + A% il
| 2 L 1Vl
2 -3 _n2

+ mASXZVluo + l"AS Vmo) .

Therefore, we obtain (5.8) if the following estimates |

(5.10) and (5.11) hold when vy = =Im 1 is large enough:

2 - m2 -4 ‘
g (5.10) [Ia°x;vllg < c5(IA°x L7vilg + 0A%" vl
A 2 . -3 "
(5.11) [[A%xyvllg < ¢y (BA% " xoL vl + 1A% vilp) -
Noting.that L =D_ - & is elliptic if (n,t) 1is

near supp X, and that Im 00(5-)(y,n,T) is negative there
(cf.‘(5;4)'), we seezeasily thaﬁ the estimate (511) holds.
Let us derive (5.10). By the Taylor expansion we
write
60 (E" ) (yym,0miy) = 00 (E7) (¥sn,0) + koly,n,o=iv)y -

Then, if (n,7)€E = {(n,V)=(un',ut'): u > 0, (n',t")e"},

GO(E—)(Y,n,G) and Ko(y,n,c—iy) belong to Sé)and Sg)respec-

tively. Take a symbol ii(n,T) (€>%39 homogeneous of oxrder
0 and satisfying supp ilc:E and il(n,r) = 1 on a conic

~

—
3]

—

of'supp Xy and set

neighborhood




{og(ED) (yinso) + (E7(ysm, ) = 0 (E) (¥n)}

Ay,n,T1)
| | —il(nrr):
k{y,n.,1) = ko(y,n,T)il(n,T),
2_(an;T) = Aly,n.t) *+ {yin,t)y-
‘Then we have A(y,n,T)GS}y K(anrT)E%%r and for anY_Bi&ﬂﬂj

é%ﬁ satlsfylng sygglpc::
- _ - - . o~ -0
[X;/& 1P = Ixy,8 1P, [PyE 1 = [P, 1 mod 8 .

Applying Lemma 1.1 (N = 1) to A(y,n,t) (cf. Remark 1.1

~and (5 7)), we obtain a symbol ;(y,n,T)e 0 such that [\,

z] €8x supp rc® and z(y,n,t) =1 if (n.r)esupp xl(n +

\'
| 2,1) (let p in(5.1) be small enough). It is easy to

"see that for large uy > 0
WIS

Noting that (for large p )

lo < 2m(c'+iuk‘}§;mo, v(x,y)ecg(Ri),

e+ 1wl < NieaTvlly + v zexlvll
+ I ETIv]l + €

A4,
Ce Ly | (c+ipd™H) vilg -

ol

fin

in the same way as in (5.9) we have

Im((c+iuR<;§L_V. (g+iuAS) v)

%—lll<c+iuA"l)vlll}f/+ (8y=-C) | (g+iuAS )vll\Fg/

e @ a2

v

v -

s L SNSL 2 /
(‘2—Y"C/:8\) lll(c+lu1\ ! Vmo ' (Z%N hS ul .

Inductively, we obtain



m((z+ipa" 1y 4507w, (z+ina™h) 4aSv)

8. . =1.4 2
2 (7Y-Co) [l (z+ina ™) ASvllg -

Therefore it follows that if y is large enough
s 2 . ,-1,4 - 2 s-3__ 2
A lemo = Clo(m(§+luA ) “A%L Vmo +mA Vmo)l'
which proves (5.10).
From Lemma 5.1 and Proposition 5.1 it follows that

2 mt+l i 2
meumm+l + g;%meXumm—j+l

-1
_; Cll(Y “

A 2 2
a2 + v e allz, 2+ el
where X" (n,1) (es(g)) = 1 on a neighborhcod of supp x and sﬁpp x"
cc{(n,t): x'(n,7)=1}. Noting that P_ = B_ - (Cj’2+a)L+ and

using (5.8) (set v = .Yu) and Proposition 1.3, we have
2 ol s < Crp X ulltyy + 120805 + Hollyyp)
3. - , 1
;-013(mﬂm+ Xol L umo + mBeumm+3+ MA ;L+uml
+ flafl )
3 ]
< o UnPtall, + B ullyy s + Hellgyy)

Therefore Lemma 5.2 is obtained. The proof;is complete.

. Proof of Theorém 5.1. Let y(n,t) be the symbol in

Lemma 5.1. Then it follows that

B - uli,, < i@ - D ully
< o Uy + (592 greg) Iyl )
+ C,[lo,ufly_y (0ge<ey),

where C1 does not depend on.e or p'. Therefore, by

Propositioh 5.1 we have
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' m+1 3
vmu - 0ulg,y * 2l 1 - oul S

< cyty” |1|L‘p’<T)ul|l + 5%y 2 ol
+ (o + eoflin,ully?,

where C4'is independent of €9 and p'. Fix p in vy,

i 4
and make only p' in ﬁg’and €o SO small that d?qﬂlo + 60)2

< 5%—. Then, the following_estimate holds:

4 m+l .
vjjx - x)umm+1 + EZIMDJ 1 - X)UMm-j+l

< CsW'lﬂlﬂ'tmﬂm + %02 - Juf, g0+ 2o a2

Combining this inequality with Lemma 5.2, we obtain

Theorem 5.1. The proof is complete.

Proof of Lemma 5.1. We shall prove this lemma by

the same procedure as in the author [15] (cf. Lemma 3.2
of [15]). 1If € and p (of ﬂ?) are small enough for 4’ >‘Q
'Ps = Dy -!-(<{i(f’72 + €)£ is elliptic on (Adﬁc (Ad,is defined
in (5.5)). Therefore, in view of Propositionll.l we have
only to derive the following estimate when vy is large
enough: | |

(5.12) mx(Dy,T)Vméz.; Cy—1MP€(xv)mé+§ , viyle 28;

The first step is to show that the estimate

(5.13) N?va'+1 + gmxvms+l < lv_l(m P€<2v>Mg+§

2
+hllizh e vimesd
holds if y is large enough. Let X(n,T) (esgg be homoge-—

neous of order 0 (n2+|'r|2 > 1), X(n,t) = 1 on a conic

neighborhood II of supp x and supp ic:Ad1,and set
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aly,n,t) = aly)? - b(y) X(n, 1),

b (y) (x2-n 2) +a (y)’n?

E (y,n,t) = Sa(y,u t)pudp - vb(y) T
0 .

Then we have .
aly,n,T) €.S \é;l,/ €+(YIT]'T)ES;)1

(5.14) an§ (yom,7) = a(y,ﬁ.r)n_ ’ |
(5.15)  Eg(y,n,0) =-a(y)n + & (y,n,0) 4if (n,0) el ,

(5.16)  Im £ (y,n,1) > &y if (n,0) €T .

By (5.15) we may assume (without loss of generality) that
+ ot )
Uo(g Y(yrm,1) =-aly)n + § (y,n,t) for every (YIT]IT)_o Set
ggéY) = {1 —1(?(y)2+€)a(y)}clf’ Then it follows that
ols'rs.léfe., /é\(y) > 6/1\(> 0), | _
‘ \2/ o\t/ r \y 2,
Im(er v) > Im((§+e) 6 v, v) = Cg({v + vﬁ!{
aPare v 2 (@) 0, 8%, 9 - Gy v ev]
.+ el
Therefore, using Proposition 1.2 and its corollary (cf.

- (5.16)), we_have

(5.17) Im(p _P (\s\/l/), A%) > (8av-C)1gxv] ﬂ_+'e|uxvm
1o, 14, 813555, RSr] - el

- e s o’
From (5.14) and 3_A ='K\;6:, it is seen that .
iy I [f.e7

[? \Qvlf/are of the form

and

(4,657 = g+ B Ww/s’\@\”/\l\

° 2 \V .
where &, B€3y and Og17 Bs_lg;ﬁgff‘ Therefore, noting

il

that Dy Pe - (?2+e)£+, we obtain

lle_ 1. m%ma < o X555 yvily + o BR= 5ol

< ¢y (o xvlly + Ixvlly)

s s lp G lly + lpon laga * el + Ixvlls) -




| (o 12 A5 1y, A
< el lo g5 B Ixv a5 )|+ [(PPEba " Txv A5 |
'_‘_I(?[(r"A'S‘H] E-i)'(V’AS-HXV)vl + l ( [(f'AS-H](PEQXV,ASi'le)nI

s ollr2 : 2 2
cs e xvlly® + loxvlzZy+ elxvlip+ Ixvl'g) .

A

Combining these inequalities with (5.17), we have

s+1 +1 2 - )
[ (e _a5""p xv, A7 xo)| 2 (ay-cq) (exvliziy + ellxvllity)
2 : 2
~co(xvls® + I axvlly®
which yields the estimate (5.13). |

The second step is to derive

A

(5.18) wllL < clle_vily + llevlis,, + elivliiy + Il

| | v(y)e )X
Let ¢(y)ecg(R1) énd p(y) = 1 near y = 0. Then it follows
that

vl

A

cyUvlly + I - wvlly)
c, vl + logwivilg + J - pIv)
<cgdip vy + H@*+erevllg + levily -

A

A

From this inequality we have

vl < cadipvlly + Hevlls,y + elvlizg+ Ivliy_y
+ Itee A% 1vlly + N2 e 0510l .
which yields (5.18). .
It is easy to derive (5.12) from (5.13) and (5.18).

The proof is complete.

Proof of Theorem 2. From i) of Proposition 2.1 it

suffices to show that the mixed problem (2.1) with the
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2 2 . o
boundary operator Dy + ¢ D, (or Dy ? Dx) is C well-
posed. Since the boundary condition of (5.1) is non degen-
erate if € > 0, by Ikawa [3] we have a solution ucof (5.1)

. 2 2, 1l
in H (R+) for any (£f,q9) e Hm+3(R+)xH (R7) and € > 0

m+3 m+3

“(if y is large enough). Furthermore, by Theorem 5.1,

this solution u8 satisfies

2 o P ,2
Yhalgy < o dnely + Hollyis) -

. . . . . 2
which implies that {ue} is bounded in Hm+1(R+) (for

0<e<g,
2

fixed (f£,q9)). -Therefore, u converges to some uoeHm+§R+)

Aweakly as £ » +0. Then U, satisfies L(T)u0 = £ and Bou0

= g. Hence, using the Laplace transformation in t, we
see that (if y is large enough) for any (f(x,y,t)., g(y,t))

€H

2 .1 1 .1 - fu: oY
3,y (REXR) X By o (ROXRD) (Hp () = {u: e”YrueH, ()

there exists a unique solution u(x,y,t)eH (Rile) of

m+l,y
the equation

‘ ' 02 .1
{ L(y,DX,Dy,Dt)u = f(x,y,t) in RyXR",
1.1
Bo(y,DX,Dy)u =_g(y,t) ~on R xR,

and that if supé-(f,g)(:{t ;.O} then supp u C{t > 0}.
Therefore we obtain the uniqueness and existence of the
solution of (2.1) in the SQbolev space.

Combining this fact and the investigation in §3 con-—
cerning domains of dependence (cf. Remark 3.1), we see
that the problem (2.1) is ¢ well—posed.."In fact: Let

: ‘o ' . -2
{aj(x,y)}j=0'1 be a partition of unity on Ry such

F 2L I

that 0 < ay < 1 and supp ajci{(x,y): -1 < | (x,y) | < j+1},
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N
and set BN(x,y) = z :aj(x,y). Let u be a null solution

of (2.1) (i.e. £=0,9=0, uj=u;=0). Then gu satisfies

L(BNu) = tL,BN]u in Rix(O,to),

By(Bgw) = [By,Bylu on R'x(0,t),

BNult=0 = Dt(BNu)lt=0 = 0 on Ri.

The data of this equation have support in {N-1 < (x2+y2f%
< N+1}‘ and belong to the Sobolev space. From Theorem 3.1
(see Remark 3.1) it follows that BNu = 0 on'{(x2+y2f%;
C(NfL where C(N)-»> « as ﬁ + . Hence the solution of (2.1)
is uﬁique in Cm(ﬁix[o,tol). Let us show the existence of
the solution in Cw(EixtO,to]). We may aséume that £=0,
ug=u;=0 and Dig]t=+o =0 (j=0,1,...). By the solvability
in the Sobolev space webhave a solution u(j) of (2.1) for

the data (O,ajg,0,0). From Theorem 3.1 (Remark 3.1), it
. - -]

is seen that u = }E11fh is the required solution. The

J=o
proof is complete.
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