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Abstract

Let a and b be integers such that 0<asb. Then a graph G is

called an [a,b]-graph if asda(x)<b for every xeV(G), and an

[a,b]-factor of a graph is defined to be its sparrniag subgraph F

such that a<dr(x)<b for every vertex x, where d"(x) and dr(x)

denote the degrees of x in G and F, respectively. If the edges

of a graph can be decomposed into [arb]-factors, then we say that

the graph is Iarb]-factorable. We prove the following two theorems:

(i) a graph c is f2a,2bl-factorable if and only if c is a

[2am,2bm]-graph for some integer n, and (ii) every IBd-2kr10m+2k]-

graph is [1,2]-factorable.
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L. Introduction

We dea■ with fittite graphs which may have mu■ tiple edges but

have no ■ooPs.  A graph without multip■ e edges is called a simp■e

graph.  All ■otation and 4efinitions not given here can be found in [4].

Let  G  be a graph with vertex set  V(G) and edge set  E(G), and

H  be a subgraph of  G.  For a vertex  x  of  H, we de■ ote the degree

O「  X  in H by  dH(x), in Partucu■ ar, the degree of a vertex  y  of

G  is denoted by  dG(y).  Let  a  and  b  be integers such that  O≦ a≦b.

Then a graph  C  is ca■led an [a,bl―graph if  a≦ dc(x)≦b  fOr every

xcV(G), and an [a,b]―Subgraph can be defined simi■ arly.  A spanning

[a,b]―Subgraph is ca■■ed an [a,b]― factOr.  The■ , if  F  is an [a,b〕 一

faCtOF Of a graph  G, then  a≦ dF(X)≦ b  fOr a■ ■  xcV(G)。

If the edges of a graph  C  can be deこ olnposed into [a,b]― factOrs

F.,… .,Fn °f G,then the union Fl u… .u■ iS Called an[,,b]~

factorization of G and G itself is said to be [a,b1-fac,torqbl9.

We usua■■y ca■■ an [r,rl― graph an r― regu■ar grapho  Siml■ ar■y,

an [r,r]二faCtOr, an ir,r]― factorization and an [r,r]一factorab■ O

graph are called an r― factor, an r―factorization and an r… factorable

graph; Fespectively.

In l-891 Petersen [13],[4,Theorem 8.8] obtained the following

theorem.

Theorem 1.1 A graph G is 2-factorable if and only if G

is a 2m-regular graph for some positive integer m.
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Becently, Akiyama [1] proved that ever)r r-regular graph i-s

[2,3]-factorable, where r22. Ttris is the first contribution

toward [arb]-factorization with acb. Era [6J proved that if r>2k2,

then every r-regular simple graph is [k,k+1]-factorable. lrle now

give our theorems.

Theorem 1.2 Let 0<a<b. Then a graph G is l2a,2bl-factorable

if and only if G is a [2am,2bnn]-graph for some positive inLeger m.

This thoereu is an extension of Theorem 1.1.

Theorem 1. 3 Let n>l and k>0. Then every [8m-F2k,10m*2k]-

graph is [1,2]-factorable.

As a corollary of this theorem, we can obtain the next result.

Corollary 1.4 (1) If r28m, then every [r,r*2rn-1]-graph

is [1,2]-factorable.

(2) Every connected [r,r+1]-graph is IL,2]-factorable, where r>1.

Note that a l2am,2brn]-graph can be decomposed into m l2ar?bl-

factors, ed a [Brr+Zk,10m*2k]-graph can be decompsed into 6m*k

[1r27-factors. But the number of [arb]-factors in an [arb]-faetorization

of a graph is not uniquely determined. For example, a 4rrregular

graph can be decomposed into k [1r2]-factors for eveqr k, 2m<ks3rn

(see Theorem 1.f and Lerma 4.1). It is clear that the union of an

odd cycle and a cubic graph, which is a [2,3]-graph with two components,
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is not [1,2]-factorable. So the connectivity of a graph in (2) of

Corollary 1.4 is necessary. lloreovex, we show that there exists a

[6,8]-graph which is not lL,2J-factorable (Remark 4.3).

l,Je next mention two factor theorems on whj.ch our proof will

heavily depend. One is LavS.szts (g,f)-factor theorem (see Lemma 2.2),

which plays an important role throughout this article, and the other

is Theorem 2.1, which is proved by making use of Lov6.sz's (grf)-

factor theorem. By Theorem 2.L, not only can we prove many known

theorems on r-factors due to Baebler, Gallai, Petersen and others,

but also we can obtain some ner^/ results on [arb]-factors , fot instance,

Theorem 1,2 is zur easy consequence of it.

Let us finally note a survey article [2], in which many results

related. to our theorems can be found.

2. tr'actor theorem

We begin by introducing some new notation and definitions. For

a finite set X, we denote by lXl the number of elements in X.

Let G be a graph, and g and f be two integer-val-ued functions

defined on V(G) such that e(x)<f(x) for every xeV(G). Then,
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a (B,f)-lgg!el of c is a spanning subgraph I' of c satisfying
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g(x)<dr(x)<f (x) for al1 xcV(G). For a subset S of V(c), r,re write

G-S for the subgraph of G obtained from G by deleting the vertices

in S togehter with their incident edges. If S and. T are disjoint

subsets of V(G) , then e(S rT) denotes the number of edges of G

joining S and T.

In this section r,re shal1 prove the following theorem and give

some its corollaries.

Theoren 2.1 Let G be an n-edge-connected graph (n>1), 0

be a real number such that 0<0<1, and g and f be two integer-

valued functions defined. on V(G) such that g(x)<f(x) for all xeV(G).

If one of {(1a),(1b)}, (2) and one of {(3a),(3U;,(3c),(3d),(3e),(3f)}

hold, then G has a (g,f)-factor

(la) g(x)<eda(x)<f (x) for all xev(G).

(1b) r = I__,^. [max{0,g(x)-odc(x) }+maxi0,0d.(x)-f (x) }] < l.
xe V(G)

(2) G has at least one vertex v such that g(v)<t(v); or

g(x)=f (x) for all xeV(G) and I xeV(C) f 
(x)=0 (mod 2).

(3a) n0>1 and n(f-e)>1.

(3b) {d.(x) le(")=r(x), xev(G)} and {r(x) | e(x)=t(x), xev(G)}

both consist of even nurnbers.

(3c) {d"(x) [ g(x)=f(x), xeV(G)] consists of even numbers, n is

odd, (n+1)0>l and (n+1) (1-0)>1

(3d) { f (x) | g (*) =f (x) , xeV (G) } consis ts of even nrrmbers and

m(1-e)21, where me{n,n*1} and m=1 (mod 2).

(3e) {dr(x) I s(x)=r(x), xev(G) } and {f (x) | g(")=f (x), xev(G) }
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both consist of od.d numbers and m0>1 , r^rhere rre {n,n*l} and m=l (rnod 2).

(3f1 g(x)<f(x) for every xeV(G) (see IB]).

Note that similar necessary conditions for a graph t.o have a

(g,f)-factor which contains p given edges but has no q given edges

are obtained in [9]. In order to prove the above theorem we need

the next (g,f)-factor theorem due to Lov6sz, to which Tutte [16]

gave a short proof.

Leurna 2.2 (Lovisz LL21, [16, Theorem 7.2]) Let G be a graph

and C aad f be integer-valued functions defined on V(C) such

that e(x)<f(x) for all xeV(G). Then c has a (g,f)-factor if

and only if

6(S,T) = J_{dc(r)-s(t)} + | r(s) - e(S,r) - h(s,T) > 0 (2.r)
teT seS

for al1 disjoint subsets S and T of V(G), where h(S,T) denotes

the number of components C of G-(SuT) such that g(x)=f(x) for

all xeV(C) and e(T,V(C) )+I*.V(C) f (x) = 1 (mod 2) .

Nore rhar rhe condirion O<g(x)<f(x)<d"(x) in [12] and [16] can

be replaced by g(x)<f(x) as above (t101,[15]).

Proof of Theorem 2.L We sha11 prove that two functions g

and f in Theorern 2.1 satisfy the.condition (2.1) in Lemrna 2.2.

It is obvi.ous that (1a) implies (fb) . Hence T^re may assume (1b)

holds. Let S, TcV(G) such that SnT=$. Assume first SuTlO. Let
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{C1,...rar} be the set of components of G-(SuT) which satisfy

the conditions on h(S,T), where r=h(S,T). By (1b) of Theorem 2.1,

we have

6 (s,r) > (1-0) I dc (r) + e I^ d.(s) - I_ nax{0,g (t)-ed.(t) }ter \' 
"us 

\' tlr

[_ rnax{0,0da(s)-f (s)} - e(s,T) - r (2.2)
scS

r

i=l i=1

… ε ― e(S,T)― r

=  : 〔(1-0)e(T,V(Ci)) + ee(s,v(Ci)) ― ■〕 ― ε。         (2.3)
■

Since δ(S,T) i, an integer and  8<1, it suffices to show that δ(S,T)≧―ε.

工f (3f)ho■ ds, then  r=O  and so  δ(S,T)≧―c.  Hence we may

assume that  G  satisfies (2)and one Of  {(3a),(3b),(3c),(3d),(3e)}.

Take any  Cc{C.,..°
'Cr}, and put

△(C)= (1-0)e(T,V(C))+ Oe(s,V(C))― ■.

We prove that  △(C)≧ 0。   lf  {f(x) l g(x)=f(X), xcV(G)} cOnsists of

even nuIIlbers, then

■ 三 e(T,V(C)) +  Σ     f(X) 三 ё(T,V(C))  (mod 2),
xcV(C)

it particu■ ar, e(T,V(C))≧■.  Similarly, if  {f(x) l g(x)=f(x), xcV(G)}

consists of odd numbers, then we have  l=e(T;v(C))キ
|マ (C)|  (・ Od 2)。

Stpp9se  {dG(X) l g(x)=f(x), xcV(G)} consists of even numbers.  Then

O 
「
 x:v(c),G(X)= 21「

(C)| + e(v(C),SUT)

三 e(Sし T,V(C))   (mOd 2)                  (2.4)
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Th色O  e(SUT,V(C))=0  (・ Od 2).

consists of 6dd numbers, then

We cons■det three cases。

Case l.  e(T,V(C))≧ l  and

If {d.(x) | g(x)=r(x), xeV(G)}

we have lv<cl l=e(SuT,V(C)) (mod 2).

o(S,V(C))≧ ■. IL follows irnmediatelv

from  O≦ 0生l  that  △(C)三0.

Case 2,  c(T,V(C))=0・ We first■ote that  e(S,V(C))=e(SuT,V(C))

>n since G is n-edge-connected. By the fact mentioned above-

{f(x) | g(x)=r(x), xeV(G)} is not a set of even numbers, and so

neither (3b) nor (3d) oecurs. If G satisfies (3a), then A(C)>0n-1>0

as e(S,V(C))>n. Suppose c satisfies (3c). Then we have e(S,V(C))

>n*1. Ilenee A(C)>0(n+1)-1>0. We finally assume that G satj-sfies

(3e). Then it follows from the fact mentioned above thaL l=e(S,V(C))

(mod 2). If n is odd, then m=n and so A(C)>0n-1=0m-1)0 . Tf

n is even, then e (S ,V (C) ) >n+1 and m=n*l . Hence A ( C) >0 (n+1) -l

=0m-120.

CaSe 3.  e(S,V(C)),0. Note that  e(T,V(C))=e(suT,V(C))≧ ■.

If c satisfies (3a), then A(c)>(1-0)n-1>0. Tf ida(x) | g(x)=f(x),

xe V(G) ] consists of even numbers, then e(T,V(C) ) =0 (mod 2) . On

the other hand, if {f (x) | e(x)=f (x), xcV(G) } consists of even

numbers, then e(T,V(C))=1 (mod 2). Ilence (3b) does not occur.

If (3c) holds, then e(T,V(C))>n+1 and so A(C)>(1-O) (n+1)-1>0.

Suppose G satisfj-es (3d). It is easy to show that we may assume

n is even. Since e (T,V (C) ) =f (nod 2) , we have e (T,V (C) ) >n+1 ,

and thus A(C)>(1-0)(n+1)-1=(1-0)m-1>0. Finally we suppose that
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c satisfies (3e). Then l=e(T,V(C))+lV(c) | (mod 2) and lv(c) |

=e(T,V(C)) (mod 2), a contradiction. Therefore, (3e) d.oes not oceur.

Let S=T=0 and assume 6(0,0)<0. Then h(0,0)>0. Since G

is connected, it follows f rom Lernma 2.2 that B(x)=91*, for all

xeV(G) and I f i")=f (rnod 2), which contradicts (2). Theref ore

6(010)=0. Consequently, the proof of the theorern is complete. g

We now give some results on factors which can be obtained by

Theorem 2.1-

Corollary 2.3 Let 2<b and lsasb(2a. Then every 2-edge-

connected [a,b]-graph G has a lL,zl-factor F such that dr(x)=2

if da(x)=b. In particular, every 2-edge-connected r-regular graph

has a 2-factor, where r>2 (Baebler [3] ).

Proof We may assume b>3. Put 0=2/b and def ine t\^7o

and f on V(c) byfunctions

e (x)

Then 0,

Hence G

and f (x)=2 f or all xeV(G) .

２
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CoroI].ary J.4 Let

with at least one verLex of

Then G has a [l,2]-factor

if da(x)=b

otherwise,

and rt=2 satisfy (1a), (2) ar'd (3d) of Theorem 2.L.

a (g ,f )-f actor, whicr.' is a desired [ 1,2] -f actor. I

G be a (r-1)-edge-connected fr,2r]-graph

degree greater than r, where r>1.

F such that dr(x)=1 if da(x)=r.

and define two functions g and f onProof set  e.1/r,



一
ｆ

ｒ
■
　
　
　
　
　

，

Ｏ
　
　
　
ｇ

ｅ
　
　
　
ａ

，
　
　
　
　
　
　
　
　
　
　
一２
υ

ｒ
　
　
　
　
　
　
　
ｒ
、
　
　
　
Ｓ

一一　
　
　
　
・
　
　
　
　
　
　
　
ａ

ｘ
＞

　

ｓ ｅ

　

ｏ ｒ

　

ｈ

′
ヽ

　

　

ｏ■

・％
　
Ⅳ
　
ｃ＞
　
Ｇ

ｅ

　

　

ｊ^

ｈ

　

＜

　

ｅ

ｆ

　

　

ｔ

　

　

　

　

　

ｃ

ｌｉ
２。
綱
Ｈｅｎ

Ｆ
↓
ｔ
　
②
　
ｒ・　
目

＜
ｘ

　

　

ａ
＞

　

ｏｆ

　

ｏｒ

ｆ

　

　

　

ｌ

　

　

　

　

　

ｔ

ｒ
、
　
　
　
一ｙ

　

　

Ｃ

ｔ

　
　
　
ａ

ｙ

　

。■
　

　

ｆ

ｄ

　

　

　

ｆ

　

　

ｒ

　

　

一

ｎ
　
　
　
　
　
ｓ
　
　
　
ａ

　

　

ｌ
ｊ

ａ
　
　
　
　
　
ｏ■
　
　
　
ｐ
・
　
　

Ｚ^

ｔ

　

　

　

　

　

　

　

　

　

　

，

，
　
　
　
　
　
ａ
　
　
　
ｅ

　

　

”上

の

　

　

ｓ
　

ｔｈ
　

Ｉ

＜

　

　

　

　

　

　

　

　

ｄ

一Ｖ

　
　
　
　
　

上̈

　
　
　
Ｓ
　
　
　
ｅ

Ｃ

　
　
　
　
　
一
　

　

　

ａ
　
　
　
ｒ

ｘ
　
　
　
　
　
ｒ
　
　
　
　
　
　
　
。■

・

　

　

　

ｎ

　

・・ｎ

　

ｄｅ

，
・
　

　

ａ．

　

　

　

ｄ

　

　

ｒｄ

　

　

ａ

ｗｓ
　
　
　
ｏｒ
　
　
　
　
　
ａｎ
　
　
　

ｃｃ。
　
　

・・Ｓ

Ｏ
　
　

■́
　
　
　
　
　
　
　
　
　
ａ

ｌ．

　

　

　

　

　

ｆ

　

　

　

　

ｃｈ

ａｓｆ。
鋼
　ｏ，ｇ，一
¨

の
　
　
　
　
ｅｎ
　

ｅ。
　

ｃｔ

Ｋ
　
　
　
　
Ｔｈ
　
Ｔｈ
　
ｆａ

-10_

Proposition 2.5 ((1): Petersen [l3] (r=3) and Baebler [3] (r>4);

and (2): Little, Grant and llolton [11]) tet c be an (r-l)-edge-

connected r-regular graph. Then

(f) if G has an even number of vertices, then G has a l-factor;and

(2) if G has an odd number of vertices, then G-v has a

l-factor for any vertex v of G.

Proof We prove only (2) since (1) can be proved similarly.

Put O=L/r, and define two functions g and f on V(G) as

B(x)=f(x)=1 for all xeV(G)\{v}, g(v)=0 and f(v)=1,

where v is a given vertex of G. Then 0, g, f and n=r-l

satisfy (1a), (2) and (3c) or (3e) of Theorem 2.1. Therefore, G has

a (g,f)-factor F. We can easily see that do(v)=0. Hence (2) follows. E
!

Proposition 2.6 ((f), (2):Gallai t7l ; and (3): Bollobas, Saito and

Wormald [5]) The following statements hold.

(1) An n-edge-connected 2r-regular graph with an even number

of vertices has a (2k+L)-factor for every zk+L, 2t/n<2k*7<2r(n-I)/n.
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(2) An n-edge-connected (2r+1)-regular graph G has a 2k-

factor for every 2k,0<2k<(2r+1)(n-1)/n. In parti-eular, G has a

(2m+1)-factor for every 2m*1, (2r+L) /n<2m+L<2r*I.

(3) A 2n-edge-connected (2r+1)-regular graph G has a 2k-

factor for every 2k, 0<2k<(2r+L)(2n)/ (2n+1). In parlicular, G has

a (2nrl)-factor for every 2m*1, (2r+1) / (2n+L)<2mfl<2r*1.

Proof I.,re prove only (3) since (1) and (2) can be proved

sinrilarly. Set A=2k/ (2r+1), and define two functions g and f on

V(c) by I (x)=f (x)=2k f or a1l xe V(G) . Then 0 , g, f and 2n

satisfy (1a), (2) and (3d) of Theorem 2.1. Therefore c has a (g,f)-

factor, which is a 2k-factor of G. Let F be a 2k-factor of G.

Then G-E(F) is a (2r*1-2k)-factor of G, and so c has a (2n+1)-

factor fol' every 2m+1, (2r+1) /(2rL+L)<2m*1<2r*1. Note that the

latter can be proved independetly by using (3e) of Theoren 2.1. t

3. Proof of Theorem 1.2

tr{e shall prove Theorem L.2 by using Theorem 2.1.

Proof of Theorem 1.2 Let G be a f2a,2bl-faetorable graph.

Then G can be decomposed into m l?ar2bl-factors for some positive

integer m. It j.s clear that G is a [2an,2bm]-graph.
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Conversely, suppose that G .is a [2am,2bml-graph. We prove

that G can be decomposed into m [2ar2b]-factors by induction on

m. Without loss of generalityr w€ may assume G is connected. Put

0=1/m, and define two functions g and f on V(G) as follows :

f (x)=g (x)=2a if da(x)=2am,

g (x) <Oda (x) <f (x) with f (x) -g (x) =1 i.f 2an<da (x) < 2bm , and

B(x)=1(x)=2b if da(x)=2brn-

Then, 0, E, f and n=l satisfy (1a), (2) and (3b) of Theorem 2.1.

Therefore, G has a (g,f)-factor F. For any vertex x of G with

2amcd"(x)<2bm, we have

2a<0da(x)<2b and 2a(m-1)<(1-0)dc(x)<2b(m-1).

Hence F is a [2a,2b]-factor, and c-E(F) is a [2a(m-l),2b(n-f)]-

factor. Consequently, the theorem follows by induction. I

4. Proof of Theorem 1.3

In this section we shall prove the following four statements :

(i) every [8m*2k,10m+2k]-graph is lL,zl-factorable (theorem 1.3),

(ii) j-:f. r:Bm, then every [r,r*2m*1]-graph is [1,2]-faetorable

(Corollary 1.4), (iii) every connected [r,r*I]-graph is [1,2]-

factorable (Corollary 1.4), and (iv) there exists a [6,8]-graph which
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is not [1,2]-factorable (Remark 4.3>.

We first prove Theorem 1.3 under the assumpLion that the

following lernna holds.

Lenma 4.1 Let G be a [4,6]-graph with at most one vertex

of degree 6. Then G can be decomposed into three [1,2]-factors.

We begin with the next lemma.

Lemma 4.2 Every [8,fO]-graph can be decomposed into sj.x

lL ,21-factors.

Proof Let G be a [8,10]-graph. llithout loss of generality,

we may assume G is connected. If G has vertices of degree 10,

then choose any vertex w of degree 10. Set 0=L/2, and define

two functions g and f on V(G) by

Then 0, E, f and n=l satisfy

llence G has a (g rf )-factor F.

with at most one vertex of degree

and we conclude by Lenma 4.1 that

IL,2]-factors. I
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if B<da(x)<9
and

otherwise,

dr(x) =8

9<da(x)<10 and x/w

x=w.

) of Theorem 2.1.

F is a [4,6)-graptt

is a [4,5]-graph,

.posed inEo six

Proof of Theorero 1.3 It follows from Theorem 1.1 and

Lemma 4.2 that every [Bnr10m]-graph can be decomposed into 6rn l1-,zl-

factors. I,ile nolr prove by induction on k that every IBm:l-2k,10m+2k]-

graph can be decomposed into 6m*k [1r2]-factors. Let G be a
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[Brl-2k,10n+2k]-graph with m21 and k>1. tr'Ie may ,ssu$e G is connected.

Put 0=2/(L0n+2k) and define two functions g and f on V(G) by

and  f(x)=2

Then e, g, f and n=l satisfy (1a), (2) and

Ilence G has a (grf)-factor F, which is a [1

c-E(F) is a [Bm*2(k-1),10n+2(k-1)]-graph, we

hypothesis that G is decomposed into 6m*k

g(x) =|:i  :[helil[::・
°m+2k

for all xeV(G).

(3b) of Theorem 2.1.

,21-factor. Since

conclude by the induction

IL,2]-factors. f

Proof of Corollarv L.4 We first prove (1). Let H be an

[rrr*2n-1]-graph with r>Bm. Then there exist integers k and t

such that r=8m*2k*t, 0<k and 0<t<1. It is immediate that Bmt-2k

<r and r*2m-1<10nrf2k. Hence F is a [8nrf2k,]-0m+2kl-graph, and so

H is |L,z|-factorable by Theorem 1.3.

We next prove (2). We first show that every [2k-1,2k]-graph is

[1,2]-factorable. Let G be a [2k-1,2k]-graph. Then it follows

from Theorem 2.1 that G has a ll,z)-factor F such thaL dr(x)=2

if d^(x)=2L (see Proof of Theorem 1.3). Since c-E(F) is a
r,

l2k-3,2k-Z1-graph, we have by induction that G is IL,2]-factorable.

By the statelnent (1) and the result gi-ven above, it suffices to show

that if r=2, 4 or 6, then a eonnected [rrr*l]-graph is [1r2]-factorable.

It follows from Lemma 4.5, which will gi-ven later, that every connected

[2,3]-graph is [1,2)-factorable. By Lemma 4.1, every [4,5]-graph is

[7r2]-factorable. Hence we may restrj.ct ourselves to the case of r=6.
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Let H be a connected I6,71-graph. Since a 6-regular graph is

2-factorable, we may assume that H has at least one vertex of degree

7. We show that H can be deeomposed into two [3,4]-factors, which

implies that II can be decomposed into four [1,2]-factors. Put 0=l/2

and defi-ne two functions g and f on V(H) by

g(x)=3 for arl xev(H), and ,<*l ={' 
if d"(x)=6

\ 4 otherwise.

Then 8, E, f and n=l satisfy (1a), (2) and (3c) of Theorern 2.1.

Hence H has a (g,f)-factor Ft. It is clear that both F' and

H-E(F') are [3,4]-factors of H. Therefore H is [1,2]-factorable. f

It is convenient to introduce a new definiton. For a set {arb,

cr...] of integers, a graph G is ca11ed an {a,b,c,...}-gr3ph if

dr(x)e{a,b,c,.., } for every xeV(G). The uniot of graphs H and

K is a graph G such that V(e)=v1g;uV(K) and E(G)=E(I1)uE(K).

Remark 4.3 The following three statements hold :

(1) A connected {6,8}-graph having exactly one vertex of degree

6 cannot be decomposed into four [112]-factors.

(2) The 6-regular graph with three vertices, in which every

pair of vertices are joined by exactly three rnultiple edges, carnot

be decomposed into five or more [1 ,2f-factors.

(3) The union of a connected {6r8}-graph with one vertex of

degree 6 and the 6-regular graph given in (2) is not [1,2]-factorable,

Proof lle first prove (1). Suppose that a connected {6,8}-



graph G with one vertex v

FruFruFruFO. Then it follows

=2 Lf xlv, a contradiction.

(3) is an easy consequence of
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of degree 6 has a [1r2]-factorization

for some F-. that d- (v)=1 and d- (x)r- .Ei ri

Statement (2) is immedi-ate. Statement

(1) and (2). I

In order to prove Lemma 4.1, we shall give some lemmas.

Lemma 4.4 Every [0,4]-graph can be decomposed into two

[0,2]-faetors.

Proof Let G be a connected [0,4]-graph. Then G

[1,4]-graph. We define 0=Ll2 and two functions g and

v(c) by

g(x)

Then 0,

Hence G

and c-E(

one vertex of degree 3.

factors.

v(c) by

0 if da(x)=1

I if 2<da(x) <3 and

2 if da(x)=4,

and n=1 sarisfy (1a)

a (grf)-factor F, and

are both [0,2]-faetors

LeIIIIla 4.5 Let  G

isa

fon

( L if d.(x)=1
f(x) =i

L 2 otherwise.

, (2) and (:t1 of Theorem 2.1.

thus the lemma holds since F

of G.

12,41-graph with at least

decomposed into two ILr2]-

ｆ

十

ｔ

，
ｆ

ｈａｓ

＞

一一
　

　

　

　

　

ｇ

　

　

　

　

　

Ｆ

be a eonnected

Then G can be

Proof Set 0=L/2, and define two functions g and f
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Then 0, g, f and n=l satisfy (1a) , (2)

Ilence G has a (g,f )-facLor F, and thus

two [1,2]-factors F and G-E(F). tr

g(x)={:  ::lliil:::キ
≦
i   and   f(x' T

I t if d.(x)=2

L 2 otherwise. '

and (3c) of Theoren 2.1.

G is decomposed into

The following lenma, which is a special case of Lennna 4.9, shows

that Lemma 4.L holds if the graph is 3-edge-connected. Reca1l that

an {arbrc,...}-graph satisfies da(x)eIa,b,c,...] for all xeV(G).

Lemma 4.6 Let G be a 3-edge-connected [3,6]-graph with at,

most one vertex of degree 6. Then G has a [0,21-factorization

F,uF^uF. such that if d^(x)>4, then d- (x)>l for every F,.
L Z J rr I-. - a

Proof We first agsume that G has at least one vertex of

5, or G is a {4,6}-graph with an even number of vertices

Let 0=L/4 and define two functions gl and ft on

degree  3

of degree

V(G) by

8t(x)

O  If  dc(X)=3

■  if  4≦ dd(x)≦ 0

2  otherwise,

if  3≦dG(X)≦

'otherwise.

ｒ
　
　
　
　
・

ｏ

　

　

４
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２

ｒ
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ｔ

〓

ｒ

Ｊ

ヽ

ｔ

〓 and fl(文 )

The■
‐ 0, 31, fi  and  n〒3  Patisfy (lb 38=0 0r 1/2), (2) and (3c) of

Theorem 2.■
`  Hente  C‐  haP a (gl,f■ )~fact?I  Fl.  II ■, 9bViOus that

C― E(Fi)  is l [2,4]… graph with the property that each vertex of degree

2  in  G―耳(Fi) ,as degree 3 in  G.  By Lalma 4。 4, G― E(F.)  is de,ompOSOd

int? tW? [9'2]一 f,ct° rs  F2  
・

nd  F3・   C°nSequent■y, G  iO decOmposed
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into three [0,z)-factors "1, 
t2 and F' which possess the desired

property.

We next assume that G is a {4r6}-graphwith an odd number of

vertices of degree 4. It suffices to show that G can be decomposed

into three [1,2]-factors. Suppose G is a 4-regular graph. Tfren

it follows from Proposition 2.5 that G-v has a l-factor Lt for a

vertex v of G. Let Ft be the [I,2]-factor of G obtained from

Lt by adding an edge of c-E(Ll) incident with v. Since Hr=G-E(Fr)

is a 12,3]-graph having exactly one vertex of degree 2, we have by

Lemma 4.5 that 
"t 

can be decomposed into two [1,2]-factors ,2 and F3.

Therefore, we obtai-n a required [1r2]-facxorlzation FruFruF, of G.

Consequently, we may assume that C has exactly one vertex w of d.egree

6. Set Q=L/4 and define two functions gZ and fZ on V(c) by

E2(x)=f ,(x)=l for all xeV(G).

Then 0, 82, f2 and n=3 satisfy (Lb;e=7/2), (2) and (3c) of Theorem

2.L. Thus G has ^ (BZ,fr)-factor L2, Let Ft be the [I,Z)-factor

of c obtained fron LZ by adding an edge of G-E(L) incident with

w. Since Hr=G-E(Fr) is a 12,41-graph having exactly one vertex of

degree 4 and one vertex of degree 2, it follows from Lemma 4.5 that

H2: can be decoruposed into two [1,2]-factors FZ and F3. Therefore

rnre obtain a desired [t,21-factorization FruFruF, of G. f

denote by xy or yx an edge joining two vertices x and y.

be a graph and v and rr be two distinct vertices of G.

ｅＷ

　

　

ＧLet
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Then G*vw denotes the graph obtained from G by adding a new edge

vr^r to G, where G may have edges joining v and w. The following

Lemmas 4.7 arrd 4.8 will be used in the proof of Lemura 4.9.

Lemma 4.7 Let G be a connected t2,61-graph which has exactly

one verLex rr of degree 2 and at most one vertex of deg.ree 6. Supoose

that t\,ro distinct vertices tl and u2 are adjacent to w and

G-w*uru, is a 3-edge-connected graph. Then G has a [012]-factorization

FruFruFa with the property that if da(x)>4, then dU.(x)>1 for every
l-

Fi and dr. (w)<1 for every F. .

l_

Proof Let us defint two functions g and f on V(G) by

and  f(x) ={:  i[helil::i)≦
4

trIe sha1l show that G has a (grf)-factor by Lemma 2.2. We denote the

vertex of degree 6, Lf any, by v. Let S, TcV(6) such that SnT=Q

and SuT#$. We r,rrite {Clr. . . ,Cr} for the set of components of G-(SuT)

which satisfy the conditions on h(SrT) in Lemma 2.2, where r=h(S,T).

Then each C- does not contain w, and so e(SuTrV(C.))>3. Moreover,
l_

we have e(SuT,V(C.))>4 since e(SuT,V(C.))=0 (mod 2) (see (2.4) in

the proof of Theorem 2.1). trle obtain the following inequality by setting

Q=L/4 in (2.3) in the proof of Theorem 2.1 (Note that (2.3) holds for

every graph.).
r

6(s,r) = i {? e(t,v(c-.)) + + e(s,V(c,)) - 1} - e,+-r-4-l-
l_=r
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where e=O or L/2 according as v/V(G) or veV(G). Then

6(s,r) > J t] e(sur,v(ci)) -1] - e > - e > -1.
i

Since 6(5,T) is an integer, we conclude that 6(5,T)>0. It is clear

that O(0,0)=0 as g(w)<f (w). Consequently, G has a (g,f )-factor F.

Put H=G-E(F). !'Ie consider two cases.

Case 1. dr(w)=l. By Lemma 4.4, H can be decomposed into two

[0,2]-factors EZ and Fr, and it is easy to see that (Fl=F)uFruF,

is a [012]-factorization of G wi-th the required property.

Case 2. d-(w)=0. In this case II is a [ 2,4]-graph. Let C

be any component of H. If C does not contain w, then we decompose

C into Lwo [012]-factors. Suppose C contains w. Then C contains

11 and \12. If da(ur)=da(rtr)=4, then we may assume da(ur)=S, and so

F-Frnrulr where wureE(C), is also a (grf )-factor of G. Hence Case I

occurs, and thus we nay assume da(ur)<3 or da(ur)<3. Set 6=Ll2

and define two functions g1 and f., on V(C) by

g.(1) =fi  i[helil[li3 and   ll(x)=|::  :[heiilsと
。

Then 0,91, fl and n=l satisfy (1a1, Q) (since Sr(ur)<fr(ur) or

er(ur)<fa(ur).) and (3c) of Theorem 2.1. Hence C has a (e'f ,) -f.actor,

and thus C is decomposed into two lL,2l-factors, in each factor of

which the degree of w is 1. Therefore, G can be decomposed into

three [0r2j-factors with the required property. I
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I.emma 4.8 Let G be a 3-edge-connected [3,5]-graph having

a vertex w of degree 3. Then G has a [0,2]-factorj-zation F1uF2uF3

with the property that if d"(x)>4, then dr.(x)>1 for every F. and
t_

that dr. (w)=0 for some F, .
l-

Proof Let g and f be functions on V(G) defined by

r/\r-r c^ txj =J
G- and

otherwise,
x≠w

We shal■ show that  C  has a (3,f)二 factor.  Let  S, TCV(G) such that

S∩ T=φ  and  suT≠0, and ■9t  {Cl,...,Cr}be the colpOnents of  G― (SuT)

which satisfy the conditions on  h(S,T), where  r=h(S,T).  Then we have

the fol■ owing inequality by setting  e=1/4 in (2.2)。

δ(S,T)≧  (1-1)t:T dC(t)+ : s:s dc(S)―  ε ― e(S,T)…  r,

where  ε=O or 3/4  according as

δ(S,T) ≧
 i[.{ l e(T,V(Ci)' +

キ  : { l e(TUS,V(Ci))
■

lf  Ci  does ■ot contain  w, then  e(TuS,V(Ci))≡ 0  (■ od 2) (see (2.4)),

and so  e(TuS,V(Ci))≧ 4.  Therefore

l e(TUS,V(Ci))- 1 
≧ 0。

lf  Ci contains  w, then  c=O  and  e(TuS,V(Ci))≧ 3, and so

l e(TUS,V(Ci))―
■ ≧ ―

 : 
。

Consequently, ■e obtain  6(S,T)≧ -3/4, which imp■ ies  δ(S,T)≧ 0.
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Furthermore, we can show that 6(0,0)=0 by the f,act that G has

at least one vertex x with odd degree occept w, for v#rich g(x)<f (x).

Consequently, G has a (e,f)-factor 
t. By Lemma 4.4, c-E(Fl) can be

decomposed into two [0,2]-factors FZ and %. Therefore we obtain

a desi.red lAr2l-f actorlzatLon F.uF.uF^ of G. I

We need some notation and definitions i:r order to prove Lemma 4.1.

A graph having exact.ly two vertices and one or more edges is ca1led a

bond, and r,re d.enote the bond with n edges by B* (FiS. 1). Let v

be a vertex -of a graph G and w be a vertex of the bond 
"rr. 

Then

G+vw+B denotes the graph obtained frorn G and B- by joining vnn
and w by a new edge lzr.i (Fig. 2).

I,tre shall prove the next lemma instead of Lemma 4.1, which includes

Lermra 4.1 as a special case.

o         (E〉製ヒ)
Fl聾士。 ■・ ■ e bo,d B4,   

…

GIwIB3・

Lemma 4:9     Let  G bё  a c6nnected [3,6]― graph with at most one

vertex of degree 6.  Then  G has a [0::]=fact6rization  FluFiuF3

With the prOperty that

if dc(x)≧4,th撃
 `F:(干 )≧l f°r every Fi。       (41■ )

■

PFoof     WQ prove the le■ ■ua by ■nductiO, on the number of vertices

of a graph. Let G be a connected [3r6]-graph with at most one vertex

of degree 6. By Lemma 4.6, we may assune that G is not 3-edge-connected.
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〇
Figure 3.  C  and  H+vu+B3・               Figure 4。  c and  H,vlxy。

If  lV(G)|=2 0r 3, then  C  must be 3-edge― connected, which is cOntrary

tO tle assumption.■ence we may as,ume lV(0)|≧4.

First suppose that  C  is not 2-edge― connectedo  Then  C has a

bridge  e=w, where  ecE(G)  and v3 wcV(G) (Fig。  3)。  Let  H  and  K

be the components of  G―ё  such that  vcV(■ )  and  wcV(K) (Fig。  3).  If

lV(H)|≧ 3 and lV(K)|≧ 3,then H'=HIvu■ B3 and K'=K+Ⅷ IB3 are b?th

[3,6].graphs, where  u  is a vertex of  B3 (Fig, 3).  By the inductiOn

hypothesis, H' and  K'  can be decomposed into three  [0,2]― factors

with the propeFty (4.■ ), respective■yo  lt is easy to obtain a desired

[0,2]― factorization of  G  from them.  Therefore, we may assume  lV(K)|

=2.  Then  K  is  B3' B4  °r  B5°

lf  dH(V)≧3, thel H has a [0,21-fact9rization with the property

(4。 ■) by inductio■ , and it is easy to obtain a desired [0,21-factOrization

of  G  from it.  Hence we may assume  dH(v)=2.  If two distinct vertices

x  and  y  of  H  are ad」 aCent to  v, then  H― vlxy  can be decomDOSed

■nto three  10,21-factors with the property (4.■ )by induction (Fig。  4).

SO we can obtain a desired 10,21.factorizatio■  of  G  from ito  We next

suppose that one vertex  x  and  v  are 」oined by two edges in  H

(Fig. 5)。  Let  H+B3  be the graph obtained from  H by identifying

Figure 5。 C and IB3・
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v and one of the vertices of f, (Fie. 5). Then, by the induction

hypothesis, H*8, has a [0,2]-factorization with the property (4.7), and

it is immediate to obtain a desired [0,2]-faetorization of G from it.

Consequently, the proof is complete if G is not 2-edge-connected.

We now deal with the case that G is 2-edge-connected. Since

G is not 3-edge-connected, G has a cutset (i.e. a minimal cut) with

two edges. We consider three cases.

Case 1. G has a cutset {errer} such that the ends of el

and Ehose of eo are all distinct, where e, re.eE(G).

Let H and K be the eomponenLs of G-{e, ,"2}, and let .1=rlr1

and 
"2=uZrZ, 

where u'ureV(H) , uLlu2, wrrwreV(K) and wr#wr. Then

Htulrz and K*vrw, have [0,2]-factorizat,ion with property (4.1) by

induction. It is easy to obtain a desired f0,2]-factorization of G

from them

Casg 2. G has a cutset {e., rer} such that the ends of €r aryL

those g!. "2 are the same (Fig. 6).

Figure 6.

Let  H  be an arbitrary coIIlponent o「
  C―

〔el,e2)' and  v  be the

end of e. and. ei contained in H (Fig。  6)。  We shal■ show that H

has a [0,2]一factorization  FluF2UF3  With the property that

F.■el,F2+e2額d F3 are 10,2]… factor,of ttiel'92>(4.2)

and satisfy the condition (4。 1) in  H+く e.,e2)'

whcre  ■+く e.'e2>  iS the subgraph of  G  obtained from  H  by adding
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"1 and "2 together with their corDmon end not contained in H. If

this statement follows, then we can easily obtain a [0,2]-tactoti-zation

of G with the property (4.1) from a l0,2]-factorization with the

property (4.2) of each component of G-{er,"Z}. We now prove the statement.

If da(v)>5, then d"(v)>3 and so H has a [0,2] -factorization

FauFruF, with the property (4.f) by induction. Since we may assume

do (v)<1 and dr, (v)<1, these factors satisfy Ehe required condition11 "t

(4.2). Tf. da(v)lr, an"o c has a bridge, and so Case 1 occurs.

Hence we may assune da(v)=4, and thus d"(v)=2. If two distinct vertices

x and y of H are adjacent to v, then H-v*xy can be decomposed

into three [0,2]-factors with the property (4.1) by induction. It is

easy to obtain a desired [0,2]-factarization of H from them. We next

assume that one vertex x of H and v are joined by two edges (fig. 7).

Let H+83 be the graph obtained from II and 83 by identifying v
,t

and a vertex of 83 (Fig. 7). Then I1+B3 has a [0,2]-factoxization

with the property (4.1) by induction, and so we can obtain a desired

L0,2)-tacEorLzation of H from it. Consequently, each component of

G-{e'er} has a [0,2] -tactorLzation satisfying the conditj-ons (4.2) ,

and we conclude that the proof of Case 2 is complete.

Figure 7.   G  and  HttB3・

Fq= every cutζet 〔e.,e2} °f  G, el 型  e2Case 3.

exactly one common end. (fig. 8).

have
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Fェgure 8。 G, K4wlw2 and K*<e, ,"2r.

Let {er,er} be any cutset of G. Then we can write "1=*I and

"2=*, where vrw'wreV(G) and ,tfu2. Let I1 and K be the

componenrs of G-{erer} such that vev(H) and wr,wreV(K). Nore

that d"(v)>2 as G has no bridges. We first prove that if {e*er}

satisfies one of the following two conditions, then G has a [0,2]-

factorization with the property (4.1) :

(i) K*wrw, is 3-edge-connected (Fig. B).

r/\(ii) d"(v)=3 and H is a 3-edge-connected graph without vertices

of degree 6.

Suppose (i) hold. Then K*(e1,e2) (Fig. 8) can be decomposed

into three [0,2]-factors r^ihich satisfy the condi-tions in Lemma 4.7. On

the other hand, if d"(v)>3, then H has a [}rZ1-factorization with

the property (4.1) by induction, and so we can get a desired [0r2]-

factorization of G. If dr(v)=2, then two distinct vertices x and y

of H are adjacent to v, and so H-v*xy has a [0r2] -faetorization

with the property (4.1). It is easy to obtain a desired 10,21-

facLorization of G.

trIe next suppose that (ii) holds. Then H can be decomposed into

three lA,zl*factors which satisfy the conditions j.n Lpmma 4.8. It follows

thac Ktu1.2 has a [0,2]-f actorLzation with the property (4.1) by

induction, and thus G has a desj.red [0,2J-factorization.

We sha11 show that G has a cutset {et,") } which satj,sfj.es one
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of the above conditions (i) and (ii). we can choose a cutset {er,er}

so that H or Ktulr2 is 3-edge-connected. If dn(v)=2, then we

may assume without loss of generality that K*wrw, is 3-edge-connected..

Hence (i) folIows.

Suppose d*(v)=3. In this case we may assuue that Ktu1r2 is not

3-edge-connected and H contains a unique vertex of G with degree 6 ;

(otherwise, {er,er} satisfies (i) or (ii) ). Ler {fL,fZ} be any

cutset of Ktult2. If the ends of ft and those of fZ are a1l distinct,

then G has such a cutset, which contradicts the assumpti-on of Case 3.

If the ends of ft and those of fZ are the same, then ft or f2,

say fr, must be "1r2. So it follows that both {"rrt.} and {errfr}

are cutsets of G and fZ joins 11 and w2. Let T be the component

of G-{e,f r} containing wl. If dr(wr)>3, then T has a [0,2]-

factorization wj-th the property (4.1) by induction. If dr(wr)=2,

then two distinet vertices tl and ,Z are adjacent to "1 in T,

and thus T-wr*trt, has a [0,2]-faetoxLzation with the property (4.1)

by induction. Obviously, the component of G-{errf ,} contaj-ning ,z

has the same property mentioned above. Furthermore, H al-so has a

[0,2]-factorization with the property (4.1). Therefore, we can obtain

a desj-red [012]-factori-zatj-on of G from them. Consequently, we may

assume that for every cutset {f t,f2} of Ktu1r2, f I and f Z have

exactly one common end. Hence we.can write f1=*y1 and fZ=*yZ, where

X'y■
'y2CV(KIwJ」

)。

Choose a cutset 〔f.=xy.' f2=苓y2} of Ktulr2 so that the component
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of K+wrwr-{ fl,f2} containing x is 3-edge-connected or the graph

obtained from the component of K*wrwr-{ fL,fZ} containing yl and yz

by adding a new edge ytyZ is 3-edge-connected. Since H contains

the vertex of degree 6" we can choose such a cutset ttLrt.j so that

the 3-edge-connected component (or graph) has no vertices of degree 6.

If wrwrt{fL,fz}, then {f.,f Z} is a cutset of G which satisfies

one of (i) and (ii). Hence we may assume f1*l*2 and f Z=*LyZ,

where ,Z*yZ. Then {e,y2} ls a cutset of G which satisfj-es the

condition of Case 1, a contradiction.

We finally assume d"(v)=4 (i.e. v is the vertex of G with

degree 6.). If Ktulr2 is 3-edge-connected, then we can obtain a

lO,zl-factorization of G with the property (4.1) by applying Leruna 4.8

to K*<e, ,"2r. Hence we may assume that Kfu1*2 is not 3-edge-connected.

In this case we can prove that G has a desired [012]-factorization

d"(v)=3. Consequently, Case 3
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is proved.
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