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Abstract

Dynamics of photoexcited carriers in InSb under a strong
magnetic field have been studied by means of far-infrared laser
cyclotron resonance measurement. Motivation of the study was
the confirmation of optical hot electrons through the cyclotron
emission measurement. In n-type InSk, presence of electrons
-in higher Landau subbands of the conduction band that few elec-
trons populate in thermal equilibrium, was confirmed in both
cyclotron absorption and emission measurements. Examining the
off thermal equilibrium electron cyclotron absorption signals
by time resolution, the transient behavior of hot electrons
could be investigated. For studying optical hot electrong,
employing a p;type,material is more convenient since observed
electron signals are caused only by off thermal electrons.

In the cyclotron absorption measurement, two electron
resonance peaks from the two lowest Landau subbands and one
donor electron peak were observed. Based on the study of
Matsuda and Otsuka, the effective electron temperature deter—
mined by popﬁlation ratio in the two subbands is foﬁnd to attain
to 50 K just after photoexcitation. On. the other hand, another
temperature determined from the population ratio between the
conduction band and the donor level is nearly equal to the lattice
temperature.

The high electron temperature between the two subbands is
found to be caused by the small probability in spin flip transi-
tion between the two subbands. From the excitation intensity
dependence and sample dependence of this temperature, it has

been concluded that the spin flip transition is caused mainly



by ionized impurity séatterings. Contributions of neutral im-
purity scatterings and electron-electron scatterings, héwever,
cannot be neglected.

The spin'states of electrons in the conduction subband have
an important role in the energy dissipation process of optically
excited electrons.

Once electrons are excited to the conduction band by light,
they will be kept to donor impurity states for a long time after
being transfered within the conduction subbands as well as their
attached donor levels. Those electrons bound to donor levels
eventually recombine with holes bound to acceptor levels. The
energy dissipation of donor electrons due to donor-acceptor
recombination is obsexved from the observation of both donor
and acceptor siénais. The aspect of decrease in donOr'signal
has been consistent with that in acéeptor signal. ' |

. According to the theory of Thomas et al., the doncr-acceptcr
recombination is dependent on their binding energy. The larger
the bindihg energy, the smaller the recombination probability.
Thus the effect of a magnetic field seems to make the recombina-
tion probability smaller. Thus a slower decay curve would ke
expected. An opposite tendency, however, was obtained in our
measurement. This may be explicable by considering carefully
the overlap integral between donor electron and acceptor hole

wavefunctions.
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1. Introduction

Since the first pioneering work by Ulbrichl) on Gads, the
photoexcited hot carriers have been studied by many authors.
In a strict sense, however, an original study of hot electrons

)

goes back to the work of Ryder and Shockley.2 In their experi-
ment a large deviation from Ohmic relation in I-V characteristics
was observed under thetapplication of a strong electric field.
The concept of "electron temperature" was introduced by them to
e#plain the electron.distribution disturbed fréﬁ thermal equi- |
- librium. Stimulated by tﬁe work of Ryder and Shockley, many
more works on the hot electron system due to electric field
excitation were reported and even some reviews are available
now.3) The primary object of those works was rainly to survey
1) the effect of external field on electron temperature and

2) the energy dissipation mechanism. InSb offers én appropriate
stage to investigate hot carriers, since the hot electron con-
dition is easily achieved because of its small electron effec-.
tive mass and availability of a high purity sample. Indeed so
many works related to the hot carrier phenomena in InSb have

4-13) Examples are the observation of cyclotron

4) 5,6)

been carried out.

and Gornik

7)

measurement by Shimomae et al. ‘', the observation of combined

emission by Kobayashi et al. the magneto phonon

resonance in the magneto phonon measurement by Zawadzki et al.8),
impact ionization effect due to hot carrier by Glicksman and

9)

Steele and so on. In all these measurements, electrons
excited by d.c. or a.c. electric field were always and
- naturally studied in n-type materials. In the meantime,

studies of hot electrons optically excited have also been
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carried out, e.g., the observation of Shubnikov-de Haas oscilla-

10)

tion of electrons heated by a CO, - laser, the study of optical

1)

heating of electronsl etc. These works were again carried
out in n-type materials and the results were told in the language
of electron temperature, determined from the electron distribu-
tion within the conduction band. The main channel to dissipate
the electron energy was considered to be the electron-phonon
(acoustic and o?tical phonon) interaction.

Intensive studies of the hot electron system due ﬁp électric

field excitation was carried out by Kobayashi and Otsukalz),

and by Matsuda and OtsukélB) by means of cyclotron resonance
absorption measurement. N-type samples were employed. Matsuda
and Otsuka measured two kinds of electron temperature, i.e.,
intra—subﬁand and inter-subband electron temperatures. The
electron distribution described by these two kinds of tempera-
ture was discussed on the basis of the theory of Kurosawa,l4)
who introduced a geometrical distinction in energy distribution
of hot electrons under the presence of magnetic field.

In these measurements employing n-type materials, electrons
were already present prior to electric excitation. In n-type
InSb, the donor levels are so shallow that a large portion of
the donor electrons are released into the conduction band even
at liquid helium temperature. Applied an electric'field, the
doneor electrons are ejected into the conduction band and then
the dénsity of conduction electrons increases. So the electron
distribution function is changed over the conduction band and

donor levels.

On the other hand,if one applies a small electric field



to a p-type material, nothing is observed in cyclotron absorp-
tion measurement because of the absence of electrons to be excited.
But employing the intrinsic light to excite carriers, however,
electrons in the valence band are released into the conduction
band. So the observation of electron signals in p-type material
becomes possible. Of course, the electron excitation is depend-
ent on the wavelength of the excitation source. Even the excita-
tion of donor electrons by means of an extrinsic light is possible
using an appropriate light source. This case was treated theo-

15). But we reétrict ourselves

" retically by Ridley and Harris
in the intrinsic photoexcitation case. One of the most important
" characteristics of the intrinéic photoexcitation of p-type
material is a possible observation of minority carriers (elec-
trons) being sent into a hot state.

One direct evidence of existence of hot carriers is given
by the observation of cyclotron emission. Cyclotron emission is
the reverse process of cyclotron absorption. Applied a magnetic
field to a sample, the conduction band'is bunched into the
Landau subbands. The electrons excited by light from the valence
band can populate the higher Landau subbands. One of the pos-
sible energy dissipation channel is the électron transition
from higher to lower subbands emitting light. 'Confirmation
of the cyclotron emission due to photoexcited electrons has

6) There is no doubt that the photo-

already been reported.l
excited electrons can be in an optically hot state. 1In this
paper, we will report the dynamics of photoexcited carriers by

means of cyclotron resonance absorption. Three resonance peaks

will mainly be examined, two electron absorption peaks arising
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ffonlthelowest two Landau subbands in the conduction band and
one from the ground state of the donor. From the analyéis of
the intensities of these three peaks, three kinds of electron
temperature were obtained. The first is an effective temperature
derived frem the intensity ratio between two Landau subbands.
The second is derived from that between the sum of two Landau
subband and the impurity level. It is found that there exists
a great difference between these two electron.temperatures.
-The third eléctron tempefature dgscribes the electron distribu-
tion within a single subband. This temperature is found to be
nearly constant for any change in.the experimental condition as
far as our experience is concerned. -

One of the important characteristics in our experiment is
employment of the time resolution technique to investigate the
time variation of the absorption intensities after photoexcita-
fion. From the result of the time variation measurement, it is
found that the decay process of the photoexcited electrons has
three stages. In the first stage, the absorption intensity
decreases rapidly due to the free hole-free electron recqmbina—
tion. This stage appears dnly’in the strong excitaticn case.

In the seccnd stage, electrons are transferred in a-complicated
manner between the conduction band and donor levels. This stage
will be discussed in detail in a later section.jkltﬁe third stage,
one observes a very slow decrease in absorption intensity of

the donor electron signal. This slow decay is due to the donor-
acceptor recombination. The effect of magnetic field on the
behavior of this slow decay will also be discussed later.

To investigate the second stage in particular, the time



variation of the absorption intensities was measured, changing
the lattice temperature and excitation intensity as parameters,
not to speak of the dependence on samples.

From these measurements, it is found that the spin states
of electrons play an important role in tﬂé energy relaxation
" process of electrons.
The energy relaxation cf photoexcited carriers has been

investigated theoretically by several authors.15’17_2l)

Typically, the group of Calecki, Lewinéf and ?ottierlg_Zl)
"has constructed a theory of the energy relaxation of photocarriers
in a strong magnetic field. It is based on the treatment in InSb
of Kurosawa and showed the time evolution of hot electrons
excited by pulsed light.

In the above theocry, the inter—subband transition was in-
cluded. But the spin states were unfortunateiy not considered.
So this theory cannot be applied to explain our experimental

results. In future , nevertheless, it may be possible to utilize

the theory with some modification to explain our results.



2. Experimental Method
2-1) Far-infrared (FIR) cyclotron resonance measurement
a) FIR-laser

™o types of FIR-laser were employed, complying with a
purpose. One was a discharge type pulse laser using HyO0 or
DZO vapor. The other was an optical pumping CW-laser which
was excited by a COy laser,using CH,0H, CH30D, CD3OD and so
oh. The employed wavelengths of the former system ranged from
84 um te 220 um and those of the latter from 119 pum to 513 pm.
In the study of photoexcited hot electrons, the 84 um laser

line of D,C laser was mainly employed to attain the best resolu-

-

tion.
b) Excitation source

In optical excitation measurement, two kinds of xenon
flash lamp were employed. One (EG &G FX108) had a narrow pulse
width, FWHM of which wés less than 1 ys and maximum peak power
was about 20C J/cmz, while the other (constructed. by Sugawara
stroboscorpe PS 240MT-Ul and EG & G FX-193) had a pulse of ~10
s FWEM and maximum peak power 1 J/cmz. The latter source was
employed to get a quasi steady-state excitation. The intensity
of excitation light was controlled by glass or neutral density
filters. The glass filter cuts the wavelangths shorter than
0.6 um;

The photopulse due to xenon flash lamp was synchronized in
every other turn with the FIR-laser. Usually, operation of the
FIR laser was repeated at 30 Hz and photopulses by 15 Hz.

c) Experimental situation and detecting system

Figure 1 shows the block-diagram of the experimental



apparatus. The sample was mounted in a superconducting magnet
which generated a magnetic field of up to-5 T. The geometry be-
tween the incident FIR~laser and the magnetic field was always in
Faradaynconfiguratioh (g //B). The transmission light was de- V
tected by a Putley type Inéb detector. The detector was biased
at constant current. The a.c. coupled signal was amplified and
then detected by a boxcar integrator. An absorption signal at
any delay time éfter photopulse cbuld thus be obtained. Two
methods of boxcar detection were available. One was a‘syétem
‘using two analogue boxcar integrators (PAL MODEL 160 and NF
BX 530A7) (system (a) in Fig. 1). In this case, the signal in-
tensity transmitted through.the sample under photoexcitation and
that under no excitation were taken in selectively by two boxcar
integrators and summed up . The FIR absorptibn by photoexcitedv
carriers could then be obtained using a logarithmic amplifier.
The cther syéfém (shown (b) in Fig. 1) was a multichannel
systemzzx,constituted by a transient memory (RIKEN DENSHI TCJ
20002) , a two channel digital boxcar integrator (NF BX531) and
a microcomputer (Sord M243) with several peripheral equipments:
two 8-inch double density floppy disk drives, a graphic display
(the resolution of which was 640 x 400 dots), a 12 bit A/D con-
verter, a printer and an X -Y plotter. The boxcar integrator
was connected with the microcomputer by means of GPIB interface
bus. The detected signal was digitized and divided into 2048
points every other microsecond and once stored in the transient
memory; Tﬁe transient memory vielded a desired number of sam-
pling points every other 12.5 us for the boxcar integrator.

Any 16 points of the data (duration 12.5 us} were taken in and
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accumulated at each delay point for an apprdpriate number of
éampling times and then sent to the X-Y plotter or held in a
floppy diskette. The strength of the magnetic field was monitored
by measuring voltage of shunt resistance in the power supply

for the magnet. 1In system (b), the shunt voltage was converted

from analogue to digital and held in the microcomputer.

2-2) Light modulation technique in cyclotron resonance

measurement

Figure 2 shows typical absorption curves of n-InSb és é
function of magnetic field in the cyclotron resonance measurement,
using 119 um.laser line. The curves (a) and (b) express the
absorption intensities without and.with photoexcitation, respectively.
1,2) in which I, and I, are the

transmission intensities of laser beam of intensity IO through a

These signals have the form Qn(Ib/I

sample without and with excitation. These signals were obtained by
using a logarithmic amplifier and two boxcars. The modulation

signal Sm is to be defined as a remainder taken the intensity in

od

{a) from in (b), i.e.,
Smod- = Vsz\(Ia/Iz) . (2.1)
This signal corrésponds to the variation of absorption coefficient
Ao due to photoexcitation, i.e.,
Ad = Swmed /d = (1/d)dn (5,/T2), *2
where d is the sample thickness. '

Using this modulation technique, the change in absorption
coefficient arising from only photoexcited carriers could.be
obtained and the fluctuation of incident laser beam intensity
could be eliminated. This technique was especially helpful

for the study of minority carriers.



2--3) Time resolution method

We are.interested in the time variation of excess carriers
generated by photoexcitation. The signal at any delay time
after photopulse could be detected selectively by means of a
boxcar-integrator. There weré two ways ?n the usage of the
boxcar integrator. In the first usage, the gate of boxcar in-
tegrator was opened at any delay time and fixed there with
appropriate gatewidth (typical value of which was 0.5 us) for
each laser pulse. Then the variation of absorption intensity
| with any other parameter, for example magnetic field, was recorded.

The other usage was so-called "gate scan" in which the
position of the gate fixed on FIR-laser pulse was moved along
the time axis from the phopopulse at any speed. This method
was suitable for the study of the phenomenon having a long time

constant, e.g., donor-acceptor ‘recombination.

2-4) Samples

Two n-type and three p-type InSb were erployed. Their
characteristics are listed in Table 1. To avoid the interference
in the cyclotron absbrption measurement, all the samples have
wedge shape. The samples had typical dimensions of 4 x4 xd mm3,
with d being the thickness. The thickness d was chosen to be
suitable for the purpose of the measurement in the range between
0.15 ~0.8 mm. These samples had a flat face normal to the <111>
crystallographic axis. Both sides of the samples were ground
with 3000 emery paper and were etched with CP-4.

Determination of the impurity concentration in each sample

was made by the measurement of cyclotron absorption. In the



absence of intrinsic photoexcitation, the electron absorption
due to residual impurity is observed in n-type material. The
intensity of this absorption is proportional to the excess donor
concentration Np =Npa. In two samples, A and B, this excess
donor concentrations was found by means of Hall measurement.

The relation between the absorption intensity of cyclotron reso-

nance measuremént and the impurity concentration is given by

od = K(Np= Ng) (2.3)

where o is the absorption coefficient and d is the sample thick-
ness. The constant K is definéd by this equation with the values
of a of samples A and B and will be used-as\a general constant
for other InSb saméles. Using eqg.(2.3) with the above K, the

donor concentration of each sample was obtained by means of the

measurement of cyclotron absorption.



3. Theoretical Background
3-1) Conduction band structure under the application of

magnetic field

Indium—-antimonide is one of the III-V compound semiconductors
and is known as a typical narfow—gap semiconducteor. It is also
a direct gap semiconductor. The bottom of the conduction band
is located at I'¢. The top of the valence band is located at
I'g and that of the spin split-off band is located at I'. Kane23)
constructed a three band model based on K. P perftrbatioh in
fhe zero magnetic field. This model, which is constituted by
I'e, I'g, T7 levels,describes the energy diagram near T'-points -
with simple form and considarable precision. Bowers and Yafet24)
and Yafet?3) first showed theoretical description of energy levels
near I point for InSb in the presence of a magnetic field.
Treétments of these people éfe based on the perturbation theory
and only a finite number of cldse—lying bands are considered.
So the treatment becomes in effect a three band model. The
resulting 8 x 8 set of differential equations for the envelope
functions was solved exactly in terms of harmonic oscillator
functions. The following assumption is made. The asymmetric
Landau gauge is used for the.vector potential of external magnetic
field and the kinetic energy term of the free electron is naglect-
ed because of its small contribution {o electron energy itself.

The assumption,'A >> ¢ furthermore, is used. The energies of

gl
conduction electron Landau subbands are given by

| . 1
E(m)kiai) -'—"-—65/2 + [(Eg /:?)2 +£§D”‘.kg.1 ]/‘2’ (3.1)

where



{2.2)

Dy kgt = Tiwe (m+ 1/2) + (Wh / 203 ) F 1% | pipH / 2

Eere the notations n, k_, + denote Landau quantum number, the

z
momentum along z-axis, which is parallel to the magnetic field,v
and the effective spin state, respectively. When the spin-orbit
interaction is included, the pure spin state is no longer a good
guantum number. The gquantities m&‘and gJ: denote effective mass

and effective g-factor at the band edge of the conduction band,

respectively, and are given by

m?* = 3€g 4+ &g (3.3)
c 2k* 24+ 3¢&g

and

m 2A | O (3.4)
mg 24 +3€3 ‘

It has been found that three band model gives quite a good

go = -

analytical description of conduction electrons.. The model also
describes the aspect of the valence bands g and Tg. When one
needs more detailed and precise description about not only con-
duction band but also degenerate valence band to consider, for
example, interband magneto-optical transitions, the contribution
from other bands must be included in the theory. Pidgeon and
Brown<6) gave a theory including the interaction with higher
bands. This model has indeed shows a. considerable success in
describing the valence and conduction bands systematically. But,
in this model, there.remains uncertainty of band parameters.

.27,28)

According to the treatment by Zawadzki , who gave a

review of the three band model in InSb type semiconductors,



let us write down the wavefunction and energy levels of conduc-

tion electrons in the presence of a magnetic field. The Schrodinger

equation in guestion is

;Hpck, - EEC#' 7 (3.5)

where hamiltonian JH is répresented by

-
I

2 —_— -
25;']— P2+ VOC?) +4,chz (3 X?VO)F +/UB—}:>}0~

_) . - 3 . - - 0 . -
Here §==§-+(e/c)A is the kinetic momentum in the presence of a

(3.6)

magnetic field Hy along the z-axis. Z represents the vector
potential of the magnetic field and up denotes the Bohr magneton.
Vo(f) denotes the periodic potential of the lattice and G is the
Pauli spin operator. The 3rd and 4th terms in eq.(3.6) represent
the spin-orbit interaction and Pauli term, respectively.' A soiu—
tion of eq.(3.5) is represénted in the following form

T = Lt uj P 3.7

2

where the summation is over the energy bhand. Uj(;)'s are peri-
odic parts of the Bloch functions at.band edges, which are called
the Luttinger~Kohn29) amplitudes. The orthonormality between
these functions is established, i.e.,

|

where the integration is carried over the volume of the unit
‘cell . The envelop functions fj(r), being in contrast with
ﬁj(;), are slowly varying functions so that they are regarded
constant within a unit cell. By applying the momentum operator

on the product fi(f)uj(f) and multiplying ui(?) from the left,



eq. (3.5) becomes the following set of coupled equations

| =2 ) B “.-—b
?[MP +Ejo+ E 18y + Ty P -
S0 ~ .
where +Hy +peH 14 =0,
._,.- | . 4 _ - ‘
i =<l P - (0 xV Vo)l “i> . (3.10)

>
Here €j O‘is e eigen-energy of uj(r) and#°° is the spin-orbit
14
interaction term. The result, so far, includes no essential
approximation. One proceéds according to the similar approach

3)

by Kane.“”’A finite number of close-lying levels are treated by
means of the perturbation theory of degenerate or nealy degen-
erate bands, leaving out the contribution from all other bands

in the first approximation. Attention is paid only to Fgr Tg

and F7 bands; To solve eq. (3.9), the following eight states
are chosen as the L.- K. functions2?) uy(¥),
M1=4S¢ s

u, =15 T

Uz = R-V,

Uy = [2 2| '+/—3TR..T, | (3.11)

us= 2zt - R+ 4,

Mg= R4+ T, |

uy={3 =d - Frot
and-Mg=/;zT+/-;—2_E+\l' .

3~-4



where (3.12)

Rz =(xz:v)/llZ .
Here S and X, Y, 2 are periodic functions which transform like
atomic s and p functions under the operations of the tetrahedral
group at the point I'. The symbol 4 means the spin-up function
and ¢ spin-down function. By applying the functions (3.11) to
eq.(3.9), the infinite set (3.9) becomes 8 x8 set and is re-

presented as follows:

- | . J - | ] (3.13)

Here K is defined as follows:

K ="(-¢/m)<s|PgIZ>, (3.14)

This is called the interband matrix element. Using eq.(3.13),
the functions f3 --- fg can be expressed by f, and f2.28)

BEg. (3.13) is divided into two orthogonal solutions.

First solution corresponds to f,=£f, =0 (which is denoted '-')
and another solution denoted '+' corresponds to the set includ-

ing £y =f3=0. Adopting the Landau gauge for the vector



-E+V

kP_

mg =B+
Eg E+V

1
[

- —E+V

zkP_

- —A-E+V

—kPZ

~-E+V

kP_

-£  ~E+V
g E

_E]{P+

- —E+V

(3.13)




potentialvi, i.e. Z==(—Hy,0,0), the solution of eqg.(3.13) is

given as the following form

‘f',.z(?) =eo(}>[£(h:xz+lezz)] S ( ,'Jl:go ) , (3.15)

where y0==kXL2. Using the above functions, and putting £, =0

and solving the remaining equations of (3.13) to get f5 --- fg,

the following complete wave function is obtained:

+ . |
Tk kg (Fl = expli(hxx +kz2)]

| L ' =]
X {[ 1‘,4.,.95»‘/5. B +"2C+E ( 'ﬁlag(m-rl))
nm-+

met R

.b+‘ . 12 . )
LISY: haae Fo ou C+(ﬂé_/ﬁﬁ)/¢mz]1~

+}>+[(£’L§D/i"§ [ BaRe- (Bostae g 2/5] 4]

" Dus

(3.16)

By a similar procedure, putting f; =0, the following function

is obtained:

.kH'\—-k:. kg (¥) = expli(hxx+ lez2)]

_.‘+C~ c(m }2 -
B

X 2, 5 £
_ b-~c-5( hwen ) b, Ro+ C. (*—‘f&D-/-%éf%z}

| 2 Dau-

+ b;[(&;—/ff‘f—fﬁk_- (”"D“’:jfsb -,Z/rz‘]?},

(3.17)



where the coefficients are

€19 + Ex 5 | E+ )82

C%iiz: Ej.+ SE4 3 73 €§-+.2Esr

and Ct = ; . gj féE-_t ' (3.18)
with
_ A2 oy yo A+3Eq/2  (3.19)
P avearsga) S Tae .

3-2) Valence band & acceptor level in the presence of
a magnetic field

Valence bands cannot be treated in the manner cf treating
the conduction band, because of their band degeneracy and warping.
InSb is a narrow-gap semiconductor, so that for valence bands
a calculation taking account Qf the contribution of the conduc-
tion band and other bands is needed. Pidgeon and BrOWn26)Agave
the total band description of the conduction and valence bands,
including the contribution of higher bands. In their theory,
several valence band parameters are included. The determination
of these parameters has come into question. New parameter sets

30-34) gome authors proposed modified

30,31,35)

are given by several authors.

theories based on Pidgeon and Brown's one.
Because of the complegity of valnece bands, the

Adetermination of the acceptor level in the presence of the mag-

36-39) \ Leated the

40)

netic field is so difficult that few authors

acceptor level theoretically. Only Lin-Chung and Henvis



treated the acceptor levels in InSb theoretically. In this
theory, the acceptor levels associated with the 1light hole band
and the donor levels are calculated by a variational method
based on the treatment of conduction and valence bands by Pidgeon
and Brown,26) Zawadzki41r422howéver, pointed out that there is
a failure in the treatment of Lin-Chung and Henvis for donor
levels, so that the observed spin-flip traPsition of donor
electron is missing theoretically. Nevertheiess, out of this
theory, Seiler et a1.%3) achieve a considerable success in the
interpretation of hole transition between acceptor levels. 1In
the absence of an appropriate alternative, we will proceed,
somewhat tentatively, with the theory of Lin-Chung and Henvis
for dealing with our experimental result. Lin-Chung and Henvis

'

treated the following effective mass equation

, |
_ = (3.20)
[ #> ——1-(P2+22)/2]F(N,H),\) Ew,M, ) FiNe ) 0 O

where }, is the Hamiltonian for free carriers in the presence

of the external magnetic field. The Schrodinger.equation for

H, is given by

Hof (NH)= E(N, HIf(N, M) (3.21)

This equation is equivalent to eq.(3.9). Here envelope func-
tions of free'carrier, f(N,M) are divided into two parts, that
is, a-series and b-series, and written in one column vector

form; namely,

fa, i) = [ A B,
A3 By n-i (3.22)
A\“§NH,H+I
ArBusi et
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ane 'lcb (N,M) = ,Az?SN,H ’
A6¢N-I,H-l

As Pust Hei (3.23)

/42 ¢N+1,H+l

where QNM is a harmonic oscillator function (N <M). The enexrgy
levels belonging to QNM are labelled by Landau quantum nurker

N and are degenerate for different M (angular momentum). Following

44)

Wallis and Bowlden's" treatment and using above envelope func-

ticns, the variational envelope functions of impurity is give in one

column vector form, i.e.,

| _Tl’_a'azzz (3.24)
Fab(NH ) =Ff i INHIB ()€ ° ’ o

where € is the variational parameter, the variation of which is

40),

shown in Fig. 3 against the magnetic field. Py (z) represents

a set of orthogonal polynomials of z of order X, given by Wallis

and Bowlden44) ; for example,

Po(2)= (£ /2m)* |

(3.25)

|

Pi(z) (5‘)3/27T)Z*Z) efe .

The exponential factor in eq. (3.24) derived is from the inspection
of the similarity to a hydrogenic wave function. This trial
function is valid under the high field limit, i.e;, Y >?l,

so the function is appropriate for high-field impurity states

associated with light hole Landau subbands.



3-3) Several scattering processes

In this section, the transition probabilities concerned
with 0" and 0~ Landau subbands and donor levels will be summa-
rized. In InSb, the spin flip transition of electrons due to
the electric type perturbatibn having no spin operator can be
possible, because cf the spin mixing in the electron wavefunc-

43) first pointed out this possibility. So this

tion. Elliott
spin flip transition due to electric perturbétion is called
the Elliott procéss.rrln InSb, it has been found that the srin
flip transitions play an important role for all scattering

modes.46)

The relaxation times for several scattering mechanism
. with spin flip (for example,ionized impurity scattering, acoustic
-écattering and so on) are given here after the manner of ref. 47.

When the transition from 0~ subband to 0t subband is con-

sidered, the relaxation time T is given by the following equation:

-
s

T = T-—[u? + Ti -+ Te . (3.26)

The first relaxation time Ttemp denotes the time establishing
the electron temperature of excited electrons in 07 subband.
Second time Tj is the spin relaxation time and the third is

the momentum relaxation time of deexcited electrons in 0t sub-

T < T,.

band. It is reasonable to assume that Ttemp’ e 1

In view of thé carrier concentration of 1013-~1014 cm'3, the
non-degenerate statistics will be emﬁloyed, so that T; is in-
dependent of the electron concentration in 07 subband.
a) Spin relaxation due to ionized impurity scattering

The potential of ionized impurities in the crystal is

written:



—

U¢r) = > _ (3.27)
) L;_\r\r(r Rz) -

where the summation runs over impurity atoms situated at Ith
. = . . . . . .
lattice site Ry. The single impurity potential v(T) is given

by a screened Coulomb type one:

VI(F) = —elexp(~Fskr) [Eol | (3.28)

where €9 is the static dielectric constant and gg i5 the inverse
screening length.

The spin relaxation time Ty is represented as

| _2m Z 5 - (3.29)
- %<H< ‘+1U 1 k,=>] > §E,-E.)

The calculation of the matrix element of the potential is carried
out using electron wave functions (3.16) and (3.17), so that

the following expression of T; is obtained,

2
[ _me*Np Ez

Ty 2h& (Eg+2D )(Ey+2Dy) (kz

)/Z:I(§1 (3.30)

where ' - (3.31)
Lexy= =1= Crex)enp(x) Eil-X) |
Ej (x) is the exponential integral function
> et | 3.32
(=X ) = - —— dt - (3.32)
Ez ( ) jx. " |

and §1,2 is given by

Lo o= (UE/2)f[ et (RE+REF) +8s) . (39

The guantity o has the following form:



A A +2&g _ |
¢ = . (3.34)

The expression (3.30) is slightly different from the form of

Boguslawski.47)

b) Deformation potential interaction with acoustic phonons
The spin relaxation time due to the deformation potential
interaction with acoustic phonons will ke treated. The form.

of the interaction potential with acoustic phonons is given by

Bir and Pikus48) as follows:

M

where m,n are Cartesian coordinates. The notation ¢ represents

mn

the deformation tensor, having the following form,

l N
Emm =5 [ 05m/3%n+ 380 /3Xm] | (3.36)
where
- ¥
%(—)-:) = (-———-h—_;—) é\u[bg’u Cﬁ'f“??}-ﬁ“.c,]
2V Pwy(§) e (3.37)

Here p is the crystal density, bﬁv the annihilation operator
of a phonon mode, wv(a) the phonon fregquency and eV the phonon
polarization vector. The vector § is the wavevector from the
vth phonon branch. H.C. denotes Hermite conjugatate. The de-

formation potential Din has a form



Dwmn == PuPum /Mo +Vomm (3.38)

where V.. represents the derivative of the crystal potential
with respect to strain ey, and Py is the momentum operator.

To calculate the matrix element of §V,., the procedure used by

Szymanska et al.46) is taken. The resultant relaxation time
is expressed by two terms, i.e. "intraband" term and "interbanrd"
term,
—1 imthae — | ivter =1 3 3
= .29
7 =(T.) - (1T ), e

The intraband part is expressed by

[ kBT m :“ { We ‘ ‘2

—

2 [ u
— = _ LD —Mz:) (3.40)
T‘:‘g"“ 16 P (k;-:-k:)’_g \ T»ﬂnfgl D it M ’

where Z,,=(L512)[Ke® (ki + ke )T (3.41)

and summation of V runs over three branches of the polarization

of phonon, i.e.,eTl, eTl anc eL. MV(zi) are given by

ME(z)= [ ~§c-2(2¢,+16Cs) ~ 2N ¢ +4C3)]Z
+ [=4C, - 208C,~ ZX20Cy+ JC:)“Z‘?(C/ +'7‘C'2)JFCZ),

. | ’
MT(Z) =[ ¢ ~-C,—B(C+C2)]% (3.42)
+ [~Cy-27Ca~(Ci+cy) 2 IF(2)
and T2 ] N 3 '
M(2) = [ cat Fzca+ 2N +16C)+ 23 + 4¢,)]
+ [4c, + 167 C,+R(2¢, +20¢2) + 23 (¢, +4¢ )] F(z )
with | (3.43)

Ftz) = - Zekr(Z)Ei (-2)
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The interband part is calculated similarly and is expressed

as follows:

2_2
= = 7 —5 N(z:)
Tia © OMh B PE, ek Bin OL ) e
with
N- =L (12 22- 929~ Lz (11 +92)Fcz)
=y - 27 G | ’
Ti -
N = <(1-2)-L2F(=) - N W)
and

NT2=33(1+32) + ($*+-2—?2)2F(2)

These two parts are divided according to the relationship to
the deformation potential constants 1, m, n and s. The constants

are defined as follows:

.Q <'X'l [DXx l)( > ,

wm.

)]

<Xng;’X> 9
-~ (3.46)
M ="< X1 DxglY >,

}5 = ‘<.S l [lxg l =4 ;>

or their cyclic equivalents. X, Y, 2 and s are periodic func-
tions of I'jg and Ty symmetries, respectively. The intrabana
part is related to 1, m, n and interband part is related to s
interband constant.

c) Piezo-acoustic interaction

The form of the interaction potential is given by

{
l 5 = XWGP( = )/2 (3.47)

&g ° AT T eEs \Z7Pwg)

kp [ b-g*»ekr (a."z"’?) - bg’u exp (—i-g'f 7)_']
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for a single phonbn mode aV. P is the piezo-electric constant

6f the crystal, and K describes the angular dependence of the
interaction. Considering the screening effect by free carriers,
the free carrier dielectric function € (g) is included in eq.(3.48).

- The resultant spin relaxation time thus becomes

| Pect 2 kelwck; ' kl) (3.48)
—_— = 36T E | — ¢ 48
Tpy (Ea Eo ' (Ri+ R ( we QZ’.P(;) 2 |

where ( Kz/,‘)z)cw - é“ (k;/fl/;)cw , (3.49)
P(?{)= | +S + (§’+S+§’S)ekp(§/E4'(_§) (3.50)
(3.51)

S=A58s /2.

3-4) Donor-acceptor recombination

Thomas et.af?)showed that the experimental results of
donor-acceptor recombination radiation could be explained clearly
in GaP. In their treatment, two cases are considered.
One is the situation that donor or acceptdr concentration is in
excess and all the impurities are initially neutral. The other
is the situation that donbr and acceptor concentrations are
equal and all of them are initially neutral. The former wili
be called type 1 and the latter will be called type 2. For
both situations, the time wvariation of residual neutral donor
(or acceptor) concentration and that of the radiation intensity

caused by donor-acceptor pair recombination are given by this
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theory. The decay profile does not obey an exponential law.

If the distance to the donor is not too small, a hole bound to
an acceptor sees an ,incident electron wave weakly bound to a
donor, the wave function of which is denoted by y;(r.). Giving

a full credit to the assumption that the electron wave function
~Y1{re) can be replaced by the wameﬁhnction wi(re), which is the
wave function of the electron at the site of the acceptor in

- the absence of the acceptor, the optical matrix element is given

by

*
Mcv("') = ot . X q”( (r) (3.52)

where r is the distance between the donor and the acceptor.
Furthermore the behavior of y;(r) for large r is given by the

following simple equation,

Y (r) o< ™ eap (- K/ ag) (3.53)

where oy * / B* J'/z | (3.54)

d ,/2 (3.55)
an m =—] + (ER/Ea) " . .

Here Ey is the bindihg enéfgy of an ideal hydrogenic donor and
E; is that of a real donor. 1If the'simple hy@rogenic donor is
considered, there m will be zero and ap will be the donor Bohr
radius. The radiative recombination rate W(r) of an electron-
bound on a donor with a hole bound on an acceptor at a distance

r from the donor will be written

W (F) = W, ©KP (-2F/ag) . | (3.56)



Eere W is a constant depending on the impurity levels. Let

ax
0(t) be the probability that the electron populates on the donor
at a time t. The quantity to be compared with an experimental
value is the ensemble average of Q(t), which we will denote

<Q(t)>. After calculating the ensemble average, the following

expression is obtained, for the case of type 1;

Q) = exp [47rmf°f exp[-Wwt] - ,} Fdr . (3.57)

Here the quantity n denotes the concentration of the majority
constituent. In the situation of type 2, in which the compensa-
tion is exactly attained, the average probability <Q(t)>comp

is given by the following equations;

o T
_ [ - .47_. . 2, (2.58) .
<Q(t)>c”r= eﬁp[47rm£eo<y{ W‘(HJj@(t)}m"dtJ i )rdr}

and QW) comp = <QTID

T dt/

with . - —s (3.59)
t jo BRA9)) .

Here t denotes the true time. In both situations, one parameter

W that is characterized by matérial and impurity, has to

max’

be included.

(V8]
1
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4. Experimental Results
4-1) Strong excitation case in n-type InSb
As mentioned in the preceding section, Figure 2 shows the
absorption signal of photoexcited carriers just after photo—'
excitation in n-type sample 2 at 4.2 K obtained by using 119 um
FIR-laser. In Fig. 2-(a), which is the absorpfion signal in the
absence of intrinsic photoexcitation, there arise the well known
double peaks due to electron transitions. The resonance peak
at the lower magnetic field is the transition of donor electrons
from the ground state (000)" to the excited state (010)%, i.e.,
50)

the so-=called impurity cyclotron resonance (ICR) Here the

4)

nomenclature of Wallis—Bowlden4 is employed for donor levels

”in the strong magnetic field. The other peak is the cyclotron
resonance of conduction electrons and corresponds to the transi-
tion from 0% to 17 Landau subband (denotéd by Cl), where the number
indicates the Landau quantum number and + and - indicate the
effective up- and down-spin states.

The absorption signal is due to the carriers in thermal
equilibrium. In other words, electrons populate only the 07
subband and (000)+ level, while practically no free holes exist,
in thermal equilibrium at 4.2 K. On photoexcitation, two new
peaks were obtained related to light holes (indicated by % in
Fig. 2(b) and (c)). The peak located at B=1.66 T (m* =0.0184mg)
corresponds to the transition from -1 Landau subband of light
hole to 0- subband and the peak located at 4.56 T (m* =0.0505mg)
corresponds to that from -1 to 0% subband. In Fig. 4, the
Landau-fan for light holes is shown, that is calculated after

6)

5 - :
the manner of Pidgeon and Brown with our valence band



parameters.33)

The cyclotron resonance absorptions with w./2m =
2519 GHz (corresponding to the wavelength 119 um) are shown by
the vertical arrows in Fig. 4. The above assignment is yerified
from this figure and agrees with that by Button et al?l) The
time variation series of the cyclotron absorption at 4.2 K is
shown in Fig. 5 up to the magnetic field of ~3 T with laser
wavelength of 84 um. These are not modulation signals. On the
right shoulder of each curve is denoted the delay time after

- photoexcitation. The resonance peaks of light hole (denoted by

Y in Fig. 5) disappear at a delay time of 7 pus. From this series,
it is found that the time constant of the light hole signal is
1.5 us. Furthermore the time constant of the light hole signal
at 4.56 T in Fig. 5 is also found to be ~1.5 us. Under the
strong excitation in n-InSb, the aspect of the absorption signal
associated with electrons is considerably complicated. There
appears ﬁ6 obvious resonance peak related to electrons just after
the photoexcitation. The disappearence of electron resonance

52) They have shown that

peaks may be explained by Li et al.
no bound state exists, when the donor impurity concentration is
greater than 6 x 1013 cm~3 because of the bfoadéning of impurity
levels due to the overlapping of bound electronwanefunctions;
When the excitation intensity is high enough to neutralize all
the donors, the number of free electrons increases with the
increase of excitation intensity and then the binding energy
decreases. The difference between bound and free states dis-
appears, so that a very broad peak is obtaingd. The critical
impurity concentration may be larger than that predicted by Li

{ N
et al. Then the measurement of the time variation of the
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absorptioh signal at the resonance magnetic field of the donor
electrbns yields the information about both free and bound
electrons. Figure 6 shows the tiﬁe variation of the absorption
signal at B=1.66 T corresponding to the resonance fieid of ICR
by means of the gate scan technique. It is found that the decay
curve is divided intc two stages, the first stage decaying very
fast and being observable till about 10 us and the second decay-
ing very slowly. The fast stage has a time éonstant éf ~1.5 us,
that is indepéndent of temperatufe (between.l.7.and 4.2 K) and
samples so far as n-type samples'are concerned. The decay rate
of the second stage varies from sample to sample, ranging from
several tens of pus to a few ms. The decay curve is not neces-
:sarily expressible by a simple exponential. This second stage
with a slow decay has proved to be due to the donor-acceptor
recombination from its analogy with a similar phenomenon in
germanium.53)A detailed discussion will be given later.

The first stage does not appear in the weak excitation
condition. . The time constant of the electron siénal in this
state agrees with that of the light hole signal mentioned before.
The first stage is interpreted as the signal due to overflowing
free carriers. The photoexcited carriers promptly fill up the
ionized impurity states. If the intensity of photoexcitation
is strong enough, one should exbect a large number of free car-
riers, which are unable to find a place to neutralize among the
impurity centers. The sole channel for these excess carriers
is electron-hole recombination. Thé time constant 1.5 ys is
two or three times larger than the value obtained for radiative

54)

recombination by Fossum & Ancker-Johnson. More quantitative



study about this stage is difficult, since the response time
of the whole detecting system including the Putley detectorSS)

is equal to or larger than 0.5 us.

4-2) Weak excitation case

When an n-type sample was subjected to a strong photoexcita-
tion, the absorption signals just after photopulse was very broad
and overlap each other even in the highly resolved measurement
at 84 pm. This.makes a quantitative analysis difficult. Resolu-
tion in absorption curves becomes better after about ten micro-
seconds from photopulsé, whence the curves can be treated analyt-
ically. Instead of waiting for a good resolution after a strong-
excitation, we may as well treat the signals under a weak eXcita;
tion. In that case,.nct.all cf the impurities are occupied by
carriers and there exist no overflowing darriers. In Fig. 7
and Fig. 8, a series of time resolution traces under weak
photoexcitation are shown as a function cf magnetic field for
n-type sample B and p-type sample C, respectively. It is noticed
that an additional peak is gbservéd, corresponding to the electron
cyclotron resoﬁance of 07 subband (denoted by Cp). Comparing with
the signals without excitation for n- and p-type materials
denoted by =~ in each figure, it is found that there exists a
great difference hetween these signals. In n-type sample, there
exist double peaks (Cj and ICR). On the other hand, no residual
signal is observed in p-type material. In other words, all the
observed signals are of the transient character in p-type sample,
cc that it is better to use a p-type sample fcr studying the

time dependent behavior of the photoexcited electrons.



Meanwhile, in-p—type InSb, small changes in peak position,
half width and linehsape can be recognized for each peak, the
peak shift could not be observed within experimental error.

The changes of the half width is less than those in n-type.

3)

Though asymmetry of lineshape due to kz—broadeningl is rec-
ognizable at the beginning of photoexcitation in n-type sample,
the lineshape of each peak in p-type sample can be fitted by a
simple symmetrical Lorentzian. '

For these reasons, we studied the behavior of photoexcited.
carriers in p-type material. The integrated intensities of
resonance peaks ICR, Cy, Cy, are proportional to the densities
of electrons populated in (000)* level, 0% and 0~ subbands,
respectively. These integrated intensities of ICR, Cy, Cp will
be denoted by Ip, Ij, Ié, respectively. By tracing the variation
of each intensity, the variation of the electron density. populat-
ing each level can be obtained. 1In Fig. 9, we plot the time
.variation of each integrated intensity derived from the absorp-
tion signals in the p-type sample C. The intensities Iy, I, Iy
and their total I .,y =Ip+I; +I,; vary over theqtime scale of
several tens of microseconds. The intensity Ip first rises,
then reaches a maximum and starts decaying. The first rise
reflects the progressive neutralization of the donor centers
at the iﬁitial.stage. In the time variation of Il' a similar
first rise can be slightly recognized. After 1 us, the variation
is regarded as an exponential decay. The time variation of I,
is also exponential. The time constants of I and I, are 12 us

and 2.7 us, respectively. If the time variation of I after

reaching the maximum at 3 us is regarded as exponential, its



time constant is found to be 23 us.

Discussion of electron density in each level needs a.detailed
knowledge about electron transfer processes in these levels.
Before stepping into this, we shall recall the concept of electron
temperature. In each level, the momentum relaxation time is as
small as 1011 sec for sample C at 4.2 K, so that the establish-
ment of quasithermal state can be attained. The introduction
of electron temperature is not so strangé and is convenient to
describe the nonequilibrium carriers. We will introduce two
kinds of electro£ temperature,i.e., intersubband electron tem-
perature Téx: and the electron temperature established between

DC

donor level and 0T subband, TE . These effective temperatures

will be described in the next section.

4-3) Electron temperature

To describe a transient behavior of a photoexcited electron
system, two kinds of electron temperature are introduced. We
assume that the electron distribution between O+— subband
and (000)" donor level and that between 0+- and 0™-subbands are
described by Maxwell-Boltzmann statistics. These two distribu—

tions, however, will correspond to different electron temperatures,

i.e., Téxz, Tém:, respectively. This treatment is according to
12) 13)

the manner of Kobayashi et al. and Matsuda and Otsuka.

First intersubband temperature 7 CC

E is defined by the

equation,

My

Il

erxp[_f—E—

] (4;1)
My ka_réc %



where n,; and ng are densities of electrons populating 0*- and

07~ subbands, respectively, and AE is the energy difference between
these two subbands, that is ~5 meV at 2 T. The electron densities
are proportional to the integrated absorption intensities, so

that the ratio of electron densities between 0%t and 0~ subband

is equal to that of absorption intensities, that is, (nd/nu)=

(I,/I7). By measuring the intensity ratio (I»/I;), the electron
temperature T;x: is determined by the equation,
ldd =1 (4.2

’38
DC . .
Another electron temperature TE is determined by the popula-
tion ratio between (000)% donor level and 0+ subband, so that
the relation between this ratio and temperature obtained by

-

Matsuda and Otsuka™ "’

(V)

is used. They have measured the cyclotron
resonance absorption by varyiné the lattice temperature from

4.2 K to 90 K in n-InSb (Fig. 10). In thermal equilibrium, by
considering an n-type material having densities Np and Np

of donors and acceptors, respectively, the electron density

occupying to 0%- subband, n,, is determined by the following

equations;
[4]
mu (Np = Np) Loy €4
= — Nc exp [ - (4.3)

Pd; 2 F kgv;“lj

and
)
My = Np- Ng -Np , (4.4)

where Nt: ic the effective density of states ir the presence of

a magnetic field; €d is the ionization energy of (000)* ground

(N
{
~J



doner level; and Ng is the density of neutral donors (Here the
factor 1/2 is different from the corresponding equation of Matsuda
and Otsuka]?) By fitting the data obtained by Matsuda and Otsuka

to eqg. (4.3) (Fig. 11), Nt:and €q are cbtained as follows:

15
Nc*zs.s‘xw o’ and  Ed= L% mEV (4.5)

The effective density of states Nﬁ: is given by

N:=(‘/%Tr'z)(27rm§ksT/ﬂ;)/z(eB/ch). (4.6)

By taking appropriate values of parameters to fit the experimental

conditions, we obtain 3.25 x1015 cm™3 as Nﬂ:. The binding energy

40,56)

of (000)T state at 2 T is ~2.3 meV The agreement of N¥

between above two values is fairly good but ionization energies
have a considarable gap. We will employ the value (4.5) to

obtain the effective temperature TPC in the study of photoexcited

E

carriers by means of the following equation,

0 ~1
Tet == £ fuara(T) (05 )1f

fep
Under weak excitation, the condition Np >>N5 is established ;

so that eq.(7) is rewritten

Nc)]]—l o

- Here the ratio nu/NS must be determined from experiment. From

Tei=-Ld qu[z(

the measurement of impact ionization due to electric field,
Kobayashil2) has found that the oscillator strength of donor

electron transition is nearly equal to that of conduction



electrcn transition. The ratio nu/Ng in eqg.(4.8), therefore,

can be replaced by I;/Ip.

4-4) Expression of experimental data by electron temperature
Figure 12 shows the two kinds of electron temperature

derived from the time variation of absorption intensities at

Ty, =4.2 K and 1.6 K (Fig. 8). It is found that there exists a
great difference between the behav1or of Téx: and T;K: ’%fc

for Ty =4.2 K attains to 40 K at the just end of the photopulse

and cools down to 10 K at 12 yus, while the maximum value of Téx;

is only 5 K and it does not vary very much vith delay time.

Moreover, Téx: becomes even lower than lattice temperature

Tr,=4.2 K after ~5 ps. The determination of T;x: depends con

the choice of the e¢gq value. If we choose as ¢y not 1.4 meV but
40,56) ., DC . . .

2.3 mev, Tg attains 8 K just after photopulse. The lattice

temperature seems not to affect the electron temperatures between
1.6 K and 4.2 K. It should be remenmbered that, in p-type, all
the observed signals are due to transient carriers. It may not
be too strange then that the effective temperature is less than
the lattice temperature. 1In this time variation of the absorp-
tion, there exists the following characters. The existence of
C, peak determines the effeétive temperature Téx: and indicates
for the electron system to be in non-equilibrium; in other words,
in an optically "hot" state. The low value of QEPC shows that
the hot electron state is not derived from the rising of the
lattice temperature;T;. If T; were high enough for the peak

Cy to appear, the disappearence of ICR would be accompanied with

(see Fig. 10). The low value of Téx:, therefore, proves that
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the lattice temperature has not increased.

If Téx: decreases tc the lattice temperature T according

to an exponential curve with time constant 1., the description

of the time variation of'I‘CC

E is given by

cC ce
- T
dTe - e L (4.9)

dt Te .

When this equation is applied to the experimental result, Te

becomes 6 ps. That seems to be a considerably large value.

3)

Let 'us take the Shockley mechanism to explain the large

T - Then, is defined in the form

Te
Te = T(lgT, / me S?) ; (4.10)

where 1 is the electron-phonon scattering time which depends

both on Téx: and on T, mzathe effective mass of electron and S

the sound velocity. Putting T;x:==40 K and Ty =4.2 K, one obtains

TC==1.3}§10_7 s, that is much shorter than the experimental value.
Here one may add another temperature, i.e., intrasubband

electron temperature, Telntra' This temperature has been defined

13) and -discussed in the electric field ex~

by Matsuda and Otsuka
citation. In InSb, one of the hot electron effects is shown in
the deviation of momentum k, in a subband. This effect induces
a tail on the high field side of the resonance peak and the
shape of resonance peak becomes aysmmetrical (called "k,

3)

broadﬁning"l ). Figure 13 shows the ratio between the right
and left half widths ¢f half maximum of Cq which are denoted by
A% and Ar, respectively. It is found that the ratio (Ar/Af) 1is

nearly equal to 1 and is much smaller than the ratio in the



electric field excitation (denoted by a bar at 0 ps). 2And the

ratio seems to be independent of delay time. This means that

almost all the electrons populate the bottom of 0t subband, so

that the intrasubband temperature is not much higher than Tj,.

This fact holds true also for the Cy» peak. By studying the
intra

line shapes of C; and C,, Tg seems to be independeht of the

excitation intensity and the lattice temperature (up to ~15 K).

And TElntra seems to ke independent of samples. The time-
variation of T;x: can be determined by that of the ratio (Iz/Il)

directly. Let us consider what determines the time wvariation
of the ratio. The ratio (Iz/Il) seems to decrease exponentially,
having 3.6 us as the time constant. This time constant is much

shorter than that of the total electron density (t¢gr =19 us).

As far as considering the decay of the ratio (I,/I;), the assump-
tion that the total electron density is constant is reasonable.
Under this assumption, let us consider the following simplest

rate equations:

md =-Md/ TG -Nd /T (4.11)

Ny = MAd[ Ty — Mul Tz 5 (4.12)

Na = mu /T (4.13)
and Nd = mq / T3 5 . (4.14)
where ng and n, as well as Nu and Nd are the electron densities

belonging to the 07- and 8¥- subbands as well as to (000)* and
(000)~ donor levels, respectively. The schematic diagram of

possible electron transition between these levels is shown in



Fig. 14. is the characteristic time constant of the transi-

T21
tion between 0~ and 0% subbands. This transition is associated
with a flip of electron spin. 715 and 13 represent the time con-
stants of transitions from subbands 0%t and 0~ to associated
donor states (000)% and (000)~, respectively. By solving the

coupled rate equations, each electron density is represented

as a function of delay time with the form,
o 't . . _
Md (t) = mdexpl-—1 (4.15)

Nylt) = ’na epcff‘ %J'
(4.16)

+%§($j){€“p[~%]—emp[- - J}

and
Ny(t) = —24T"_(zenp E———J Z, etxf[——J)
Ty (T-T') (4.17)
- Ny exp (- ) + .
u f -zz) NU B
where f Lo ] (4.18)
! ] | | (4.19)
--/ = — + — e
T~ T L&) =
and oo o °© , " ° (4.20)
Ny = Ny + ma (F) +ny

4 and Ny denote the densities of carriers just at

-}
Here ng , N
the end of photopulse in 0~-, 07— subbands and (000)* donor
level, respectively. From egs.(4.15) and (4.16), the ratio

(ng/ny) is given by the form,

ﬁ«!:;_‘sf

A ”
( [- =] - )+,__e [.. J] (4.21)
) exp - ! XP

M4’



In the experiment, the ratio (nd/nu) decreases as the delay time
increases, so that it is found that t' < T, from eq. (4.18). Ty
and 13 are the time constants of the transitions from 0-Landau
subband té (000) donor level having opposite spin states, so that
one may assume that Ty is nearly equal to T3e

Under the approximation, we will consider the donor density

Nh(t) in two cases.

a) If ' << Ty, (4.17) is transformed as follows:
~ N t
Nut) = Ny +mu(:—w}>[-%—;]), (4.22)

b) While, if 1' <1,, (4.17) becomes
’ o & t aol
Nult) & (Ny = Ny ) exp L--:c"_] + Ny | (4.23)
. 2 '

In both cases, the .time variation of Nu(t) depends on 1. From
the time variation of N in Fig. 9, one obtains 15 ~ 10 ys using
either eq.(4.22) or (4.23), assuming an exponential decay.

By measuring the slope of the time variation of I,, one obtains
2.7 pus as the value of t' from eq.(4.15). Under such a circum-
stance, it is not so bad an approximation to put t' <<t1p. By
utilizing the assumption 15 =13, 1' is found nearly equal to

11 and also 1'x1y; From the experimental result in Fig. 9,

'nﬁa being much larger than nd’, eq.(4.21) is approximately

given by
(]
md " +
= do QQ('P [—?] . (4.24)
M‘-! Mq 2/ .
It is found.that the time variation of Téx; (i.e. (ng/ny)) is

determined by T,; which is the time constant of the transition



from 0°- to 07F- subbands, in other words, the life time of electrons

7)

in 07 - subband. Gornik5 has observed the transition from L7
to 0t subband by means of saturation measurment of cyclotron
radiation with FIR-laser (wavelength 90.6 pym and 66.0 pym) at 2 K.
Ee showed the value of 0.1 ns as the electron lifetime at 1%
subband for this transition. This value was determined by
electron-electron scatterings. In his case, there exiéted
electrons having a concentration of 1013 cm~3. The experimental
conditiong (for example, temperature, resonance field etc.) were
similar to ours. The only difference was that he observed 1%
subband electrons, while we observe 07 - subband electrons.

With all that, there is a big difference between observed life-
times. The transition from 0~ to 0%t is accompanied with electron
spin flip, while that from 1%t to 0T is not. The observed long
lifetime of electrons in 07 - subband may thus be due to spin-
£lip.

Acs mentioned in Section 3, the spin flip transition is
possible even by an electric perturbation with no spin operator.
The spin flip transition in the presnece of a magnetic field
due to various scattering potentials has been investigated
extensibly by Boguslawski and Zawadzki47), They showed thét
at low temperatures below 20 K, the dominant scattering mechanism
for spin flip transition is the ionized impurity écattering,
supposing. donor concentration is ~lO15 cm_3.

Let us calculate the life time of electrons in 0~ subband,
i.e., relaxation time of spin flip transition, using the appro-

priate value of parameters to fit the experimental conditions.

The following values are chosen: effective mass of electrons

I
I

14



nx? =0.0l6m,, effective g-value g* =-50, static dielectric con-

e
stant e =17.8, impurity concentration ND==1014 cm™ 3 and Debye-
Hukel type screening length ~500 A. The unquantized part of

energy Tk, is assumed to be

('ﬁkz) [ }EBT 1000q (1.25)
= -— e .
2m 2
intra . . ‘
where Tg "~ 1is the intrasubband electron temperature. After

calculating eq. (3.30) with these parameters, we obtained the
spin relaxation time T;,as a function of intrasubband electron

temperature TElntra as plotted in Fig. 15. A fairly good agree-

ntra _oo x and experi-

ment between the calculated value at Tg
mental data was attained. The observed slﬁw decay of the ratio
(I»/I4) thus seems to be caused.by spin flip transition of 07
subband electrons. The dominant scattering channel seems to be
due to ionized impurities. But other scattering centers have
also to be considered. With our experimental conditions,
electron-neutral impurity scatterings and electron-electron
scatterings have a possibility of contributing to the spin-
flip transition. _

First treating the neutral impurity scattering, the form

proposed by Otsuka®8) was taken as the scattering potential.

The form is given as follows;

2 J

e
Vir) = - e ( »

| r
elx - (4.26)
+ ay J PL ag ] s

where aﬁ* is the effective Bohr radius. Using the Fourier trans-

form of V(r) and calculating after the manner of Boguslawski,



the spin flip time due to neutral impurity scattering-is given

| Te* Ny Es o3 (4.27)

Tm«ef 2hEF (E9+D)(E5+2D,) (kj+hi)% Zf Vg,

where ] (4.28)

%
J(x) = Cgsj,.,) -‘L --I+-_;’-; +(I+JUCE (-x) ]

+3L(gsng)2[ |+ -’—IL- - X €X¥E s (~x)]
+ [=1 - (1+x)eXE;(~-x)]

While the T; due to ionized impurity scatterings will be written

as Tlion_ The notations in each equation were already given in

3-4. The obtained relaxation time Tlneu is shown in Fig. 16.

It is found that Tlneu is nearly equal to but somewhat smaller

than Tlion‘ It may be noted here that the exten£ of a single

neutral donor (the order of a;:) is nearly the same with that

of an ionized donor (the order of the screening length). The

contribution of neutral donors, accordingly, may not be neglected,

so far as their densify is comparable with that of ionized donors.
Second, the spin flip relaxation time due to electron-

electron scattering has been given by Boguslawski59) . The

expression was given in no magnetic field as follows;

! £ ( ¢o TrkBT) J (4.29)
— = — M - S .
—7—;98 4 c Fo'.é‘; m* ¢ /5 ,
where Jix) = =1 ~ (’+3‘)99(F(3L)E1' (-~ X ) (4.30)
and S==3h2q32/2m;'. Here dg is the inverse screening radius of



Cebye-Huckel type and other parameters are as before. A dif-
ferent point from the ionized impurity scattering is the exist- .-
ence cf the gxchange channel included in the factor %. To compare
this relaxation time with that due to ionized impurity scatterings,
the following expression is readily obtained.

ee +
T, =4fz‘ J(s/4«) Np (4.31)

;’,—""M 5 Jd(s) Me

One may note J(s) »-¢n s as s »0. Then in the limit of high

temperature, we have

(4.32)

NG

- > [ 13

T lom Me

It is found_that the spin relaxation time due to electron-
electron scatterings becomes nearly the same as that due to
ionized impurity scatterings, supposing that the density of con-
duction electrons is nearly equal to that of ionized donocrs.

The form cf eqg.(4.31) can be applied to general cases. With
appropriate parameters, one obtains 8 us as the relaxation time
T, .

These two additional scattering mechanisms, neutral impurity
scatterings and electron-electron scatterings, have the same
physical origin as ionized impurity scatterings, namely the
electron scattering by an electric potential of the screenecd
Couvlomb type or similar, in a crystal with non-negligible spin-

orbit interaction.



4-5) Excitation intensity variation of spin relaxation

To study the ccntribution of these three scattering mecha-
nisms on spin relaxation time, the effect of excitation intensity
on spin relaxation time was studied. By increasing the excitation
intensity, the density of free electrons and that of neutral
donors will be increased, while the density of ionized donors
will be decreased. The measurement of the excitation intensity
dependence of the time constant Tyq0f thé ratio (Ip/I7) will
then show what the main scattering center is.

To obtain the relaxation time Ty, a series of time variation
data with other physical parameters being fixed was needed.
The versatile multichannel time resolution system was full used
to get such on dependence of spin relaxation time on some physical
parameters (for example, excitation intensity, lattice temperature
etc.) under the same conditions.

Figure 17 shows a series of time variation of sample C
under a medium exciﬁation intensity, obtained by means cof a
single scanning of the magnetic field. The séries consists of
15 absorption curves with their time interval being 1 ps between
adjacent traces. To survey the effect of excitation intensity,
this‘series of the absorption curves was obtained under several
excitation intensities between 0.025 mW/cm? and 0.2 mW/cm2
measured at just before a sample. |

By obtaining the integrated absorption intensities Ip, 14
and I, for each curve -of" trace, time constants for Ip, I,
and I,, as well as that of the ratio (I/I1), or the assumed'
spin relaxation time T;, were determined. We notice-the relaxa-

tion time 153 of the ratio (I3/Iy) to be a function of excitation



intensity. Figure 18 shows the excitation intencity (Iex)
dependence of 1597 as well as that of the ébsorption intensities
Ip, I; and I;. 157 first increases with excitation intensity
I.x, reaches a maximum at I, =0.13 mw/cm2 and then slowly
decreases.

As seen in eqg.(3.30), the spin relaxation time T7 due to
ionized impurity scattering is inversly proportional to the
density of ionized impurities Nﬁ*. If only the ionized impurity
écattering were contributing to the determination of Ty, that is,
determination of t157, the observed relaxation time Toq would
be longer as neutral impurities increased. 1In other words, the
intensification of the photopﬁlse would reduce t537. This is not
the case of the experimental result. 1In the calculation of

47 59 ’
' ).the scattering originated from Coulomb potential

Boguslawski,
was baéed on one electron approximation, so that $pin relaxation
time due to electron-electron scattering is also inversly pro-
portional to the density of conduction electrons n.,. If the
potential form (4.26) is taken as the potential due to neutral
impurity scattering, the corresponding relaxation time should
also be inversly proportional to the density of neutral donors
Nﬁ’. When the spin relaxation times Tineu given by eq. (4.27)
and Tlee given by eq. (4.29) are calculated with appropriate

e

parameters, it is found that Tln Yoo s and Tlee==8 LS.

o _6 s due to ionized

These values are comparable with Tll
impurity scatterirngs. Under such a circumstance one might as
well make an overall treatment for three different kinds of

scattering centers rather than treating them separately. So

the following effective density of scattering centers N is



irtrcduced;
o +
N = aNp + BbNp .+ cnc 5 (4.33)

where the constants a,b and ¢ denote relative scattering proba-
bilities due to a single neutral donor, an ionized donor and

a conduction electron, respectively. As far as one assumes the
one electron approximation to hold, the variaticnil of N agrees
with that of relaxation time Tq (that is, 121). In the lower
'paft of Fig. 18, dependence of densities of conduction electrons
and donor electrdns on excitation intensity is shown. The
densities are derived from the absorption intensities (I +1Ip)
and I at 2 ps after the photopulse, respectively. The density
cf neutral donors shows a tendency to saturate at the total -
donor density of 1 x lO14 cm—3 as excitation intensity is
increased. The observed‘absorption intensity Ip as a function
of’excitation intensity Igx is extfapolatea tolthé limitmof thé

strongest excitation, where I converges to the maximum value

IDmax, that corresponds to the absorption intensity due to all
the donors, the concentration of which is 1.0 x 1014 cm™ 3., By
max

measuring the absorption intensities ID’and (I +I5) with I
as a calibration standard, the relative electron densities NJ

and n, can be obtained. These are shown in Fig. 18 and the

C

position of the Np (corresponding to IDmax) is denoted by a
horizontal dot-dashed line. The relative density of ionized

donors Npf cculd be determined from the relation
+ o
Np = Np - ND . (4.34)

The resultant ionized impurity density Nﬁ* is shown by a broken

4-20



line in Fig. 18. Using these aensities, N can be determined

by choosing appropriate values of a, b and ¢ to fit the experi-
mental result shown in Fig. 18. The chosen values of a, b and

c are 0.9, 1 and 0.8, respectively. The resultant curve of N

is shown in Fig. 19 as a function of I,y. Though these parameter
values have a considerable uncertainity, the experimental result
that there exists a maximum in 15; at 0.13 W/ cm? mnay be explained.
In InSb, the binding energy of a donor electron is very small
(~O;6 meV at zero magnetic field);rso that.the neutral donor
impurity has a large Bohr radius(that is even larger than the
screening length of ionized donor calculated from the Debye-
Huckel model in our experimental condition). The scattering
cross-section of a neutral donor is thus comparable with that

f an ionized impurity. Considering that a neutral impurity

0

has so large an extent as an iénized impurity, it is not sur-

prising that the contribution of neutral impurity scatterings

to 157 is comparable with that of ionized impurity scatterings.

If eq.(4.31) holds in our experimental condition, the contribu-

tion of electron-electron scatterings may be about 90 % of that

of ionized impurity scatterings. This value seems to be reason-

able in view of the ratio c¢/b =0.8 that is predicted from eq. (4.32).
From the measurement of the excitation dependence of 157,

it is found that.the contributions.from theée three kinds of

scattering centers to T, have more or less the same importance.

4-6) Sample dependence of spin relaxation time
Figures 20 and 21 show the absorption curves of samples

D and E, respectively. The experimental conditions (excitation



intensity, lattice temperature and so on) were the same as those
for the data of sample C shown in Fig. 8. Comparing the three
absorption curves, it is found that the intensity of C; of
sample E just after the photopulse is much smaller than those

of samples C and D. The maximum electron temperature in sample
E is 30 K, while that attains to 40 K in sample C. In sample D,
it becomes as high as 54 XK.

In Fig. 22 the time variations of the ratio (I»/I;) of these
samples are showﬁ. It is obvious.that difference is seen not
only in the magnitude but also in the decay behavior between
samples Cand D and sample E. The ratio 12/1l in sample E is
much smaller than those in sample C and D. This meéns the elec-

inter

tren temperature Tg in sample E is lower than those in samples

C and D. The slope of decay curve of Iz/Il in sample E is larger
than those of sample C and D. The time constants 151 of these
three samples are plotted against the inverse donor concentration

(1/Np) in Fig. 23. HKere the solid line indicates the calculated
7)

on

value Tll ty the theory of Boguslawski4 , with appropriate

. . . . . ion . .
parameters, in which the spin relaxation time T; is considered

to be inversely proportional to the ionized donor densities Np .

n

° the relation Np xNp© is realized, so Tllo o«

D D’

(1/Np) . The donor concentration of sample E is about twice as

Assuming N << N
large as those of samples C and D, the donor densities of which
are 1.0 x 104 cm™3 and 1.3 x 1014 cm™3, respectively. This result
seems to indicate that the dominant scattering channel of the
spin relaxaticn of 07- subband electrons is due to the impurity

. scattering and this seems to support our previous conclusion.



4-7) Lattice temperature dependence

To explore the phonon effect on the spin relaxation time T4,
the lattice temperature dependence of Ty; (i.e., T,;) was measured.
The temperature range was from 4.2 K to 15 K, and the
multichannel time resolution system was utilized as before.
In Fig. 24, the time constants Ttp, Tyr To and Tgoy of Ip, Iy,
I, and total absorption intensity Iyt are shown as a function
of lattice temperature at a medium excitation intensity. It is
noticed £hat the time constant Tiot of the total absorption
intensity I, . shows a cénsiderable large change against tem-
perature T;. It has been assumed that the total electron density

niot (i.e. Igoe) is constant and independent of any physical

parameter changes till the discussions in the last section.

4.
i el

This éssumption no longer holds true. The time constant of Iy

now decreases with increasing temperature in the same manner

as Iy and Iys¢. Of particular interest is that the time constant
of I, is almost independent of lattice temperature. The large
lattice temperature dependence of T,y means that the electron
disappearance from the conduction band is accelerated by electron-
phonon scatterings. In our experimegtal condition, all the holes
are populating £he acceptor levels, as évidenced of the small time
constant of free holes. So there are two possible channels for
electrons to disappear. One is the donor-acceptor recombination
and the other is the conduction electron-acceptor hole recombina-
tion. In the donor-acceptor recombination, the recombination
probability is governed by the extent of the overlapping between
donor and acceptor wavefunctions. No doubt this overlapping is

independent of lattice temperature. So the observed temperature



dependencé of Tiot seems due mainly to the conductioﬁ electron-
acceptor hole recombination.

The acceptor level in InSb has been studied extensively by
several authors®0-63) The binding energy of the lowest acceptor
level is said to be -~8 meV63) at 'zero magnetic field. There are,
however, two types of acceptor levels reflecting the complexity
of the valence bands. On is the light hole like acceptor level
and the other the heavy hole like level. The heavy hole like
acceptor level has a small y-value even at a ccnsiderabiy high
magnetic field, so that this level can be treated under the weak
magnetic field condition. The light hole like acceptor level,
on the other hands, easily attains the high magnetic field condi-
tion. It is, therefore, natural to consider that the lowest
acceptor level has mainly heavy-hole like character in the mag-
netic field. 1In our experimental condition (B=2 T), the light
hole like'acceptor level is located shallower than the heavy hole
like acceptor level. A free hole is first captured at a light
hole like acceptor level and then falls to a heavy hole like

4)

levels in a cascade like proc_ess.6 So we treat the condiction
electron~light hole like acceptor recombination.

The decay channels of 07 subband-electrons are considered
to consist of the follicwing: the first channel is the transifion
to the 0% subband, the second the conductibn eleétron—acceptor
hole transition and the third is the transfer to (000)~ donor
level. 1In our experiment, practically no magneto-optical
absorption associated with (000)~ donor level is obvious; so

that its reverse process, or the third channel mentioned above,

would not be very important. The first channel is not expected



to show a large change due to phonon scatterings from the cal-
culation of Boguslawski using eq.(3.40),(3.45) and (3.48) below 20K.
Then the main decay channel of Cy will also be due to the
conduction electron-light hole like acceptor reccrbiration.

If the time constants 1y and 15, corresponding to thé decays

of I; and I,, respectively, are determined by the same.origin,
why such a big difference is observed between them. There are
two possibilities to explain the difference. One is the dif-
ference in hole distribution function and the other is the
difference in transition probability. The selection rule for
conduction electron-acceptor hole recombination is similar to
that for interband transition in the theory of Lin-Chung and
Henvis%o), corresponding to An =0, where n is the Landau guantunm
number, spin being conserved. First, the transition probability
of interband transitions 0F conduction subband ﬁo the acceptor
level associated with 0T light hole band 0~ subband to the
acceptor level attached to £~ subband, after the manner of Lin-
Chung and Henvis.,

The matrix element for electric dipole transition is given

by65)

M= <Y 1T €1 %> (4.35)

where ¢; and ¢F are the initial and final state wavefunctions,
respectively, the form of which is given by eq. (3.7), ﬁ is the.
modified matrix, the element of which is given by eq. (3.10)

and g is the polarization vector of light. Using the wavefunc-

<

tion (3.7), the matrix element becomes
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where e¢; is the electron eigenvalue at the i th band and
§='5+e§t/c. The first term in eq.(4.36) is the allowed
transition while the second the forbidden transitioh. Since

the contribution from the second term is much less than that
from the first term, attention will be paid only to the first
term. This part of the matrix element M, q; is calculated,
employing the wavefunctions (3.7) and (3.24) for the conduction
band and the écceptor level, respectively. Here the envelcre
functions of both wavefunctions are denoted by the following

vector forms;

"F a,'cm = A,c 4’m and 'f bf:m = Azccpm
A.?c ¢M-—'l Aéq (PM-I
A;‘?SMH | Aﬂ‘c‘h“.l (4.37)
/47c (P""l AJC'(P -1

for the n-th spin-up and -down conduction subbands, respectively4o) ,

while
2

h U
Fa(N M) = fay Pa(zre 752

Lreie? (4.38)

an | -Qk - —
RN = f, he e
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for.the spin-up and down acceptor levels attached to the Nth
light hole subbands, respectively. Assuming that the conduction
electrons only populate the lowest two subbands, namely 0% and
0~, the matrix elements are calculated. Four levels of the
aéceptor are considered; namely, (N. M. x) = (110), (010) with
two spin states. The matrix elements Mg31 is given, using the

orthonormality of the harmonic oscillator functions ¢y, by

a“ Z\[W2~/o8J<'{:a 'FS(NH0)>
itz

Z\f "/'E]J‘f'.s‘o h(z}e “xazd"k

Lyt
Z::f 37 E1( so 'f}fz )jffg(27€?'#)zrztdéf' .

3d’
2.2

1 .
It should be noted that the factor fo(z)e—ZiYE 2"a3r is a nearly

(4.40)

common value as far as the transitions considered above are concerned
(x=0). If the factor [Hjj' €] is not sensitive to the values
j and j', the transition probability is determined cnly by

£C flh. The quantity fS fgﬁl will be calculated for several

“ag TaM 0
‘transitipns. The value of £ is given in Tables 2 and 3 for
both conduction band and light hole band. These sets of values
were calculated by Pidgeon and Brown(P B),. and by Lin-Chung

and Henvis(LH). The latter set (Table 3) was obtained at 5 T.



* .
The result is given in Table 4. It is interesting that fﬁ% fggl

of the transition 0~ » (010)~ is exactly zero, while fé%*fagl

has a small finite value. If holes from the valence bands
populate not (110) acceptor level but (010) level, the conduction
electrons in 0~ subband cannot recombine with holes. The proba-
bility of recombination is not zero for electrons in ot subband,
however. If this situation is the case, our experimental data
can be explained. Because of the violation of the assumption
tha£ the electron number ié cdnserved, the simple rate equations
in Section 4-4 cannot be employed. All in all the lifetime of
I,, so that the spin relaxation time T;, seems to be independent
of lattice temperature. This result agrees with the predicticn
cof Boguslawski47).

InAthis experiment of temperature dependence, some peak
shiftsofc1 and C, were observed. Figure 25_shows the temperature
variation of effective masses of 0% and 07~ electrens due to
their peak shifts. For the temperature range investigated, the
change in effective mass was about 2 %. The effective mass
increases slightly with temperature. This agrees Qith the

13)

result of Matsuda and Otsuka and is explained in terms of

the change in band cap €g due to thermal expansion.

4-8) Steady state photoexcitation

So far, the variation of the electron distribution after
photoexcitation has been discussed. The electron system generated
by photopulse decays through several channels. So the process'
is very complicated. In order to make analysis easier, a wide

pulse xenon flash lamp was employed with the aim of achieving



a steady state excitation condition. Under the steady state
condition, the coupled rate equations (4.11)-(4.14), describing
the eleqtion transfer, become easy to consider. Under the con-
dition that total elect:on number does not conserve, a more
precise set of rate equations is required. The following coupled

rate equations will be considered:

. i ! ! LN (4.41)
My -Cv:—(-,_-,+-zs)m+.comd + = Ny =0
’):\d=Gr- "‘—‘+"—+’L')md+“£"~d =0 ’ (4.42)
ro 2-2 Z:p T7 )
N = — (—’_+—[)Nu+—-'—'m, =0 (4.43)
“ T3 Te [
and
N { { )N ! (4.44)
=—(—-+——- d +—mn4 =o .
where n,; and ng are the electron densities in 0t- and 07 - sub-

bands of the conduction band, respectively; G and G' dencte the
generation rates of elections in unit time at the 01 and 0~-
subbands, respectively; Ny and N are the densities of electrons
populating (000)¥ and (000)~ donor levels, respectively. The
time constants characterize the relevant transitions and their
roles are indicated in the schematic diagram of conduction
subbands and donor levels (Fig. 26). If the intensity of
excitation light is too weak to neutralize all of the acceptors
by holes, photoexcited holes mainly populate the acceptor levels
and few free holes populate the valence band. The lifetimes 713

1l

and 15 are determined by the conduction electron—-acceptor hole



recombination. The time constant of donor-acceptor recombina-
| tion is so large that we may put 15, 17 << 13, T4. The terms
including 713 and Tyr therefore, can be neglected and egs. (4.432)

and (4.44) are rewritten

J
’ N m
Ny = —— + —~ =o (4.45)
\ Te s
and
‘2'7 Tp ° (4.46)
Then we have
Mu o Cq (4.47)
Nu - 73‘ ' . )
and :
Nd 7_'7 . (4.48)

Substituting eqs.(4.47) and (4.48) to egs.(4.41) and (4.42),

respectively, one obtains

y - mMmd N (4.49)
= — Yy - . A
Ny G T, + =, =°
and
1 -, ! l _ .
md:&“(ﬁ'*' *z:z)'”d"o . (4.50)

From eq.(4.50), ngq has the following expression,

_ ) |
Ny = 'C*Gr ' (4.51)
with
I ! |
=N (4.52)

( |
'i
T



Substituting eq. (4.59) to eqg.(4.49), we get

A * ‘
/Y\q = (6’ -t :_LZ_ G’ )T, . . (4.53)

From eqgs. (4.51) and (4.53), the population ratio can be written

7~
md G (1.54)
My T (G/T* + G/ Ts)

I

Assuming that the electron number generated by light is equal
in both subbands, i.e., G=G', eq.(4.54) becomes

mnd _ AR S B R | (4.55)
my - [ K2 ( T* + 7; ).] . '

The ratio nd/nu does not depend on the excitation' intensity.
From the result of the measurement of temperature dependence,
the inequality Tyr Tg << Tp is found to held, so that t* 2 Tgi

one thus arrives at the relation

md To : (4.56)

My 2T, .
The population ratio ngy/n, is derived from the ratio of the
absorption intensity 12/11. In the steady state condition, the
-measurement of the ratio I,/I; gives the rétio of the time coh—_
stant TO/ZTl.

Before entering in the discussion of the absorption intensity
at the steady state excitation, it should be confirmed that the
steady state fof the photoexcited electron system is actually
established by means of a wide width xenon flash lamp with 10 us
FWHM. Figure 27 shows the time variation of the absorption in-

tentisies Ip, I; and Ip. The delay time is measured from the
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start of the photopulse. By taking the FWHM of a photopulse

over the range of delay time between 2 uys and 11 pys, effectively
steady state is realized. It is noted that I, is nearly constant
over this time range. This behavior is quite different from

the time variation of I, obtained out of the shorter excitation
pulse (see Fig. 9). The absorption intensities Ip and I; are

" also considered constant approximately. So the steady state
excitation seems to be practically established during the photo-
pulse. From now on, the absorption in steady state will be meant
by the absorption signal at 8 ps after the beginning of the wide
photopulse.

In Fig. 28, the excitation intensity dependence of the
absorption intensity is shown for Iy, I; and I,. Under weak
excitation, these three intensities are found to be linear func-
tioné of the excitation intensity. The linearity of these in-
tensities is deduced from egs.(4.51) and (4.53). If one photon
absorption is the mair generation channel of electrons, the
generation rates G and G' are proportional tc the excitation

intensity I,,. The relation between G and Ioy is written down

as66)

where R is the reflectivity of the ﬁaterial (0.36 for InShb)

and Kyis the coefficient for the one photon magneto-absorption
and hw is the photon energy of the-xeﬂon flash lamp. The xenon
lamp has a continuous spectrum and several line spectra. The
1.06 um line is most effective to generate electrons in InSb,

so that we may take hw=1.17 eV. Littler et al66). obtained



the value Kl==l.3><10'3 cm™ 1 from the two photon resonant photo-
Hall measurement. Taking these parameter values, the relation

(4.57) between G and I,y becomes
G = ¢4+ x 10° Tex . (4.58)

Now using the relation (4.58) to egs.(4.51) and (4.53) with
obtained values of ng and ny, the relation of T*, 11 and T can
be obtained. One should keep it in mind, hoWever, that a con-
siderable uncertainty exists in the estimate of .nu;d and
Tay-

Then we will treat the ratio (na/nu) and (nu/Nu). The

linear dependence of ng, n, and N, on Igy yields

u

M4 = —-:[—27 = 9, 27 " (4.59)
my I,

and
Au ﬂ =13 ' (4.60)
Ny Ip

Here the numerals are constants derived from the ratio of slopes
in Fig. 28. Using egs.(4.47) and (4.55), the following relations

are obtained;

STy = |3 T : (4.61)

and

cz-o = o. 54 (tl o (4.62)

The time constahtlTo is nothing but the spin relaxation time T;.
Substituting 3.5 ps (obtained in the preceding section) to Ttg,

11 is found to be = 6.5 ps. It has been obtained by Littler et al.



that Tg ~ 14 ps by means of thermal excitation. Applying those
values summarized in Table 5 to the rate equations (4.41)-(4.44),
we tried to predict the experimental decay curves. The result

is shown in Fig. 29. Here we have put Tg =10 us. This shows
fairly good agreement to the experimental result shown in Fig. &.
Eere we assumed that tg =717 and T6=:T8, Furthermore, it is

noticed that the first rising of Ip can be reproduced.

4-9) Donor-acceptor recombination

We have mentioned the magnetooptical absorption of donor
electron(ICR). The absorption peak ICR can be observed for a
long period in samples A and C once the sample is illuminated.

If the decay curve of the absorption signal due-to donor elec~
trons is assumed to be exponential, the time constant amounts

to several milliseconds. This slow decay process can be inter-
preted in térms of the donor-acceptor recombination. The absorp-
tion signal of ICR does not always have such a long time constant.
The long tail in time of ICR was meinly observed in sample A.

A resonance signal having a long time constant was also
observed in sample C as shown in Fig. 30 by an arrow. lere we
employed 172 um laser line as the prove of cyclotron resonance.
The signal is shown till only 200 pus after the photopulse. The
time variation of this peak is traced in Fig. 31 for longer
period by means of the gate scan technigue (shown by solid circle).
The decay process initially is not exponential. After 1 milli-
second, however, regarding it as exponential (shown by solid
line in Fig. 31) is fairly good approximation. The time constant

there is found to be 7.0 milliseconds. This value is quite the



same as that of the donor electron system observed in sample A
(see Fig. 6).

It is true that this absorption peak is caused by-photo—
excitation but cannot be considered due to free carriers. Then,
to survey the magnetic field dependence of the peak positions,
we took the absorption signals employing eight laser lines having
their wavelengths between 84 and 220 um. The obtained resonance
peaks are shown in Fig. 32. Here open triangles are the peaks
associated with free and bound electrons (that is ICR7and Cy)
while open circles are considered as the resonance of free holes.
The éolid circles are new peaks that appear only in p-type sam-
ples, having long lifetimes. These peaks are considered £o
originate from holes bound to acceptors. Several authors6o—63)
have studied the acceptor levels and observed tfanéitions haVing
energy between 5 and 9 meV. They are coﬁsidered the transitions
from the acceptor grouﬁd level to higher excited levels.
Kaplan60);obtained the optical excitation spectra of Zn,Cd and
Ag acceptors in p-InSb by means of the Fourier transform spectro-
scopic technique. This resﬁlt is shown in Fig. 33 with schematic
diagram of acceptor levels. Here observed resonance positions
are indicated by.dots as a function of magnetic field. These
peaks are divided into three series. .They are called C, D and

67), which ccrrespond to the

G according to the Ge nomenclature
transitions from the ground state 153 /5 to the excited states
2P5/2F7, 2P5/21"8 and 2P3/2, respectively (shown the diagram in
Fig. 33 as an inset). The open triangles o, B and y indicate

the resonance points for 171, 163 and 146 um laser lines, respec-

tively. It is strongly suggested that these points correspond



to the transitions C or D series. So they are expected to yield
-the information of the acceptor ground state.

Observation of thé bound hole signals corresponds tc the
study of the donor-acceptor pair recombination from the acceptor
side. So it is not strange that the time constant of this signal
agrees with that of the donor electron. The absorption signal
of acceptors in p-type material is a convenient tool since the
donor signal in n-type is strongly oVerlapped by-the conduction
electron signal just after the photopulse under strong phoﬁo—
excitation (mentioned in Section 4-1). In Fig. 34, the cal-
culated decay curves of the neutral impurity density are shown
for several values of W, ... These are derived from egs.(3.58)
and (3.59), using the parameter values of NAj=ND==l><1014 cm™3
and ap =500 2. The calculated curves are appropriate for samples
with large compensation rates, say for samples C.and'Af' The
solid circles show the experimental vélues for sample C'(shown
in Fig. 34). They show a fairly good agreement with a calculated
curve if its Wpyy value is taken 7.5x10% s71. For the decay
curve of donor electron in sample A (shown in Fig. 6}, the‘théory
of Thomas et al.49) cannot be applied to fit the whole observed
time range becéuse of the intervention of the conduction electron
contribution. Choosing the signal at 0.1 ms for the standard of
intensity, however, the decay curve of sample A agrees with that
of sample C (solid circles in Fig. 31). The donor concentration
of éample A is twice as large as that of sample C. It thus
seems that the decay curve does not very strongly depend on the
impurity concentration.

The quantity Wpax is the sole édjustable parameter in the



2) It shows the strength of the re-

theory of Thomas et al.4
combination probability, and is a characteristic value for each
material. It is expected. to depend on the impurity state but

- 1s seemingly independent of the impurity concentration. For
GaP, Thomas et al. have chosen 5x10° s~1 for phax from thé

68) obtained

fitting of the time resolved luminescence data. Ohyama
5x107 s~1 as the Wmax for GaAs in the cyclotron absorption
measurement. Our value ~8 x10%4 s™1 for InSb is smaller than
thbse'for GaP and GaAs. From eq.(3.56), one can see that Wy,
means the recombination probability for unit time at r=0, i.e.,
;the probability on the acceptor impurity which is thought to be
a point in the theory by Thomas et al. The binding energy of
the donor electron for the three materials, GaP, GaAs and InSb,
are 40, 5 and 1 meV, respectively, so that the extent of the
donor electron in InSb is the largest of zll. Taking a normalized
wave function in InSb at a given point r must be the smallest
in the three materials. The strength of the recombination
probability on the acceptor, Wpax, 1s proportional tc the squared
modulus of the donor wave function (see eq. (3.52)) at that point.
This is the reason why Wpgzx of InSb is smaller than other two
materials. |

The recombination probability W(r) depends on thé binding
energy of the impurity (see eqg.(3.%6)). It seems that the
behavior of the time variation of donor or acceptor absorption
signal depends on the binding energy of impurity. 1In InSb, it
is well known that the effect of the magnetic freeze-out occurs
at a relatively weak magnetic £fie1d®9)1n other words, a large

variation in donor binding energy occurs as a magnetic field



is applied. It is accordingly expected that a large variation
may .be observed in the decay profile of the donor electron (or
acceptor hole) signal, if one changes the resonance magnetic
~field in the cyclotron absorptiocn measurement. In Fig. 35, the
cyclotron absorption traces of sample C are demonstrated using
146, 163 and 171 ym laser lines. The three resonance peaks
denoted by a, B8 and y correspend to the same transition peaks
between acceptor levels in Figs. 32 and 33. The resonance fields
of the peaks a, B and Yy are ~0, 2.74 and 3.36 T, respectively.—t
The time variations of the intensities of o, B and Yy peaks are
shown in Fig. 36. The difference in the initial intensities
between o and B8, vy 1s not important.

The relative variation in each absorption intensity vs.
delay time curve ehould be noted. After an appropriate delay
time (~400 ps), each absorption intensity can be considered to
decrease exponentially. Fitting these three decay curves with
exponentials, .the fcllcwing values are obtained as the time
constants; namely, 17 =2.09 ms (for 171 um), 12 =1.52 ms (for
163 um), and 13=1.41 ms (146 um). These time constants are
plotted against the parameter y in Fig. 37. Here vy is the ratio
between the zero point energy due to magnetic field (hwg/2)
and the donor binding energy. This figure, therefore, shows
the dependence of the decay constant on the donor binding energy.
It is found that the time constant decreases linearly as y in-
creases. To explain the behavior of the time constant, we also
consider the form of the recombination rate (given by eg.(3.56))
more accurately for an individual donor-acceptor pair. Accorad-

ing to the Adams et al.70), the recombineticn rate W(r) is



written with the following form:

2

2
W(r) = fﬂilﬂjfil f1cvlz r , . (4.63)

242

- me *hics
where r denotes the separation between a donor and an acceptor,
n the refractive index and I the overlap integral between donor
and acceptor wavefunctions that is calculated by Kamiya and

71)

Wagner. The expression of I is given by

% x IZ-Tl oy g3
I =[7T(aAaD) ] ]eocp(—-a;-———- ) 4°x

2p
) (o‘i:‘jf {CKP(“dF)[F(dQ-z).,«.{Ld
+ exp (~P)L Pouoci:)—éca)j e
with
d =(ayldp) aud FP=(R/as) . (4.65)

Here.aA and ap are the effective Bohr radii of the acceptor

-and the donor, respectively. Using this expression of W(R),

we will estimate the effect df mégnetic field én W(r). 1In W(r);
ﬁhe treatment of the optical matrix element factor |M]2 in mag-
netic field is difficult. TIf the treatment of Thomas et al.
still holds, however, M is proportional to the donor wavefunction
Y(r). As V(r) is considered to shrink by application of magnetic
field, M(r) becomes smaller with increasing magnetic field.

The diminishing of M(r) due to the magnetic field makes the



recombination rate W(R) smaller. Then one is apt to think that
the time constant gets larger. Obviously the experimental result
is in the reverse direction. We have to treat the case more
carefully.

Let us consider the effect of magnetic field on the overlap
integral I. 1In InSb, it is accepted that the binding energy
of the acceptor ground state. is 8 -9 meV from the top of the
valence band. It isreasonable.to assume that this binding"
energy is independent of magnetic field, since the hole mass
is so heavy that the condition y <<1 1is realized. The overlap
integral I is considered as a fuhction of R and ap. In Fig. 38,
I is plotted against o= (ap/ap) for several values of p. Here
the acceptor binding energy is fixed at 8 meV (ap =55 ﬁ). out
of the four curveé of I, three with_p_gS increase first with
increasing a. The curve for p=1 increases monoﬁonically in
the shown range of a, while the two curves with p=3 and 5 have
maxima. The last curve with p =10 is a monotonically decreasing
function of a. The_increase of the overlap integral I means
that the recombination probability becomes larger, so that the
time constant is diminished. Increasing the magnetic dield
up to 5 T, the binding energy of the donor electron increases
and reaches ~3 meV at 5 T. So, if p is equal or less than
about 3; I is regarded as ah increasing function of magnetic
' field and may explain our experimental data. Assuming the
homogeneous spatial distribution of impurities, one obtains

a value of order ten for o, by employing the relation

8 e .
[‘ _ j with NM‘.mz mim (NA , ND)

(4.66)



where N and Np are the densities of donors and acceptors,
respectively. Putting NA_=ND—V1><1014 Cm—3, one obtains

1.3-x 1072 cm as r and then p attains to about 20. Ey taking

this value of p, W(r) becomes a decreasing function of magnetic
field. This is a contradiction to the experimental result.
There may exist such clustering as to make the average pairing
distance betweeﬂ;donor—acceptor pair is so small that p becomes
less than ~5. If we are observing the contribution from such

a region, the time constant would become smaller with increasing

magnetic field.



5. Discussions
In Table 6, the spin relaxation times T; obtained from
previous experiments are shown. The data denoted by A was

‘obtained by Nguyen et.aljzﬁn(measuring the saturation of the

four-wave mixing process. B is the results of Pascher et al;73)
by measuring the spin flip Raman intensity with two Q-switched
CO laser pulse.  The results denoted C were deduced from a

time-resolved observation of eiectrical conductivity following

74)

a stimulated spin~flip Raman pulse by Grisar et al. The value

>) with using a double

of D was obtained by Brueck and Mqoradiah7
pulse spin-flip laser technique.

All the obtained values as Tq are smaller than ours by one
or two orders. It should be noted in Table 6 that all the results
except ours were obtained from n-type materials and impurity
Eoncentrations of these samples are larger than 1015 em~3.
These values are the excess donor concentrations, i.e., Np-Np
the absolute donor concentrations being larger than them. The
impurity concentration of our sample C (1 x1014 cm~3) is by one
or two orders smaller thah the concentrations of samples employed
in previous experiments. This is the main reason why our result-
ant spin relaxation time is much larger than the previous ex-
perimental values. Let us then compare the previous results
with ours for the same impurity concentration. Remebering that
Ty is inversely proportionally to donor concentration Np and
putting ND==l.xlO14 cm™ 3 for all the previous works, we will
calculate T, due to ionized impurity scatterings. For examplej.
Ty of Pascher et al. (denbted B) is 30 times as large as the

original value. The new value of ~3 us agrees well with our



result. Ih previous works (A -D) it was stated that the spin
flip transition is caused by ionized impurity scatterings. No
authors, however, estimated the absolute impurity cbncentration.
So there remained an ambiguity in determining what the main
contribution is to the spin flip transition. In our experiments,
on the other hand, the absolute donor concentration could be
estimated from the absorption measurement with varying photo-
excitation intensity. The excitation dependence'of T, was also

deduced.

From Fig. 23, one can see that T; has quite the same values

. for samples C and D. The acceptor concentration of sample D is

twice as large as that of sample C. So the effect of acceptors
seems to be much less than that of donors. This result agrees
with the prediction of Blatt.76)

The main contribution to the spin relaxation is considered
to be ionized impurity scatterings énd our results show a fairly

good agreement with the theory of Boguslawski.47)

We employ the
Debye Hickel screening length for the ionized impurity scattering.
This may cause an cverestimate because of the shrinking of the
impurity wavefunction due to tﬁe presence of magnetic field.

But, employing the shrinking donor wavefunction, the screening
length becomes smaller and Ty becomes longer than the value

shown in the previous calculation (6 us). This makes a difference
between the experimental and theoretical values larger, and
suggests some problem to be improved.

In the preceeding section, we estimated ~7 us as T,, that is,

the time constant of the transition between 0% subband and the



acceptor level by the experiment of steady state excitation.

The time constant of this transition was given by Dumke77)in the

absence of magnetic field; namely,

/ [
= = (g ) T |
with
s et w | K l:w
.Z_Ia mmn CBM’::(MA EA)% 9

where T (T) is a temperature dependent numerical factor that is

of the order of unity at helium temperatures, K 1s a momentum
matrix element and n is a refractive index. mp, Ep and NA are ~
the hole effective mass, binding energy and concentration of

acceptor impurities. To fit our experimental condition, these

parameters are chosen as follows:

Egq = Fanel

mp = o, |86 m,

and

;"':[K]z-—- eV .

One obtains 0.3 pus in the temperature range between 4 -20 K as
Ty. This is about ten times smaller than our experimental
value. Such a big difference is considered to be due to the

shrinking of wavefunctions caused by magnetic field.

For other time constants characterized in each transition
(see Fig. 27), no other experimental values to compare with

ours are available.



€. Ccnclusions

We have observed the time variation of the photoexcited
cyclotron absorption in the widé range between several micro-
seconds and several milliseconds for InSb. The signals of elec-
trons in p-type have been observed with emphasis. The decay of
photoexcited electrons is, roughly speaking, divided intd three
stages. In first stage, a rapid decrease in absorption signal
due to the direct recombination of conduction electrons with
free holes is observed after a strong excitation. In second
stage, transitions of electrons are affected strongly by their
spin states. Especially, depopulation of electrons in 0~ subband
‘is strongly curbed, since their spin flippings are the bottle neck
of the relaxation process to lower energy levels. The spin flip
transition from 0~ to 0% subband is mainly caused by idnized im-
purity scatterings. But the contribution of electron-electron
scatterings and neutral impurity scatterings cannot be neglected.
In contrast with of the reasonably fast recombination from 0¥
subband to'acceptor level, the recombinaticn from 0~ subband to
acceptor level seems to be nearly forbidden.

For other transitions within the system consisting of‘0+
and 0~ subbands with attached doncr leyels, the time constants
are determined by numerical calculation.

In the final stage, the donor-acceptor recombination plays
the main role. This recombination could be observed either
from the donor or from the acceptor éide. The time variation
of this recombination is affected by a magnetic field. This
influence is picbebly caused by the effect of magnetic field

on the overlap integral part in the recombination probability.
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Figure Captions

Fig. 1 Bleck diagram of the experimental set-up. Crudely,
the system is divided into four parts, i.e., an FIR-
laser, a cryostat contaiﬁing a superconducting
magnet, an excitation light source and a detecting
system. Two kinds of detecting system are employed
alternatively. One consists of two conventional
boxcar integrators (a) and the other a novel multi-
channel system using a digital boxcar and transient

memory (b).

Fig. 2 Typical absorption signals for sample A in the cyclotron
resonance measurement. To illustrate the optical modu-
lation technique, an absorption signal in the thermal
equilibrium, that in the photoexcitation and the modu-

lation signal are shown in (a), (b) and (c), respectively.

Fig. 3 Variational parameter e as a function of y=rﬁwc/(zg; )
for the high field impurity states aésociated with
the light-hole cf Landau subband series in InSb..
These were calculated in ref.40; For the impuritf
states éssdciated with the b-series, a quite similar

result has been obtained.

Fig. 4 Landau fan for the light hole band vs magnetic field
obtained by a calculation based on the manner of
Pidgeon and Brown with our valence band parameters
in ref.33 . The numeral with + or - sign on each

curve denotes the quantum state for each subband.




Fig.

Fig.

Fig.

Fig.

Fig.

5

6

7

8

9

The numbers denote the Landau quantum numbers obtained
in the coupled band scheme and the symbols + indicate
the spin states. The vertical arrows indicate the

resonance fields for 119 pym laser line.

Variation of the absorption signals of sample B at the
use of 84 ym laser line under a strong excitation.

The absorption peak of light hole appears just after
photoexcitation. The peak denoted by ICR corresponds
to the donor electron transition. Cj1 and Cjy denote
the resonance peaks of the transitions from the two

lowest Landau subbands with opposite spin states.

Decrease of the absorption intensity at the resonance
field of ICR (1.66 T for 119 ym laser line) is plotted
against delay time after photoexcitation. The decay
curve can crudely be divided into two exponential

curves having 1.5 us and 2.4 ms as time constants.

A series of time resolution traces for sample B under

weak excitation.

A series of time resolution traces for sample C under

weak excitation.

Time variation of each integrated absorption intensity
derived frcm the series of time variation traces for
sample C shown in Fig. 8. I5r I; and I, indicate the
intensities of ICR, Cj and C, resonance peaks, respec-

tively.



Fig. 10 ' Lattice temperature variation of absorption signals in
thermal equilibrium obtained by Matsuda and Otsuka.
This set of traces was employed to estimate of effective

C

temperature TSD for the photoexcited case.

Fig. 11 The quantity nu(ND-Ng)/Ng derived from the absorption
signals shown in Fig. 10 is plotted against the inverse
lattice temperature (shown as open circle). The broken
line indicates the best fit of experimental data to
eq.(4.3). From the fitting, values of N. and eg are

obtained.

Fig. 12 The effective electron temperatures Tgx: and Téx: in

sample C vs delay time after photoexcitation determined

from egs. (4.2) and (4.8).

Fig. 13 Ratio of the right to the left half widths at the
half maximum for C; peak of illuminated sample C is
plotted as a function of delay time. The solid bar
in the upper part at 0 us denotes the range of the

same ratio of Cq in the electric field excitation case.

Fig. 14 A simple schematic diagram of the Landau subbands in
the conduction band with attached donor levels under
the assumption that electrons are conserved above the
donor level. T1r Ty and T, denote the time constants
of the transition from 0~ to 0% subbands, and those
from the Landau subbands 0% and 0~ to donor levels

(000)* and (000)~, respectively.
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18

Spin relaxation time due to ionized impurity scatterings
is plotted as a function of inverse intrasubband electron
temperature calculated by Boguslawski with appropriate

parameters.

Spin relaxation time due to neutral impurity scatterings

as calculated with eq. (4.27).

Aiseriés of absorption curves in the cyclotron resonance
measurement of sample C under a medium excitation by
means of a multichannel time resolution system. The
time interval between adjacent absorption curves is

1 us.

‘The time constant To1 of the.absorption intensity ratio

(I5/I;) is plotted as a function of excitation intensity
Iox at delay time 2 ys (in upper half). This I, is

the value just before light entering the sample. 1In

the lower half, the absorption intensity I of ICR is
denoted by open triangles and the intensity cf the sum -
of I, and I by open circles. The intensity‘ID‘of

ICR saturates with the increase of I,,. The extrapolated
value corresponds to the absorption intensity contributed
by all the donor impurities and is denoted by Iﬁ’.

The donor density in sample C is 1x1014 cm™3

ol4

(=]
;s SO ID
corresponds to the donor density 1 x1 cm™ 3. The

ionized donor intensity IS’is deduced from the relation

Iﬁ+== Iﬁ’— I, (shown as dotted line).



Fig. 19 ' Inverse effective density of scattering centers N is
plotted against excitation intensity. This quantity
is proportional to the spin relaxation time T .
Choosing appropriate values for a,:b and c, we find

that there appears a maximum.

Fig. 20 A series of absorption curves for sample D under the

same excitation condition as for sample C in Fig. 9.

Fig. 21 A series of absorption curves for sample E under the
same excitation condition for sample C in Fig. 9.
Even at just after photoexcitation, the intensity

I, for C, is very small.

Fig. 22 Time variations of the intensity ratio (I,/I,) for
samples C, D and E. The behavior of the ratio for sampleE

differs from that for other two samples.

Fig. 23 The time constant Thq of the ratio (12/11) is plotted
against inverse donor concentration. The solid line
is deduced from the calculation of spin relaxation
time due to ionized impurity scatterings based on the

theory of Boguslawski.

Fig. 24 The temperature dependence of the time constans Teot!

Tp, T1 and 15 of the absorption intensities Teotr I
Il and I2, respectively. Itot is given by the relation
I =I_ +I,+T1,.

tot D 1 2

Fig. 25 Temperature dependence of the effective masses of the

electrons belonging to the 0*- and 07- subbands.



Both effective masses increase slightly ac temperature

increases.
Fig. 26 Schematic diagram of the conduction band and associated
c¢onor levels. 1In contrast with the diagram shown in

Fig. 14, all the possible transitions are described

in terms of their characteristic time constants.

Fig. 27 Time variation of each absorption intensity of sample C’
under excitation by a wide width lightpulse. The shape
of the photopulse is shown in the upper side. In this
pulse, the absorption intensities Inr I and I, may be

regarded constant.

Fig. 28 Pbsorption intensities Iy Il and I, under quasi-steady
state excitation are plotted against excitation intensity.
Under weak excitation, these intensities increase linearly

with increasing excitation intensity.

Fig. 29 Result of the numerical calculation for the decay of
intensities Iis 12 and ID obtained by solving the
coupled rate equations (4.21 - 4.44) with the parameters

given in Table 5.

Fig. 30 The cyclotron absorpticn signals of sample C using
172 ym laser line. A new absorption peak appears as
denoted by a vertical arrow, in addition to the usual
electron peaks. "The decay of this peak is very slow.
Its presence can be confirmed even at several milli-

seconds after photeopulse.
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31
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35

Time variation of the new peak in Fig. 30. After
~100 ys, the decay curve can be fitted by exponential.

The time constant is as large as 7 ms.

Transition energy plotted against rescnant ragnetic
field. Open triangles are related to the conduction
electron transitions, while open circles to the light
hole transitions. Solid circles indicate the transitions
corresponding to-the unknown peak that appeared in p-

type material (sample C).

The experimenﬁal results of Kaplan are shown by dots.
The inset shows the energy diagram of acceptor levels.
The series of resonance peaks C, D and G correspond to
the transitions shown in the inset. The open triangles
o, B and.y are the resonance peaks obtained in our
experiment, corresponding to the transition energies of

7.2, 7.6 and 8.5 meV, respectively.

Time variation of the intensity due to the transition
denoted by ¢ in Fig. 33 (solid circles). The series
of solid lines are the result of the calculation by
Thomas et al. with various values of Wy, 4. The line

with 7.5 x10¢ as Wm is in a fairly good agreement

ax

with the experimental data.

Absorption signals for 146, 163 and 171 pym laser lines.

A new peak is denoted o, B and y with arrow for each

laser wavelength.
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38

Time variation of the intensities for o, B and Y peaks
shown in Fig. 35. Assuming the decay curves after 250 us
as exponential, the time constant for each curve is ob-.

tzined as to be shown in Fig. 37.

The resultant time constant for the aéceptor associated
transitions a, 8 and y is plotted against the parameter

* . . .
Yy =hHw./2R, . This time constant decreases,as Y increases,

in other words, with increasing magnetic field.

The overlap integral I between donor and acceptor wave-

functions is plotted against the ratio of the Bohr radii
of acceptor to donor. The pérameter p is defined to be

the ratio of the mean distance between donor-acceptor

pair to the Bohr radius of acceptor.
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Table Captions

Table 1

Table 2

Table 3

Table 4

Table 5

Table 6

Sample characteristics employed in the experiment.
The donor concentrations were derived from the

cyclotron absorption measurement.

Wavefunction parameters of the free carrier Landau

levels calculated by Pidgeon and Brown at B=2 T.

The same parameters as in Table 2 calculated by

Lin-Chung and Henvis at B=5 T.

1h
sN

tion band to light hole like acceptor level. These

The values of féﬁkf for the transition from conduc-
values are regarded as measures of transition proba-. .
bility. The superscripts c and lh mean the conduction
band and light hole band. The subscript & can be
taken either a or b and that means the spin state of
the conduction electron. The subscripts n and N
indicate the Landau gquantum number of the conduction
electron and the.quantum state of the light hole like

acceptor hole, respectively.

The fitting parameters of the coupled rate equations
(4-41)~-(4.44) to fit the experimental result of

sample C under weak excitation at 4.2 K (Fig.29:).

The time constants of the spin flip transiticn between
0~ and 0% Landau subbands in the conduction band.
Comparison is made between previous experiments and

ours.



Sample Characteristics

Sample Name | Type NA(cm“3) ND(cm“3) INA-NDI(cm’3)
A n 1.8 x 10?4 1.9 x L0l 1 x 1013
B n 1.7 x 1014 3.8 x 1014 2.1 x 1014
c p 1.1 x 1014 1.0 x 10%4 5.8 x 1012
D p 2.6 x 1014 1.3 x 1014 1.3 x 1014
E p 3.4 x 1014 2.6 . 1014 8 x 1013
Table 1




Parameters at 2 T by Pidgeon & Brown

Conduction band

Ay A3 A5' Aq Ay A6 A4 AS
0.992 0 -0.120 07036 0.880 0 -0.200 0
0.968 -0.192 -0.155 0.049 0.959 -0.108 ~-0.262 0.034
0.949 -0.252 -0.177 0.058 0.942 -0.143 -0.300 01047

Light hcle band
-1 0 0 1.00 0 0 0 1l 0
0 0.119 0 0.993 0.0058 0.200 0 0.980 0
1 0.246 0.719 0.650 0.016 0.282 0.334 0.899 0.013
2 - 0.307 0.762 0.569 0.025 0.331 G.380 0.863 0.0220

Table




Parameters at 5 T by Lin-Chung and Henvis

Conduction band

Ay As Ag A A, Ag By Ag
0.983 0 0.175 0.059 0.959 0 0.285 o
0.939 0.261 0.209 0.077 0.925 0.144 0.347 0.053
0.914 0.326 0.226 0.090 0.904 0.188 0.380 0.072
Light hole band
N Ay Ay Ag A7 A2 A6 A4 A8
-1 0 0 1 0 0 0 1 0
0| -0.175 0 0.984 -0.013 -0.285 0 0.959 0
1| -0.331 0.679 0.655 -0.037 -0.374 0.328 0.867 -0.031
2 -0.392 0.719 0.571 -0.056 -0.418 0.373 0.826 -0.051

Table 3




* 1h

c -~
fsn 5N
= a,b
n =20
N =-1,0,1
PB
Transition = a (up-spin) s = b(down—-spin)
n=0 > N
0 » -1 -0.120 -0.200
0 > 0 ~9.03 x 10 % 0
o » 1 0.167 0.0966
LH
Transition . — :
= a (up-spin) s = b (down-spin)
n=0 > N
o - -1 0.175 0.285.
0 - 0 9.42 x 1074 0
0 -~ 1 -0.213 -0.112

Table 4




The values of the time constants for sample C at 4.2 K

Ty = 3.5 us
Ty = 6.5 us

Tg = Tq = 15 us

I

Tg = Tg 20 us
Tg = 10 us

T2'—T3=T4=°°



T, (1s) T (K) B(T) type | |Np-Na| cm 3
0.001 2 5 n 1012
' 15
0.110 +0.020 1.8 1.0 n 1.35 x10
15
0.100 +0.020 1.8 2.0 n 3.00 x10
15
0.185 +0.020 1.8 1.3 n 3.00 x10
' ) - 16
0.250 £0.050 24.0 5.0 n 1.60 x10
o . . 16
0.150 24,0 13.5 n 1.60 x10
‘ 16
0.060 x0.020 20.0 6.0 n 1.20 x 10
. 12
3.5+20.2 1.6 -4.2 2.0 P 5.8 x10
A) Nguyen et al.72)
B) Pascher et al.73)
C) Brueck and Mooradian75)
D) Grisar et al.74)
E) Ours

Table 6




