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## 1. Introduction

We consider a statistical prediction problem which is invariant under a certain group of transformations and present three different methods to construct the best invariant predictor; the first method uses the invariant measure on the group, the second uses an adequate statistic and the third goes via the best unbiased predictor.

In Section 2, we define the statistical prediction problem and state some results which are used in subsequent sections.

In Section 3, we consider the problem treated by Hora
and Buehler [9], which gives a representation of the best invariant predictor by using the right Haar measure on the group. We extend the assumptions used by them and discuss conditions required to satisfy the assumptions. Under the conditions, we present an alternative expression of the best invariant predictor which is more suitable for applications.

In Section 4, we express the best invariant predictor by using an adequate statistic. Such a statistic is known to play the similar important role in prediction problems as a sufficient statistic does in ordinary statistical decision problem (see e.g. Skibinsky [18] or Takeuchi and Akahira [27]). We show that the class of invariant predictors based on the adequate statistic is essentially complete in the class of all invariant predictors under some mild assumptions. This result enables us to obtain the best invariant predictor based on
the adequate statistic.
In Section 5, we show that the best invariant predictor can be expressed by a linear combination of the best unbiased predictor and the uniformly minimum variance (U.M.V.) unbiased estimator under several assumptions. This result may be useful to obtain the best invariant predictor, provided that the best unbiased predictor and U.M.V. unbiased estimator are easily found.

Throughout this thesis, same examples are considered and the best invariant predictor for each case is obtained by each of three methods except for the combination of the second example and the third method.

The contents of this thesis are extentions of those in [22], [23] and [24].
2. Group invariant structure of the prediction problem

Let $X$ be an observable random variable and $Y$ a future (therefore unobservable) random variable. Let ( $\mathfrak{E}, ~(B)$ and $(\mathcal{Y}, \mathcal{E})$ be sample spaces of $X$ and $Y$, respectively. Let $(Z, C)=(X \times Y, R \times C)$ and $\mathbb{P}=\left\{P_{\theta} ; \theta \varepsilon \theta\right\}$ be a family of probability measures on $(Z, f)$ such that $Z=(X, Y)$ is distributed according to $P_{\theta}, \theta \varepsilon \Theta$, and $\Theta$ a parameter space. Let $g$ be a group of one-to-one transformations acting on the spaces $\mathcal{X}, \mathcal{Z}$ and $\theta$, mapping each onto itself, and let $\tilde{G}$ be a group of transformations on $\eta /$.
Assumption 1. $P$ is invariant under $G$, that is,

$$
P_{g \theta}(g A)=P_{\theta}(A), \quad A \varepsilon \not f, \quad g \varepsilon G, \quad \theta \varepsilon \theta
$$

and O satisfies that

$$
\begin{equation*}
g(x, y)=(g x,[g ; x] y), \quad g \varepsilon g, x \varepsilon \notin t, y \varepsilon \eta, \tag{2.1}
\end{equation*}
$$

where $[g ; x] \varepsilon \tilde{G}$.
After observing $X=x$, we want to predict the value of $Y$. $A$ non-negative loss function $L(d, y, \theta)$ defined on $\chi \times y \times \theta$ represents the loss of erroneously predicting $Y=y$ by the value $\alpha$ under the true value $\theta$.

Assumption 2. L is invariant under $\mathcal{G}$, that is,

$$
\begin{equation*}
L([g ; x] d,[g ; x] y, g \theta)=L(d, y, \theta) \tag{2.2}
\end{equation*}
$$

for all $\mathrm{d}, \mathrm{x}, \mathrm{y}, \theta$.
A randomized predictor $\delta$ will be defined as follows: for each $x \in \mathscr{X}, \delta(. \mid x)$ is a probability measure on ( $Y,()$
and for each $C \varepsilon(, \delta(C \mid$.$) is B$-measurable. The risk function of $\delta$ is given by

$$
\begin{equation*}
R(\theta, \delta)=E_{\theta}\left\{\int L(s, Y, \theta) \delta(d s \mid X)\right\}, \theta \varepsilon \theta \tag{2.3}
\end{equation*}
$$

Definition 1. A predictor $\delta$ is said to be invariant under $G$ if for any $x \in \mathcal{X}, g \varepsilon G$ and $C \varepsilon \mathcal{C}$,

$$
\begin{equation*}
\delta([g ; x] C \mid g x)=\delta(C \mid x) . \tag{2.4}
\end{equation*}
$$

On the other hand, a non-randomized predictor $\delta$ is invariant under $G$ if for any $x \in \mathfrak{K}$ and $g \varepsilon G$,

$$
\begin{equation*}
\delta(g x)=[g ; x] \delta(x) \tag{2.5}
\end{equation*}
$$

A very important property of an invariant predictor is that its risk function is constant on each orbit. More precisely, we have the following lemma, which can be proved similarly as Theorem 1 of Ferguson [5], p.190.

Lemma 1.([22]) If Assumptions 1 and 2 hold, then for any invariant randomized predictor $\delta$,

$$
R(\theta, \delta)=R(g \theta, \delta), \quad \theta \varepsilon \theta, g \varepsilon \oint .
$$

Definition 2. An invariant predictor is said to be best if it minimizes (2.3) among all invariant randomized predictors Ior each $\theta \varepsilon \theta$.

Assumption 3. $\Theta$ is isomorphic to $G$.
Let $\theta_{0} \varepsilon \Theta$ be the point corresponding to the identity element e of $G$. The isomorphism is established by $\theta=g \theta_{0}$ if $\theta \varepsilon \theta$ corresponds to ge $G$. It will often be notationally convenient to index $G$ by the corresponding point of $\theta$. Thus in the
expression $" \theta^{-1} s$ ", $\theta^{-1}$ stands for the point $g$ for which $g \theta=\theta_{0}$, where $\theta$ and $\theta_{0}$ just written have their ordinary meaning. Which meaning is to be attached to a symbol will be clear from the context.

Then from Lemma l, the risk function of an invariant predictor is constant on $\theta$, that is,

$$
\begin{equation*}
R(\theta, \delta)=R\left(\theta_{0}, \delta\right), \quad \theta \varepsilon \Theta \tag{2.6}
\end{equation*}
$$

Suppose $\mathcal{N}$ is a group of transformations acting on some space $\int$ and let $h_{0}$ be the identity element of $\mathcal{N}$.

Definition $3 . \mathbb{K}$ is said to act freely on $\mathscr{D}$ if $\mathrm{h} \neq \mathrm{h}_{0}$ implies hd $\neq d$ for any $d \varepsilon, D$ and $h \varepsilon \|$.

Assumption 4. $\tilde{\jmath}$ acts freely on $\tilde{y}$.
The following lemma states a basic property of the transformation [g;x] introduced in (2.1).

Lemma 2.([24]) If Assumption 4 holds, then for $g, g^{\prime} \varepsilon$ and $x \in, \notin$
(2.7) $\left[g^{\prime} g ; x\right]=\left[g^{\prime} ; g x\right][g ; x]$,
(2.8)
$[g ; x]^{-1}=\left[g^{-1} ; g x\right]$.
Proof. By (2.1),

$$
\begin{aligned}
g^{\prime}(g(x, y)) & =g^{\prime}(g x,[g ; x] y) \\
& =\left(g^{\prime} g x,\left[g^{\prime} ; g x\right][g ; x] y\right) .
\end{aligned}
$$

Since this is equal to (g'gx,[g'g;x]y), we have (2.7). Set $g^{\prime}=g^{-1}$ in (2.7). Then by using the fact that $[e ; x]=\tilde{e}$ where

ẽ denotes the identity element of $\tilde{G}_{j},(2.8)$ is obtained. In the subsequent sections we shall present three methods to construct the best invariant predictor under Assumptions 1 to 4.

## 3. Construction method by Haar measure

In this section, we shall extend the assumptions used by Hore and Buehler [9] so as to be able to treat such a structure as (2.1) and express the best invariant predictor by using Haar measure on the group. We also discuss a set of sufficient conditions for the assumptions and obtain an alternative expression of the best invariant predictor.

### 3.1 Construction of the best invariant predictor

Assumption Al. $G$ is a locally compact topological group with a $\sigma$-field $\mathcal{L}$.

Let $\mu$ and $v$, respectively, denote the left and right Haar measures on $\left(C_{j}, \mathcal{L}\right)$ and $\Delta$ denote the modular function, which is a continuous homomorphism of $G$ into the multiplicative group of real numbers such that for all $B \varepsilon \mathcal{L}$ and ge $\}$,

$$
\begin{aligned}
\mu(g B) & =\mu(B), & \nu(B g) & =\nu(B), \\
\nu(B) & =\mu\left(B^{-1}\right), & \Delta(g) \mu(B) & =\mu(B g)
\end{aligned}
$$

(see e.g. Nachbin [17]).
Assumption A2. There exist a space $M$ and a one-to-one bimeasurable map from $\pi$ onto $\mathcal{X} \times \mathcal{M}$ such that if $\pi(x)=(h, a)$, then $\pi(g x)=(g h, a)$.

Usually, $\mathcal{M}$ is the sample space of the maximal invariant statistic defined on fith respect to $\mathcal{G}$.

To simplify the presentation, we shall put $x=(h, a)$ and
$g x=(g h, a)$ if $\pi(x)=(h, a)$.
By (2.1) it is easy to see that the family of probability distributions of $x$ induced from $P$ is invariant under $G$, so that Assumptions 3 and $A 2$ imply that the probability measure on $\mathcal{M}$ induced from $X$ does not depend on $\theta \varepsilon \theta$. Hence we shall denote it by $\lambda$.

Assumption A3. There exists a relatively invariant measure $\xi$ on ( $\mathcal{Y}, \varepsilon$ ) with modulus $J$, i.e.

$$
\xi\left(\tilde{g}_{C}\right)=J(\tilde{g}) \xi(C), \tilde{g} \varepsilon \tilde{g}, C \varepsilon \varepsilon,
$$

and for any $g \varepsilon G_{j}, J([g ; x])$ does not depend on $x \varepsilon \mathcal{H}^{\mathfrak{t}}$.
Therefore for simplicity, we shall write $J(g)$ instead of $J([g ; x])$.

Assumption A4. The density function of $X$ with respect to $\mu \times \lambda$ can be expressed in the form

$$
\begin{equation*}
f_{1}\left(\theta^{-1} h, a\right), \quad h \varepsilon G, a \varepsilon M, \theta \varepsilon \theta, \tag{3.1}
\end{equation*}
$$

whereas, given $X=x$, the conditional density function of $Y$ with respect to $\xi$ can be expressed in the form

$$
\begin{equation*}
f_{2}\left(\left[\theta^{-1} ; x\right] y \mid \theta^{-1} x\right) J\left(\theta^{-1}\right), y \varepsilon Y, x \in \mathcal{X}, \theta \varepsilon \theta, \tag{3.2}
\end{equation*}
$$ where $f_{1}(h, a)$ and $f_{2}(y \mid x)$ are the density function and conditional density function under $P_{\theta_{0}}$, respectively.

Now we shall express the best invariant predictor by using the Haar measure $v$. For this we need the following lemma.

Lemma 3.([24]) If Assumptions 1 to 4 and Al to A4 hold and if $\delta$ is an invariant predictor, then for any he $G$,

$$
\begin{aligned}
R\left(\theta_{0}, \delta\right)= & \Delta(h) \iiint\left\{\int L(s, y, \theta) \delta(d s \mid h, a)\right\} f_{I}\left(\theta^{-I} h, a\right) \\
& \times f_{2}\left(\left[\theta^{-1} ; h, a\right] y \mid \theta^{-1} h, a\right) J\left(\theta^{-1}\right) \lambda(d a) \cup(d \theta) \xi(d y) .
\end{aligned}
$$

Proof. By setting $\theta=\theta_{0}$ in (3.1) and (3.2), it follows from (2.3) that

$$
\begin{aligned}
R\left(\theta_{0}, \delta\right)= & \iiint\left\{\int L\left(s, y, \theta_{0}\right) \delta(d s \mid g, a)\right\} f_{1}(g, a) f_{2}(y \mid g, a) \\
& \times \lambda(d a) \mu(d g) \xi(d y)
\end{aligned}
$$

$$
\begin{align*}
= & \Delta(h) \iiint\left\{\int L\left(s, y, \theta_{0}\right) \delta\left(d s \mid g^{\prime} h, a\right)\right\} f_{l}\left(g^{\prime} h, a\right)  \tag{3.3}\\
& \times f_{2}\left(y \mid g^{\prime} h, a\right) \lambda(d a) \mu\left(d g^{\prime}\right) \xi(d y),
\end{align*}
$$

where the second equality follows from the transformation $g=g^{\prime} h$ and the fact that $\mu(d g)=\Delta(h) \mu\left(d g^{\prime}\right)$.

The invariance of $L$ and $\delta$ (see (2.2) and (2.4)) implies that

$$
\begin{aligned}
\int L\left(s, y, \theta_{0}\right) \delta\left(d s \mid g^{\prime} h, a\right) & =\int L\left(\left[g^{\prime} ; h, a\right] s, y, \theta_{0}\right) \delta(d s \mid h, a) \\
& =\int L\left(s,\left[g^{\prime} ; h, a\right]^{-1} y, g^{\prime-1}\right) \delta(d s \mid h, a)
\end{aligned}
$$

so that after the transformation $y^{\prime}=\left[g^{\prime} ; h, a\right]^{-1} y$, we have from (3.3) that

$$
\begin{aligned}
R\left(\theta_{0}, \delta\right)= & \Delta(h) \iiint\left\{\int L\left(s, y^{\prime}, g^{\prime^{-1}}\right) \delta(d s \mid h, a)\right\}_{f}\left(g^{\prime} h, a\right) \\
& \times f_{2}\left(\left[g^{\prime} ; h, a\right] y^{\prime} \mid g^{\prime} h, a\right) J\left(g^{\prime}\right) \lambda(d a) \mu\left(d g^{\prime}\right) \xi(d y)
\end{aligned}
$$

Then by the transformation $\theta=g^{-1}$ and the fact that $\nu(d \theta)=\mu\left(d g^{\prime}\right)$, the theorem has been proved.

On the basis of Lemma 3, we shall prove the following result, which is an extension of Theorem 2 of Hora and Buehler [9].

Theorem 1.([24]) If Assumptions 1 to 4 and Al to A4 hozd and if there exists a non-randomized predictor $\delta^{*}$ such that for each $x=(h, a), \delta^{*}(x)$ is the unique value of $d$ which minimizes
(3.4) $\quad \iint L(d, y, \theta) f_{I}\left(\theta^{-1} h, a\right) f_{2}\left(\left[\theta^{-1} ; x\right] y \mid \theta^{-1} x\right) J\left(\theta^{-1}\right) \cup(d \theta) \xi(d y)$,
then $\delta^{*}$ is the best invariant predictor.

Proof. First we shall show that $\delta^{*}$ is an invariant predictor.
Substituting $g x=(g h, a)$ in place of $x=(h, a)$, and using the transformation $\theta=g \theta^{\prime}$ and the fact that $v(d \theta)=\Delta\left(g^{-1}\right) v\left(d \theta^{\prime}\right)$, we can write (3.4) as

$$
\begin{align*}
& \Delta\left(g^{-1}\right) \iint L\left(s, y, g \theta^{\prime}\right) f_{I}\left(\theta^{\prime}-I_{h}, a\right) f_{2}\left(\left[\left(g \theta^{\prime}\right)^{-1} ; g h, a\right] y \mid \theta^{\prime-1} h, a\right)  \tag{3.5}\\
& \quad \times J\left(\left(g \theta^{\prime}\right)^{-1}\right) \cup\left(d \theta^{\prime}\right) \xi(d y) .
\end{align*}
$$

Since by (2.7) and (2.8)

$$
\begin{aligned}
{\left[\left(g \theta^{\prime}\right)^{-1} ; g h, a\right] } & =\left[\theta^{-1} ; h, a\right]\left[g^{-1} ; g h, a\right] \\
& =\left[\theta^{-1} ; h, a\right][g ; h, a]^{-1}
\end{aligned}
$$

and $J\left(\left(g \theta^{\prime}\right)^{-1}\right)=J\left(g^{-1}\right) J\left(\theta^{, l}\right)$, after the transformation $y^{\prime}=[g ; h, a]^{-1} y,(3.5)$ becomes

$$
\begin{aligned}
& \Delta\left(g^{-1}\right) \int \delta L\left([g ; h, a]^{-1} s, y^{\prime}, \theta^{\prime}\right) f_{1}\left(\theta^{\prime-1} h, a\right) f_{2}\left(\left[\theta^{-1} ; h, a\right] y^{\prime} \mid \theta^{-1} h, a\right) \\
& \quad \times J\left(\theta^{-1}\right) \nu\left(d \theta^{\prime}\right) \xi\left(d y^{\prime}\right),
\end{aligned}
$$

where we used (2.2). Hence from the definition of $\delta$ * we obtain that $\delta^{*}(\mathrm{gx})=[\mathrm{g} ; \mathrm{x}] \delta^{*}(\mathrm{x})$, which implies that $\delta *$ is an invariant predictor.

Now, we shall show that $\delta *$ is the best invariant predictor. From Lemma 3 and Fubini's theorem, it follows that for any
invariant predictor $\delta$,

$$
\begin{aligned}
R\left(\theta_{0}, \delta\right)= & \Delta(h) \int\left[\left\{\iint L(s, y, \theta) f_{1}\left(\theta^{-1} h, a\right) f_{2}\left(\left[\theta^{-1} ; h, a\right] y \mid \theta^{-1} h, a\right)\right.\right. \\
& \left.\left.\times J\left(\theta^{-1}\right) v(d \theta) \xi(d y)\right\} \delta(d s \mid h, a)\right] \lambda(d a) \\
\geq & \Delta(h) \int\left[\iint L\left(\delta^{*}(h, a), y, \theta\right) f_{1}\left(\theta^{-1} h, a\right) f_{2}\left(\left[\theta^{-1} ; h, a\right] y \mid \theta^{-1} h, a\right)\right. \\
& \left.\times J\left(\theta^{-1}\right) v(d \theta) \xi(d y)\right] \lambda(d a) \\
= & R\left(\theta_{0}, \delta^{*}\right)
\end{aligned}
$$

Hence from (2.6) we have the result.

Remark l. From this theorem it turns out that the best invariant predictor ia non-randomized (cf. Kiefer [13], p.579).
3.2 Alternative expression of the best invariant predictor

The main difficulty in applying Theorem 1 to a specific prediction problem is to verify Assumptions A2 and A4, so that we shall present a set of sufficient conditions for them, assuming always Assumption A3. This enables us to rewrite the best invariant predictor in a form which is more tractable for some applications.

Condition 1. There exists a relatively invariant measure $\eta$ on ( $X, \mathcal{B}$ ) with modulus $\gamma$ and $\mathcal{P}$ is dominated by $n \times \xi$ and the density function of $Z=(X, Y)$ can be expressed by

$$
\begin{equation*}
\gamma\left(\theta^{-1}\right) J\left(\theta^{-1}\right) p\left(\theta^{-1} z\right), \quad z \varepsilon \mathcal{Z}, \quad \theta \varepsilon \theta . \tag{3.6}
\end{equation*}
$$

Then from (2.1) the density function of $X$ with respect to $\eta$
is given by

$$
\begin{equation*}
\gamma\left(\theta^{-1}\right) p_{1}\left(\theta^{-1} x\right), \quad x \varepsilon \mathscr{X}, \quad \theta \varepsilon \theta, \tag{3.7}
\end{equation*}
$$

where $p_{I}(x)=\int p(x, y) \xi(d y)$.

Definition 4. $B \varepsilon ß$ is said to be a Borel cross-section if it intersects each orbit $G x=\{g x ; g \varepsilon G\}$ precisely once.

Condition 2. There exists a Borel cross-section $\mathrm{B} \varepsilon \mathbb{\beta}$.
Condition 3. $\mp$ is a separable complete metrizable locally compact space and $G$ is a separable complete metrizable locally compact topological group acting continuously on $\mathcal{X}$ (i.e., the mapping $(g, x) \rightarrow g x$ is continuous on $G \times \mathscr{X}$ ).

Then the following lemma holds. For a proof, see Theorem 1 of Bondar [3].

Lemma 4. If $G$ acts freely on $\mathfrak{X}$ and conditions 2 and 3 holds, then Assumption $A 2$ is satisfied $w i t h ~ M=B$, and if $f$ is a reazvalued function which is integrable with respect to $\eta$, then

$$
\begin{equation*}
\int_{X} f(x) n(d x)=\int_{B} \alpha(d a) \int_{G} f(h a) \gamma(h) \mu(d h) \tag{3.8}
\end{equation*}
$$

for some o-finite measure $\alpha$ on $B$.

Using this result, we shall show Assumption A4.

Lemma 5.([24]) If Conditions l to 3 holds, then Assumption A4 is satisfied by taking $B$ as $M$, and

$$
\begin{equation*}
f_{1}\left(\theta^{-1} h, a\right)=\gamma\left(\theta^{-1} h\right) p_{1}\left(\theta^{-1} x\right) / \int \gamma(g) p_{1}(g a) \mu(d g) \tag{3.9}
\end{equation*}
$$

and
(3.10)

$$
f_{2}\left(\left[\theta^{-1} ; x\right] y \mid \theta^{-1} x\right)=p\left(\theta^{-1}(x, y)\right) / p_{1}\left(\theta^{-1} x\right)
$$

where $x=$ ha.
Proof. From (3.7) and (3.8), the density function of $X$ with respect to $\mu \times \alpha$ is given by $\gamma\left(\theta^{-1} h\right) p_{I}\left(\theta^{-1} h a\right)$. Since

$$
\int_{\gamma}\left(\theta^{-l} h\right) p_{1}\left(\theta^{-l} h a\right) \mu(d h)=\int_{\gamma}(g) p_{1}(g a) \mu(d g)
$$

and this is the density function of $\lambda$ with respect to $\alpha$, we have (3.9). From (3.6) and (3.7), (3.10) is obtained.

Theorem 2. ([24]) If Assumptions 1 to 4, A3 and Conditions I to 3 hold and if there exists a non-randomized predictor $\delta^{*}$ such that for each $x, \delta *(x)$ is the unique value of d which minimizes
(3.11)

$$
\iint L(d, y, \theta) \gamma\left(\theta^{-1}\right) J\left(\theta^{-1}\right) p\left(\theta^{-1}(x, y)\right) \cup(d \theta) \xi(d y),
$$ then $\delta^{*}$ is the best invariant predictor.

Proof. From Lemmas 4 and 5, Assumptions in Theorem 1 are satisfied. Therefore from (3.9) and (3.10), (3.4) is equal to

$$
\begin{aligned}
& \iint L(d, y, \theta) \gamma\left(\theta^{-1} h\right) p\left(\theta^{-1}(x, y)\right) J\left(\theta^{-l}\right) \nu(d \theta) \xi(d y) / \int \gamma(g) p_{I}(g a) \mu(d g) \\
&=\left\{\gamma(h) / \int \gamma(g) p_{I}(g a) \mu(d g)\right\} \iint L(d, y, \theta) \gamma\left(\theta^{-1}\right) J\left(\theta^{-1}\right) \\
& \times p\left(\theta^{-1}(x, y)\right) \nu(d \theta) \xi(d y),
\end{aligned}
$$

since $\gamma\left(\theta^{-l} h\right)=\gamma\left(\theta^{-1}\right) \gamma(h)$. Therefore we have the result.
Condition 4. $Y$ is p-dimentional Euclidean space and $\tilde{g}$ is a group of affine transformations on $y$ such that $\tilde{g}=(b, B)$
implies $\tilde{g} y=b+B y, y \varepsilon \mathcal{y}$, where $b$ is a $p$-dimensional vector and $B$ is a $p \times p$ non-singular matrix.

The group operation of $\tilde{G}$ is defined by
(3.12)

$$
\begin{gathered}
\left(b_{1}, B_{1}\right)\left(b_{2}, B_{2}\right)=\left(b_{1}+B_{1} b_{2}, B_{1} B_{2}\right), \\
(b, B)^{-1}=\left(-B^{-1} b, B^{-1}\right) .
\end{gathered}
$$

Condition 5. For any $g \varepsilon G$ and $x \in \mathscr{X}$,

$$
\begin{equation*}
[g ; x]=(l(g, x), k(g)) \tag{3.13}
\end{equation*}
$$

and for any $d, y \varepsilon y$ and $\theta \varepsilon \theta$,

$$
\begin{equation*}
L(d, y, \theta)=\left\|k\left(\theta^{-1}\right)(y-d)\right\|^{2} \tag{3.14}
\end{equation*}
$$

where $\|\left. t\right|^{2}=t \cdot t$.

Lemma 6. Under Conditions 4 and 5, it holds that (3.15) $k\left(g g^{\prime}\right)=k(g) k\left(g^{\prime}\right), \quad g, g^{\prime} \varepsilon G$, and that $L$ defined by (3.14) satisfies (2.2).

Proof. From (2.7) and (3.13) it follows that

$$
\begin{aligned}
{\left[g g^{\prime} ; x\right] } & =\left[g ; g^{\prime} x\right]\left[g^{\prime} ; x\right] \\
& =\left(I\left(g, g^{\prime} x\right), k(g)\right)\left(I\left(g^{\prime}, x\right), k\left(g^{\prime}\right)\right) \\
& =\left(I\left(g, g^{\prime} x\right)+k(g) I\left(g^{\prime}, x\right), k(g) k\left(g^{\prime}\right)\right),
\end{aligned}
$$

where the last equality follows from (3.12). Since this is equal to (l(gg', $\left.x), k\left(g g^{\prime}\right)\right)$, we have (3.15). From (3.13), (3.14) and (3.15),

$$
\begin{aligned}
L([g ; x] d,[g ; x] y, g \theta) & =\left\|k\left((g \theta)^{-1}\right)\{k(g)(y-d)\}\right\|^{2} \\
& =\| k\left(\theta^{-1}\right)(y-\alpha)| |^{2} .
\end{aligned}
$$

Therefore L satisfies (2.2).

Theorem 3. If Assumptions 1 to 4, A3 and Conditions 1 to 5 hotd, then the best invariant predictor $\delta^{*}$ is given by
(3.16) $\delta *(x)=\left\{\iint\left(k(\theta) k(\theta)^{\prime}\right)^{-1} \gamma\left(\theta^{-1}\right) J\left(\theta^{-1}\right) p\left(\theta^{-1}(x, y)\right) v(d \theta) \xi(d y)\right\}^{-1}$

$$
\times \iint\left(k(\theta) k(\theta)^{\prime}\right)^{-1} y \gamma\left(\theta^{-1}\right) J\left(\theta^{-1}\right) p\left(\theta^{-1}(x, y)\right) \cup(d \theta) \xi(d y) .
$$

Proof. Since $k\left(\theta^{-1}\right)=k(\theta)^{-1}$ by (3.15), the result is easily obtained from (3.14) and Theorem 2.

### 3.3 Examples

### 3.3.1 The location-scale model

Let $R^{k}$ denote $k$-dimensional Euclidean space. Suppose $\mathcal{X}=R^{n}$ and $Y=R^{m}$, and that the probability density function of $Z=(x, Y)$ with respect to Lebesgue measure on $R^{n+m}$ is

$$
\sigma^{-(n+m)} f\left\{\left(x_{1}-\mu\right) / \sigma, \ldots,\left(x_{n}-\mu\right) / \sigma,\left(y_{1}-\mu\right) / \sigma, \ldots,\left(y_{m}-\mu\right) / \sigma\right\}
$$

for some known function I , where ( $\mu, \sigma$ ) is an unknown locationscale parameter with the parameter space $\theta=\{\theta=(\mu, \sigma) ; \sigma>0\}$.
G is the group consisting of linear transformations $g=(b, c)$, $c>0$, on $R^{n+m}$ such that
(3.17) $g\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)=\left(b+c x_{1}, \ldots, b+c x_{n}, b+c y_{1}, \ldots, b+c y_{m}\right)$.

We adopt the loss function defined by

$$
\begin{equation*}
L(d, y, \theta)=\sigma^{-2 m}\|y-\alpha \mid\|^{2} \tag{3.18}
\end{equation*}
$$

Then it is easy to verify Assumptions 1 to 4 and A3 and also Coditions l, 3 and 4. Condition 2 is satisfied by taking

$$
B=\left\{\left(\frac{x_{1}-\bar{x}}{s}, \ldots, \frac{x_{n}-\bar{x}}{s}\right) ;\left(x_{1}, \ldots, x_{n}\right)\right\}
$$

where $\bar{x}=\sum_{i=1}^{n} x_{i} / n$ and $s^{2}=\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}$.
From (3.17), $[g ; x]=\left(b l_{m}, c I_{m}\right)$, where $I_{m}=(1, \ldots, 1)$ ' and $I_{m}$ is the identity matrix. Then by (3.18) Condition 5 holds. Therefore all assumptions and conditions in Theorem 3 are satisfied. From (3.16), the best invariant predictor is given by

$$
\begin{equation*}
\delta^{*}(x)=\frac{\iint y \sigma^{-(n+m+2)} f\left(\frac{x_{1}-\mu}{\sigma}, \ldots, \frac{x_{n}-\mu}{\sigma}, \frac{y_{1}-\mu}{\sigma}, \ldots, \frac{y_{m}-\mu}{\sigma}\right) v(d \theta) d y}{\iint \sigma^{-(n+m+2)} f\left(\frac{x_{1}-\mu}{\sigma}, \ldots, \frac{x_{n}-\mu}{\sigma}, \frac{y_{1}-\mu}{\sigma}, \ldots, \frac{y_{m}-\mu}{\sigma}\right) \nu(d \theta) d y} \tag{3.18}
\end{equation*}
$$

with $\nu(d \theta)=d \mu d \sigma / \sigma$ (see Fraser [6], p.63).

Remark 2. It is easy to show that an analogous result holds when there is a location parameter only or scale parameter only.

Example 1. Denote by $X_{1}<X_{2}<\ldots<X_{n}$ the order statistics of size n from the exponential distribution with the density function, $(1 / \sigma) \exp \{-(x-\mu) / \sigma\}, x>\mu, \sigma>0$. We consider the problem of predicting $X_{m}$ after observing only $X_{I}, \ldots, X_{r}$, where $1 \leq r<m \leq n$.

Let $X=\left(X_{1}, \ldots, X_{r}\right)$ and $Y=X_{m}$. Then the joint probability density function of $X$ and $Y$ is given by
(3.20) $\frac{n!\sigma^{-(r+1)}}{(m-r-1)!(n-m)!} \exp \left\{-\left[\sum_{i=1}^{r}\left(x_{i}-\mu\right)+(n-m+1)(y-\mu)\right] / \sigma\right\}$

$$
\times\left\{\exp \left[-\left(\mathrm{x}_{\mathrm{r}}-\mu\right) / \sigma\right]-\exp [-(\mathrm{y}-\mu) / \sigma]\right\}^{\mathrm{m}-r-1}
$$

for $\mu<x_{1}<\ldots<x_{r}<y$ and zero otherwise. Then the straightforward calculation shows that the best invariant predictor is given by

$$
\begin{equation*}
\delta^{*}(X)=X_{r}+(S / r) \sum_{i=r+1}^{m} 1 /(n-i+1) \tag{3.21}
\end{equation*}
$$

where

$$
\begin{equation*}
S=\sum_{i=2}^{r}\left(X_{i}-X_{l}\right)+(n-r)\left(X_{r}-X_{l}\right) \tag{3.22}
\end{equation*}
$$

See Appendix for a proof.

### 3.3.2 The progression model

Let $X_{1}, \ldots, X_{n}, X_{n+1}$ be independently and identically distributed $(p+q)$-dimensional random vectors with the probability density function with respect to Lebesgue measure on $R^{p+q}$,

$$
\begin{equation*}
|\Lambda|^{-1} f\left(| | \Lambda^{-1}(x-\mu)| |^{2}\right) \tag{3.23}
\end{equation*}
$$

where f is some known function, $\Lambda$ is a lower triangular matrix of order $p+q$ with positive diagonal elements and $|\Lambda|$ denotes the determinant.

Suppose that $\theta=(\mu, \Lambda)$ is unkown. We shall denote by $G(m)$ the set of all lower triangular matrices of order $m$ with positive diagonal elements. Then $\theta=\left\{\theta=(\mu, \Lambda) ; \mu \varepsilon R^{p+q}, \Lambda \varepsilon G(p+q)\right\}$.

The following partitions are used in the sequel:
(3.24) $\quad x_{i}=\binom{x_{i}^{1}}{x_{i}^{2}}, i=1, \ldots, n+1, \quad \mu=\binom{\mu_{1}}{\mu_{2}}, \quad \Lambda=\left(\begin{array}{ll}\Lambda_{11} & 0 \\ \Lambda_{21} & \Lambda_{22}\end{array}\right)$,
where $X_{i}^{I}$ and $\mu_{1}$ are $p \times I$ and $\Lambda_{11} \varepsilon G(p)$.
We consider the problem of predicting $X_{n+1}^{2}$ after observing
$X_{1}, \ldots, X_{n}, X_{n+1}^{1}$. Let $X=\left(X_{1}, \ldots, X_{n}, X_{n+1}^{1}\right)$ and $Y=X_{n+1}^{2}$. Define the following transformation $g$ on $Z$,
(3.25) $g\left(x_{1}, \ldots, x_{n}, x_{n+1}\right)=\left(b+C x_{1}, \ldots, b+C x_{n}, b+C x_{n+1}\right), g=(b, C)$, where $b \varepsilon R^{p+q}$ and $C \varepsilon G(p+q)$.

We shall view $G$ as the Cartesian product $R^{p+q_{\times G}(p+q)}$ with such group operations as (3.12). Then it is well known that $G$ is a locally compact topological group and that the right Haar measure is given by

$$
\begin{equation*}
\nu(d \theta)=\prod_{i=1}^{p+q}\left(\lambda_{i i}\right)^{-(p+q+1-i)} d \mu d \Lambda, \tag{3.26}
\end{equation*}
$$

where $\lambda_{i i}(i=1, \ldots, p+q)$ are diagonal elements of $\Lambda, d \mu$ and $d \Lambda$ denote Lebesgue measures on $R^{p+q}$ and $G(p+q)$, respectively (see Fraser [6], p.148).

By viewing $\tilde{\mathscr{G}}$ as the group defined in Condition 4, from (3.25) we have for $g=(b, c)$,

$$
\begin{equation*}
[g ; x]=\left(c_{21} x_{n+1}^{l}+b_{2}, c_{22}\right) \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
g x=\left(b+C x_{1}, \ldots, b+C x_{n}, b_{1}+C_{11} x_{n+1}^{1}\right) \tag{3.28}
\end{equation*}
$$

where the same partitions as (3.24) are used for (b, C).
We shall adopt the following loss function for this problem:

$$
\begin{equation*}
L(d, y, \theta)=\left\|\Lambda_{22}^{-1}(d-y)\right\|^{2} . \tag{3.29}
\end{equation*}
$$

By using (3.12) and (3.27) we can easily show that Conditions 4 and 5 are satisfied, and therefore Assumption 2 is satisfied. From (3.27), J(g) $=\left|C_{22}\right|$, which implies Assumption A3. It is
clear that Conditions 1 and 3 hold. Therefore we have only to check Condition 2 to apply Theorem 3 to this problem. Let $\mathfrak{X}_{1}$ be the sample space of $\left(X_{1}, \ldots, X_{n}\right)$ and the action of $G$ on $X_{1}$ be

$$
g\left(x_{1}, \ldots, x_{n}\right)=\left(b+C x_{1}, \ldots, b+C x_{n}\right), \quad g=(b, c) .
$$

For this transformation group, the Borel cross-section for the orbits in $\mathfrak{X}_{1}$ exists (see Fraser [6], p.145). Then using Proposition 2 of Bondar [3], from (3.28) there exists a Borel cross-section for the orbits in $\mathcal{X}$. Hence Condition 2 is satisfied.

$$
\text { Since } k(\theta)=\Lambda_{22} \text {, by }(3.16) \text { and (3.23) the best invariant }
$$

predictor is given by
(3.30) $\quad \delta^{*}(x)=\left\{\iint\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1}|\Lambda|^{-(n+1)^{n+1}} \prod_{i=1}^{f}\left(| | \Lambda^{-1}\left(x_{i}-\mu\right) \|^{2}\right) v(d \theta) d y\right\}^{-1}$

$$
\left.\times s \int\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1} y|\Lambda|^{-(n+1}\right)_{i=1}^{n+1} f\left(| | \Lambda^{-1}\left(x_{i}-\mu\right)| |^{2}\right) v(d \theta) d y
$$

where $x=\left(x_{1}, \ldots, x_{n+1}^{1}\right), y=x_{n+1}^{2}$ and $v$ is defined in (3.26).

Example 2. Let $X_{1}, \ldots, X_{n}, X_{n+1}$ be independently normally distributed $(p+q)$-dimensional random vectors with unknown mean $\mu$ and unknown non-singular covariance matrix $\Sigma$. Let $n>p+q$ and $\theta=(\mu, \Sigma)$. The same partition as in (3.24) is used for $\Sigma$.
We want to predict $Y=X_{n+1}^{2}$ after observing $X=\left(X_{1}, \ldots, X_{n}, X_{n+1}^{1}\right)$. This problem was considered in Ishii [Il], p.482. He proposed
a predictor of $Y$ given by
(3.31) $\quad \delta(X)=\bar{X}_{2}+S_{21} S_{11}^{-1}\left(X_{n+1}^{1}-\bar{X}_{1}\right)$,
where $\quad \bar{X}=\binom{\bar{x}_{1}}{\bar{x}_{2}}=\sum_{i=1}^{n} X_{i} / n, \quad s=\left(\begin{array}{ll}S_{11} & S_{12} \\ S_{21} & S_{22}\end{array}\right)=\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)\left(x_{i}-\bar{x}\right)^{\prime}$
and $\bar{X}_{1}$ is $p \times 1$ and $S_{11}$ is $p \times p$. But any justification of (3.31) has not appeared in literature as far as the author knows. We shall show that (3.31) is the best invariant predictor with respect to the loss function

$$
\begin{equation*}
L(d, y, \theta)=(y-d) \cdot\left(\Sigma_{22^{-\Sigma_{21}}}^{\left.\Sigma_{11}^{-1} \Sigma_{12}\right)^{-1}(y-d)}\right. \tag{3.32}
\end{equation*}
$$

under the transformation group $G$ defined by (3.25).
It is well known that $\Sigma=\Lambda \Lambda^{\prime}$ with $\Lambda \varepsilon G(p+q)$. Therefore the density function is written in the form of (3.23) and (3.32) becomes $\left|\left|\Lambda_{22}^{-1}(d-y)\right|\right|^{2}$, since $\Lambda_{22} \Lambda_{22}^{\prime}=\Sigma_{22}-\Sigma_{21} \Sigma_{11}^{-I} \Sigma_{12}$. Hence the best invariant predictor is obtained from (3.30), which will be shown to be identical with (3.31) in Appendix.

Remark 3. When $q=1$, it is well known that (3.3l) is inadmissible if $p \geq 3$. This fact was first proved by Stein [19]. They can be improved by using the estimators given in Baranchik [1] and Takada [21].
4. Construction method based on an adequate statistic

It is well known that the class of invariant rules based on a sufficient statistic is essentially complete among the class of all invariant rules under several assumptions. For example, see Theorem 5.4.4 and 5.4.5 in Nabeya [16], p.192. We shall show that the same result holds for the prediction problem, using an adequate statistic in place of a sufficient statistic. Then, among the class of all invariant predictors based on the adequate statistic, we seek the optimal predictor, which is actually the best invariant predictor.

### 4.1 Adequate statistic

In this section we postulate Assumptions 1 and 2 introduced in Section 2. Let $t$ be a measurable mapping from ( $\not \subset, B$ ) onto $(\mathcal{T}, \mathcal{U})$ and let $T=t(X)$.

Definition 4. A statistic $T$ is said to be adequate for $X$ with respect to (w.r.t.) $Y$ if $T$ is sufficient for $X$ and, given $T$, $X$ and $Y$ are conditionally independent.

Sugiura and Morimoto [20] provided a simple criterion which characterizes an adequate statistic as follows.

Lemma 7. If $\oint$ is dominated $b y \cdot \lambda=\lambda_{1} \times \lambda_{2}$ where $\lambda_{1}$ and $\lambda_{2}$ are probability measures on $(\underset{X}{ }(\mathbb{B})$ and $(\mathscr{y}, \mathcal{C})$, respectively, then $T$ is adequate for X w.r.t. Y if and only if

$$
d P_{\theta} / d \lambda=h(x) f_{\theta}(t(x), y),
$$

where $h(x)$ is $\mathbb{B}$-measurable and $f_{\theta}(t, y)$ is $U \times C$-measurable. Suppose the space $\mathscr{X}$ is decomposed so that $(\mathcal{X}, \mathcal{B})=\left(\mathcal{X}_{1} \times \mathcal{X}_{2}, B_{1} \times B_{2}\right)$. Write $X=\left(X_{1}, X_{2}\right)$ and $x=\left(x_{1}, x_{2}\right)$.

Assumption Bl. G is a group of one-to-one transformations acting on both $\mathscr{X}_{1}$ and $\mathscr{K}_{2}$, mapping each space onto itself, and (4.1) $g\left(x_{1}, x_{2}, y\right)=\left(g x_{1}, g x_{2},\left[g ; x_{2}\right] y\right), g \varepsilon G$, so that $[g ; x]$ defined in (2.1) depends on $x$ through $x_{2}$.

Let $t *$ be a measurable mapping from $\left(\mathscr{F}_{I}, \mathcal{B}_{I}\right)$ onto a measurable space $\left(J^{*}, \ell^{*}\right)$ and $t(x)=\left(t *\left(x_{1}\right), x_{2}\right)$ for $x=\left(x_{1}, x_{2}\right)$. Let ( $\left.\mathcal{J}, \mathcal{U}\right)$ $=\left(T^{*} \times \mathcal{t}_{2}, \mathfrak{U}^{*} \times \mathbb{B}_{2}\right)$.

Assumption B2. $X_{1}$ and $X_{2}$ are independent, $T^{*}=t *\left(X_{1}\right)$ is sufficient for $X_{l}$ and $T=t(X)$ is adequate for $X$ w.r.t. $Y$.

Remark 4. If the transformation $[g ; x]$ on $\mathcal{y}$ does not depend on $x$, then there is no need to consider $\mathcal{X}_{2}$ and Assumption B2 means just that $T^{*}$ is adequate for $X$ w.r.t. $Y$.

Assumption $B 3$. There exists a real-valued function $Q$ on $\mathbb{B}_{1} \times \mathscr{X}_{1}$ such that
(i) for any $x_{1} \varepsilon \not_{1}, Q\left(. \mid x_{1}\right)$ is a probability measure on ( $\mathscr{K}_{1}, \mathcal{B}_{1}$ ); (ii) for any $B \varepsilon\left(B_{1}, Q(B \mid\right.$.$) is a version of conditional probability$ of $B$ given $贝_{t *}=\left\{t^{*-1}(U) ; U \varepsilon U^{*}\right\}$;
(iii) for any $x_{1} \varepsilon \mathcal{X}_{1}, B \varepsilon \overparen{B}_{1}$ and $g \varepsilon \overparen{G}$,

$$
Q\left(g B \mid g x_{1}\right)=Q\left(B \mid x_{1}\right)
$$

Definition 5. A predictor $\delta$ is said to be based on $T$ if for any $C \varepsilon\left(C^{\ell}, \delta(C \mid\right.$.$) is B_{t}$-measurable where $\mathbb{R}_{t}=\left\{t^{-1}(U) ; U \varepsilon \mathcal{U}\right\}$. Now, we shall show the essential completeness of the class of all invariant predictors based on an adequate statistic among the class of all invariant predictors.

Theorem 4. ([22]) If Assumptions 1, 2 and Bl to B3 hozd, then for any invariant predictor $\delta$, there exists an invariant predictor So based on $T$ such that (4.2) $R(\theta, \delta)=R\left(\theta, \delta_{0}\right), \theta \varepsilon \theta$.

Proof. Define for $C \varepsilon E$ and $x \varepsilon \mathscr{X}$,

$$
\begin{equation*}
\delta_{0}(C \mid x)=\int \delta\left(C \mid s, x_{2}\right) Q\left(d s \mid x_{1}\right) . \tag{4.3}
\end{equation*}
$$

Then by Theorem 1 of Takeuchi and Akahira [27], we have (4.2). Therefore the proof is complete if $\delta_{0}$ is shown to satisfy (2.4). From Assumptions $B 1$ and B3, for any $g \varepsilon G, x \varepsilon \mathscr{X}$ and $C \varepsilon($,

$$
\begin{aligned}
\delta_{0}\left(\left[g ; x_{2}\right] C \mid g x_{1}, g x_{2}\right) & =\int \delta\left(\left[g ; x_{2}\right] C \mid s, g x_{2}\right) Q\left(d s \mid g x_{1}\right) \\
& =\int \delta\left(\left[g ; x_{2}\right] C \mid g s, g x_{2}\right) Q\left(g d s \mid g x_{1}\right) \\
& =\int \delta\left(C \mid s, x_{2}\right) Q\left(d s \mid x_{1}\right) \\
& =\delta_{0}(C \mid x)
\end{aligned}
$$

where the third equality follows from the invariance of $\delta$.

> Assumption B3 is not easy to verify. The following lemma which was obtained by Hall et. al. [8], Theorem 7.1 , may be useful to verify it.

Lemma 8. $X_{1}$ is a Borel subset of $R^{n}$ and $\mathbb{R}_{1}$ the Borel o-field
of $\mathfrak{X}_{1}$. Let $f_{\theta}$ be the density function of $X_{1}$ w.r.t. Lebesgue measure on $R^{n}$ such that

$$
f_{\theta}\left(x_{1}\right)=h\left(x_{1}\right) g_{\theta}\left(t^{*}\left(x_{1}\right)\right), x_{1} \varepsilon X_{1}, \theta \varepsilon \theta,
$$

where $t^{*}$ is a measurable function from $\mathcal{F}_{1}$ into $R^{k}(k<n)$ with the range $\mathcal{J}^{*}, \mathrm{~h}$ and $\mathrm{g}_{\theta}$ are positive real-valued measurable functions on $\mathcal{X}_{1}$ and $J^{*}$, respectively. Let $\theta_{t}=\left\{t^{*-1}(U) ; U \varepsilon U^{*}\right\}$ where $U^{*}$ is the Borel o-field of $J^{*}$. Suppose that there is an invariant open set $B \varepsilon \mathbb{Q}_{t *}$ of $\mathcal{P}$-measure $I$ such that on $B$
(i) for each $g \varepsilon G$, $\mathrm{gx}_{1}$ is continuously differentiable and the Jacobian depends only on $t *\left(\mathrm{x}_{1}\right)$;
(ii) for each $g \varepsilon G, t^{*}\left(x_{1}\right)=t *\left(x_{2}\right)$ implies $t^{*}\left(g x_{1}\right)=t^{*}\left(g x_{2}\right)$;
(iii) $t^{*}\left(x_{1}\right)$ is continuously differentiable and the matrix $\left|\left|\left[\partial t_{j}^{*}\left(x_{l}\right) / \partial x_{1 i}\right] ; j=1, \ldots, k, i=1, \ldots, n\right|\right| i s$ of rank $k$, where $x_{1}=\left(x_{11}, \ldots, x_{1 n}\right)$ and $t^{*}\left(x_{1}\right)=\left(t_{1}^{*}\left(x_{1}\right), \ldots, t_{K}^{*}\left(x_{1}\right)\right)$;
(iv) for each $g \varepsilon G$, $h\left(g x_{1}\right) / h\left(x_{1}\right)$ depends only on $t_{1}\left(x_{1}\right)$.

Then Assumption B3 holds.
Next we shall show that the class of all non-randomized invariant predictors is essentially complete among the class of all invariant predictors.

Assumption B4. $Y$ is $R^{p}$ and $L(\alpha, y, \theta)$ is a convex function of d for each $y \varepsilon \mathscr{y}$ and $\theta \varepsilon \theta$ and $L(d, y, \theta) \rightarrow \infty$ as $\|\alpha\| \rightarrow \infty$.

Assumption B5. $\tilde{C}$ contains only linear transformations, that is, transformations of the form $\tilde{g} d=B d+c$ where $B$ is a $p \times p$ non-singular matrix and $c \varepsilon R^{p}$.

Assumption B6. There exists a non-randomized invariant predictor based on $T$.

Theorem 5. ([22]) If Assumptions 1, 2 and Bl to B6 hold, then for any invariant predictor $\delta$ there exists a nonrandomized invariant predictor $\delta^{*}$ based on $T$ such that

$$
R(\theta, \delta) \geq R\left(\theta, \delta^{*}\right), \quad \theta \varepsilon \theta .
$$

Proof. Define $\delta^{*}$ by

$$
\begin{align*}
\delta^{*}(x) & =\int s \delta_{0}(d s \mid x) \text { if } \int \| s| | \delta_{0}(d s \mid x)<\infty  \tag{4.4}\\
& =\psi(x), \text { otherwise },
\end{align*}
$$

where $\delta_{0}$ is given by (4.3), $\psi$ is a non-randomized invariant predictor based on $T$ which exists by Assumption $B 6$ and

$$
\int s \delta_{0}(d s \mid x)=\left(\int s_{1} \delta_{0}(d s \mid x), \ldots, \int s_{p} \delta_{0}(d s \mid x)\right)
$$

Suppose first $R\left(\theta, \delta_{0}\right)<\infty$. Then from (2.3)

$$
\int L(s, Y, \theta) \delta_{0}(d s \mid X)<\infty \quad \text { a.e. }[\mathscr{F}] .
$$

Therefore from Theorem 1 and Remark in Ferguson [5], p. 78 and Assumption B4, we have

$$
s||s|| \delta_{0}(d s \mid x)<\infty \quad \text { a.e. }[0]
$$

and hence by Jensen's inequality

$$
L\left(\delta^{*}(X), Y, \theta\right) \leq \int L(s, Y, \theta) \delta_{0}(d s \mid X) \text { a.e. }[\mathcal{F}],
$$

which implies that

$$
\begin{equation*}
R\left(\theta, \delta^{*}\right) \leq R\left(\theta, \delta_{0}\right), \quad \theta \varepsilon \theta . \tag{4.5}
\end{equation*}
$$

On the contrary, if $R\left(\theta, \delta_{0}\right)=\infty$, it is clear that (4.5) holds.
Hence from (4.2) the proof is complete if $\delta^{*}$ is invariant, that is, $\delta^{*}(g x)=\left[g ; x_{2}\right] \delta *(x)$ for all $g \varepsilon G$ and $x=\left(x_{1}, x_{2}\right) \varepsilon X$.

From Assumption B5 and the invariance of $\delta_{0}$, we have

$$
\begin{align*}
\int s \delta_{0}\left(d s \mid g x_{1}, g x_{2}\right) & =\int\left[g ; x_{2}\right] s \delta_{0}\left(\left[g ; x_{2}\right] d s \mid g x_{1}, g x_{2}\right)  \tag{4.6}\\
& =\left[g ; x_{2}\right] \int_{s \delta_{0}}(d s \mid x),
\end{align*}
$$

which implies that $\delta||s|| \delta_{0}(d s \mid g x)<\infty$ if and only if $f||s|| \delta_{0}(d s \mid x)$ $<\infty$. Then from (4.4) and (4.6) it follows easily that $\delta^{*}$ is invariant.

Remark 5. Theorem 5 implies that if a non-randomized invariant predictor based on $T$ is best among the class of all non-randomized invariant predictors based on $T$, then it is the best invariant predictor.

### 4.2 Construction of the best invariant predictor

In this section we shall construct the best invariant predictor based on an adequate statistic.

Let $t$ be a measurable mapping from $(\mathbb{X}, \mathbb{B})$ onto ( $\mathcal{J}, \mathcal{U})$ and suppose that $T=t(X)$ is an adequate statistic and that Assumptions 1 to 4 in Section 2 hold.

Assumption B7. For any $g \varepsilon G, t(g x)=t\left(g x^{\prime}\right)$ whenever $t(x)=t\left(x^{\prime}\right)$. Then we can define the action of $G$ on $\mathcal{J}$ by

$$
g t^{\prime}=t(g x)
$$

for $t^{\prime} \varepsilon \mathcal{J}$ and $x$ satisfying $t^{\prime}=t(x)$.
Assumption B8. For each $g \varepsilon G,[g ; x]$ depends on $x$ through $t(x)$.
Therefore in this section we shall write [g;t] instead of $[g ; x]$. Then under Assumptions B7 and B8, a predictor based on $T$ is
invariant if and only if
$\delta([g ; t] C \mid g t)=\delta(C \mid t), \quad \mathrm{C} \varepsilon(, t \varepsilon J, \mathrm{~g} \varepsilon G$.
Suppose that $t$ is decomposed so that $t(x)=\left(t_{1}(x), t_{2}(x)\right)$. Let $\left(J_{1}, \mathcal{Z}_{1}\right)$ and $\left(J_{2}, U_{2}\right)$ be the sample spaces of $T_{1}=t_{1}(X)$ and $T_{2}=t_{2}(X)$, respectively.

Assumption B9. The action of $G$ on both $J_{1}$ and $J_{2}$ can be defined so that

$$
\begin{equation*}
g t=\left(g t_{1}, g t_{2}\right), \quad t=\left(t_{1}, t_{2}\right) \varepsilon J, g \varepsilon G . \tag{4.8}
\end{equation*}
$$

Assumption B10. $J_{1}$ is isomorphic to $G$.
Fix $t_{0} \varepsilon J_{I}$ and we shall denote by $g_{t_{1}} \varepsilon G$ the action such that $g_{t_{1}} t_{0}=t_{1}$ for $t_{1} \varepsilon J_{1}$.
Setting $g=g_{t_{1}}^{-1}$ in (4.7), we have from (4.8) that for any invariant predictor $\delta$ based on $T$,

$$
\delta\left(\left[g_{t_{1}}^{-1} ; t\right] c \mid t_{0}, g_{t_{1}}^{-1} t_{2}\right)=\delta(c \mid t)
$$

so that after the transformation $s^{\prime}=\left[g_{t}^{-1} ; t\right] s$ we have

$$
\begin{equation*}
\int L\left(s, y, \theta_{0}\right) \delta(d s \mid t)=\int L\left(s^{\prime},\left[\mathrm{g}_{t_{1}}^{-1} ; t\right] y, g_{t_{1}}^{-1}\right) \delta\left(d s^{\prime} \mid t_{0}, g_{t_{1}}^{-1} t_{2}\right) \tag{4.9}
\end{equation*}
$$

where we used the invariance of $L$ (see (2.2)). Let $w_{1}$ be the mapping from $J$ to $J_{2}$ such that

$$
\begin{equation*}
w_{1}(t)=g_{t_{1}}^{-1} t_{2}, \quad t=\left(t_{1}, t_{2}\right) \tag{4.10}
\end{equation*}
$$

and let $w_{2}$ be the mapping from $J \times Y$ to $y$ such that

$$
\begin{equation*}
w_{2}(t, y)=\left[g_{t_{1}}^{-1} ; t\right] y \tag{4.11}
\end{equation*}
$$

Then by (2.8), we have

$$
\begin{equation*}
w_{2}(t, y)=\left[g_{t_{1}} ; t_{0}, w_{1}\right]^{-1} y \tag{4.12}
\end{equation*}
$$

and from (4.9) we obtain that

$$
\begin{equation*}
\int L\left(s, y, \theta_{0}\right) \delta(d s \mid t)=\int L\left(s, w_{2}, g_{t_{l}}^{-l}\right) \delta\left(d s \mid t_{0}, w_{l}\right) \tag{4.13}
\end{equation*}
$$

Assumption Bll. The mappings, $w_{1}$ and $w_{2}$, are measurable.
Let $W_{1}=W_{1}(T)$ and $W_{2}=W_{2}(T, Y)$. Then from (2.5) and (4.13) we have that for any invariant predictor $\delta$ based on $T$,

$$
\begin{equation*}
R\left(\theta_{0}, \delta\right)=E_{\theta_{0}}\left\{\int L\left(s, W_{2}, g_{T_{1}}^{-1}\right) \delta\left(d s \mid t_{0}, W_{1}\right)\right\} \tag{4.14}
\end{equation*}
$$

Now, we have the following result.

Theorem 6. If Assumptions 1 to 4 and B1 to B3, B7 to B1l hold and if there exists a mapping $h$ from $J_{2}$ to $Y$ such that $h\left(w_{1}\right)$ is the value of $d$ which minimizes

$$
\mathrm{E}_{\theta_{0}}\left\{\mathrm{~L}\left(d, W_{2}, \mathrm{~g}_{\mathrm{T}_{1}}^{-1}\right) \mid \mathrm{W}_{1}\right\},
$$

where $E_{\theta_{0}}\left\{. \mid W_{1}\right\}$ denotes the conditional expectation given $W_{1}$, then the predictor $\delta *$ defined by

$$
\begin{equation*}
\delta^{*}(T)=\left[g_{\mathrm{T}_{1}} ; t_{0}, W_{1}\right] h\left(W_{1}\right) \tag{4.15}
\end{equation*}
$$

is the best invariant predictor.

Proof. From (4.14) and Fubini's theorem, we have

$$
R\left(\theta_{0}, \delta\right)=E_{\theta_{0}}\left[\delta E_{\theta_{0}}\left\{L\left(s, W_{2}, g_{T_{1}}^{-1}\right) \mid W_{1}\right\} \delta\left(d s \mid t_{0}, W_{1}\right)\right]
$$

$$
\begin{aligned}
& \geq E_{\theta_{0}}\left[\int E_{\theta_{0}}\left\{L\left(h\left(W_{1}\right), W_{2}, \mathrm{~g}_{\mathrm{T}_{1}}^{-1}\right) \mid W_{1}\right\} \delta\left(d s \mid t_{0}, W_{1}\right)\right] \\
& =E_{\theta_{0}}\left\{L\left(h\left(W_{1}\right), W_{2}, \mathrm{E}_{\mathrm{T}_{1}}^{-1}\right)\right\} .
\end{aligned}
$$

Combining the invariance of $L$ with (4.12) and (4.15),

$$
L\left(h\left(W_{1}\right), W_{2}, g_{T_{1}}^{-1}\right)=L\left(\delta^{*}(\mathbb{T}), Y, \theta_{0}\right)
$$

so that we have $R\left(\theta_{0}, \delta\right) \geq R\left(\theta_{0}, \delta^{*}\right)$. Therefore from (2.6) and Theorem 4, the proof is complete if it can be shown that $\delta^{*}$ is invariant.
Using the fact that $g_{g^{\prime} t_{1}}=g^{\prime} g_{t_{1}}$ and $w_{1}\left(g^{\prime} t\right)=w_{1}(t)$ for $g^{\prime} \varepsilon G$, we have

$$
\begin{aligned}
\delta *\left(g^{\prime} t\right) & =\left[g^{\prime} g_{t_{1}} ; t_{0}, w_{1}\right] h\left(w_{1}\right) \\
& =\left[g^{\prime} ; t\right]\left[g_{t_{1}} ; t_{0}, w_{1}\right] h\left(w_{1}\right) \\
& =\left[g^{\prime} ; t\right] \delta *(t),
\end{aligned}
$$

where the second equality follows from (2.7), which proves the theorem.

Corollary. Under assumptions in Theorem 6 and Conditions 4 and 5 in Section 3.2, the best invariant predictor is given by

$$
\delta *(T)=k\left(g_{T_{1}}\right) h\left(W_{1}\right)+I\left(g_{\mathrm{T}_{1}}, t_{0}, W_{1}\right)
$$

and

$$
\begin{equation*}
\left.h\left(W_{1}\right)=\left[E_{\theta_{0}}\left\{k\left(g_{T_{1}}\right)^{\prime} k\left(g_{\mathrm{T}_{1}}\right) \mid W_{1}\right\}\right]^{-1} E_{\theta_{0}}\left\{k\left(g_{\mathrm{T}_{1}}\right)\right\} k\left(g_{\mathrm{T}_{1}}\right) W_{2} \mid W_{1}\right\} \tag{4.16}
\end{equation*}
$$ where $W_{1}$ and $W_{2}$ are given by (4.10) and (4.11), respectively,

Remark 6. For the problem of prediction region, Ishii [12]
obtained the expression of the best invariant prediction region based on an adequate statistic. But his final result (Theorem 1 in [12]) is not correct without an additional assumption. Therefore in [25] we have given the corrected result and also shown the essential completeness of the class of invariant prediction regions based on an adequate statistic among the class of all invariant prediction regions.

### 4.3 Examples

In this section we shall consider again Examples 1 and 2 in Section 3.3 and construct the best invariant predictor for each case by using the corollary.

Example 3. We consider Example 1 in Section 3.3. Using Lemma 7 and (3.20), an adequate statistic is given by

$$
T=\left(X_{I}, S, X_{r}\right)
$$

where $S$ is defined in (3.22).
We shall first verify Assumptions Bl to B3 and B7 to Bll. In this case $\mathcal{X}_{2}$ is not needed since the transformation on $Y$ does not depend on $x$. Therefore Assumptions B1, B2 and B8 are trivial. We shall prove Assumption B3 by using Lemma 8.

Let $X=\left\{x ; x_{1}<\ldots<x_{r}\right\}$. Then the probability density function of $X=\left(X_{1}, \ldots, X_{r}\right)$ is given for $x \in \mathcal{X}$ by

$$
\frac{n!}{(n-r)!} \sigma^{-r} \exp \left[-\left(\sum_{i=1}^{r}\left(x_{i}-\mu\right)+(n-r)\left(x_{r}-\mu\right)\right) / \sigma\right]
$$

for $\mu<x_{l}$ and zero otherwise. According to Lemma 8, let $h(x)=1$
and

$$
g_{\theta}(t)=\frac{n!}{(n-r)!} \sigma^{-r} I_{\mu}\left(x_{1}\right) \exp \left[-\left(s+n\left(x_{1}-\mu\right)\right) / \sigma\right]
$$

where $I_{\mu}\left(x_{1}\right)=1$ if $\mu<x_{1}$ and zero otherwise. Then by defining $\left(t_{1}, t_{2}, t_{3}\right)=\left(x_{1}, s, x_{r}\right)$, it follows easiliy that the matrix $D(x)=\|\left[\partial t_{i}(x) / \partial x_{j}\right] ; i=1,2,3, j=1, \ldots, r| |$ is of rank 3 and other conditions in Lemma 8 also hold. Therefore Assumption B3 is satisfied.

Define $t(x)=\left(x_{1}, s, x_{r}\right)$. Then Assumption B7 holds and the action $G$ on $J$ becomes

$$
g\left(x_{1}, s, x_{r}\right)=\left(b+c x_{1}, c s, b+c x_{r}\right), \quad g=(b, c) .
$$

Taking $T_{1}=\left(X_{r}, S\right)$ and $T_{2}=X_{1}$ in Assumption B9, it follows easily that Assumption Blo is satisfied with $g_{t_{1}}=\left(x_{r}, s\right) \varepsilon G$ and $t_{0}=(0,1)$. By (4.10) and (4.11)

$$
W_{1}=\left(X_{1}-X_{r}\right) / S
$$

and

$$
W_{2}=\left(X_{m}-X_{r}\right) / S
$$

so that Assumption Bll holds. Therefore the best invariant predictor can be obtained from Corollary of Theorem 6.

It is well known that for $l \leq i \leq n$ the set of random variables

$$
\begin{equation*}
z_{i}=(n-i+1)\left(x_{i}-x_{i-1}\right), \quad i=1, \ldots, n \tag{4.17}
\end{equation*}
$$

(where $X_{0}=\mu$ ) are mutually independent with pdf, (l/ $\quad$ ) $\exp (-x / \sigma)$, x>0 (see Lemma 3 in Epstein and Sobel [4]).

Using the $Z_{i}{ }^{\prime}$ s,

$$
W_{l}=\sum_{i=2}^{r} Z_{i} /(n-i+1) S, \quad S=\sum_{i=2}^{r} Z_{i} .
$$

It is easily seen that $S$ is complete and sufficient for $\left(Z_{2}, \ldots, Z_{r}\right)$, so that $W_{I}$ and $S$ are independent by Theorem of Basu [2]. Since

$$
X_{m}-X_{r}=\sum_{i=r+1}^{m} Z_{i} /(n-i+1)
$$

$X_{m}-X_{r}$ is independent of $\left(W_{1}, S\right)$, so that $W_{1}$ and $W_{2}$ are independent. Therefore from (4.16) and $k\left(g_{T_{1}}\right)=S$,

$$
\begin{aligned}
h\left(W_{1}\right) & =\left\{E_{\theta_{0}}\left(S^{2} \mid W_{1}\right)\right\}^{-1} E_{\theta_{0}}\left\{S^{2} W_{2} \mid W_{1}\right\} \\
& =\left\{E_{\theta_{0}} S^{2}\right\}^{-1} E_{\theta_{0}} S^{2} W_{2} .
\end{aligned}
$$

Simple calculation at $\theta_{0}=(0,1)$ shows that

$$
E_{\theta_{0}} S^{2}=r(r-1)
$$

and

$$
E_{\theta_{0}} S^{2} W_{2}=(r-1) \sum_{i=r+1}^{m} 1 /(n-i+1),
$$

so that we have

$$
h\left(W_{l}\right)=r^{-1} \sum_{i=r+l}^{m} l /(n-i+l)
$$

Hence from Corollary of Theorem 6, the best invariant predictor is given by

$$
\delta *(X)=X_{r}+(S / r) \sum_{i=r+1}^{m} I /(n-i+1),
$$

since $k\left(g_{T_{1}}\right)=S$ and $I\left(g_{T_{1}}, t_{0}, W_{1}\right)=X_{r}$.

Example 4. We consider Example 2 in Section 3.3. From Lemma 7, it is easily seen that

$$
\begin{equation*}
T=\left(\bar{X}, S, X_{n+1}^{I}\right) \tag{4.18}
\end{equation*}
$$

is an adequate statistic. First we shall verify Assumptions B1 to B3.
Let $\mathscr{X}_{1}$ and $X_{2}$ be sample spaces of $\left(X_{1}, \ldots, X_{n}\right)$ and $X_{n+1}^{I}$, respectively in Assumption Bl. Then from (3.25), (3.27) and (3.28), Assumption Bl holds. Define $T^{*}=(\bar{X}, S)$. Then (4.18) implies Assumption B2. Hall et.al. ([8], p.611) showed that the conditions of Lemma 8 are satisfied, which implies Assumption B3.

Now, we shall verify Assumptions B7 to Bll. By setting $\mathrm{T}_{1}=(\overline{\mathrm{X}}, \mathrm{S})$ and $\mathrm{T}_{2}=\mathrm{X}_{\mathrm{n}+1}^{1}$, it can be easily shown that Assumptions B7 to B9 are satisfied and

$$
\begin{equation*}
g t=\left(b+c \bar{x}, \csc ^{\prime}, b_{1}+C_{11} x_{n+1}^{1}\right), g=(b, c) \tag{4.19}
\end{equation*}
$$

Assumption Blo holds and

$$
\mathrm{g}_{\mathrm{T}_{1}}=(\overline{\mathrm{X}}, \mathrm{~A}), \quad \mathrm{T}_{\mathrm{I}}=(\overline{\mathrm{X}}, \mathrm{~S})
$$

where $S=A A^{\prime}$ with $A \varepsilon G(p+q)$ and $t_{0}=(0, I)$. By (3.12),

$$
\mathrm{g}_{\mathrm{T}_{1}}^{-1}=\left(-\mathrm{A}^{-1} \overline{\mathrm{X}}, \mathrm{~A}^{-1}\right),
$$

so that using

$$
A^{-1}=\left(\begin{array}{lc}
A_{11}^{-1} & 0 \\
-A_{22}^{-1} A_{21} A_{11}^{-1} & A_{22}^{-1}
\end{array}\right)
$$

with the same partition as in (3.24) for $A$, we obtain that from (4.10) and (4.19)

$$
W_{1}=A_{11}^{-1}\left(X_{n+1}^{1}-\bar{x}_{1}\right)
$$

and from (3.27) and (4.11)

$$
W_{2}=A_{22}^{-1}\left\{X_{n+1}^{2}-\bar{X}_{2}-A_{21} A_{11}^{-1}\left(X_{n+1}^{1}-\bar{X}_{1}\right)\right\}
$$

Therefore Assumption Bll holds. Hence by applying Corollary of Theorem 6, the best invariant predictor can be obtained. Since $k\left(g_{T_{1}}\right)=A_{22}$,

$$
\begin{equation*}
h\left(W_{1}\right)=\left\{E_{\theta_{0}}\left(A_{22}^{\prime} A_{22} \mid W_{1}\right)\right\}^{-1} E_{\theta_{0}}\left(A_{22}^{\prime} A_{22} W_{2} \mid W_{1}\right) . \tag{4.20}
\end{equation*}
$$

It is well known that $\left(\bar{X}, X_{n+1}^{1}, Y\right), S_{22} S_{21} S_{11}^{-1} S_{12}$ and $\left(S_{21}, S_{11}\right)$ are mutually independent and under $\theta_{0}=(0, I)$ the conditional means of $X_{n+1}^{2}-\bar{X}_{2}$ given $\left(\bar{X}_{1}, X_{n+1}^{1}\right)$ and that of $S_{21} S_{11}^{-1}$ given $S_{11}$ are both zero (e.g. see Theorem 6.4.1 in Giri [7]). Since $S_{11}=A_{11} A_{11}^{\prime}, S_{22}^{-S_{21}} S_{11}^{-1} S_{12}=A_{22} A_{22}^{\prime}$ and $S_{21} S_{11}^{-1}=A_{21} A_{11}^{-1}$,

$$
\begin{aligned}
E_{\theta_{0}}\left\{A_{22}^{\prime} A_{22} W_{2} \mid \bar{X}_{1}, X_{n+1}^{I}, A_{11}\right\}= & \left(E_{\theta_{0}} A_{22}^{\prime}\right) E_{\theta_{0}}\left\{X_{n+1}^{2}-\bar{X}_{2}-A_{21} A_{1 I}^{-1}\right. \\
& \left.\times\left(X_{n+1}^{1}-\bar{X}_{1}\right) \mid \bar{X}_{1}, X_{n+1}^{1}, A_{11}\right\} \\
= & 0,
\end{aligned}
$$

which implies $h\left(W_{I}\right)=0$ from (4.20). Hence the best invariant predictor is given by

$$
\begin{aligned}
\delta *(X) & =I\left(g_{T_{1}}, t_{0}, W_{1}\right) \\
& =\bar{X}_{2}+S_{21} S_{11}^{-1}\left(X_{n+1}^{1}-\bar{X}_{1}\right)
\end{aligned}
$$

since $1\left(g_{T_{1}}, t_{0}, W_{1}\right)=A_{21} W_{1}+\bar{X}_{2}$ and $A_{21} W_{1}=S_{21} S_{11}^{-1}$. This result coincides of course with (3.31).
5. Construction method via the best unbiased predictor

In this section we explore the relation of the best invariant predictor and the best unbiased predictor. By using this relation, we can construct the best invariant predictor.

Assume here Assumptions 1 to 4 in Section 2 and Conditions 4 and 5 with $y=R^{1}$, that is,

$$
\begin{equation*}
[g ; x] y=k(g) y+l(g ; x), \tag{5.1}
\end{equation*}
$$

$$
\begin{equation*}
L(\alpha, y, \theta)=(y-\alpha)^{2} / k(\theta)^{2} \tag{5.2}
\end{equation*}
$$

Since the loss function is convex, it is easily shown by a similar argument as, in the proof of Theorem 5 that the class of non-randomized invariant predictors is essentially complete among the class of all invariant predictors. Therefore we shall confine our attentions to non-randomized predictors.

### 5.1 Best unbiased predictor

Definition 5. A statistic $\delta(X)$ is said to be an unbiased predictor of $Y$ if

$$
E_{\theta} \delta(X)=E_{\theta} Y, \quad \text { for all } \theta \varepsilon \theta .
$$

Definition 6. An unbiased predictor is said to be best if it minimizes $E_{\theta}(Y-\delta(X))^{2}$ for all $\theta \varepsilon \theta$ among the class of all unbiased predictors.

The following lemma due to Takeuchi ([26], p.13) is useful in obtaining the best unbiased predictor.

Lemma 9. If a statistic $T(X)$ is complete and sufficient for X and

$$
E_{\theta}(Y \mid X)=h(X)+\mu(\theta, T),
$$

$h$ being independent of $\theta$, and if an unbiased predictor $\delta$ of Y exists, then $\delta^{*}=\mathrm{E}(\delta \mid \mathrm{T})$ is the best unbiased predictor.

Let $S_{0}=\left\{\gamma ; E_{\theta} \gamma(X)=0, E_{\theta} \gamma^{2}(X)<\infty\right.$ for all $\left.\theta \varepsilon \theta\right\}$. Then the following lemma is well known (e.g. see Theorem 3.3.1 of Zacks [28]).

Lemma 10. An unbiased estimator $\sigma^{*}(X)$ is a uniformly minimum variance (U.M.V.) unbiased estimator of $k(\theta)$ if and only if for any $\theta \varepsilon \theta$ and $\gamma \in S_{0}$,

$$
\begin{equation*}
E_{\theta}\left\{\sigma^{*}(X) \gamma(X)\right\}=0 . \tag{5.3}
\end{equation*}
$$

For the prediction problem, Ishii [11] obtained the following result.

Lemma 11. An unbiased predictor $\delta^{*}$ is best if and only if for any $\theta \varepsilon \Theta$ and $\gamma \in S_{0}$,

$$
\begin{equation*}
E_{\theta}\left\{\left(Y-\delta^{*}(X)\right) \gamma(X)\right\}=0 . \tag{5.4}
\end{equation*}
$$

5.2 Construction of the best invariant predictor

In this section, we shall extend slightly the definition of the invariant predictor, that is, we say that a predictor $\delta$ is invariant if for any ge $g$

$$
\begin{equation*}
\delta(g x)=[g ; x] \delta(x) \quad \text { a.e. }[\mathcal{P}] \tag{5.5}
\end{equation*}
$$

where the exceptional set may depends on $g$.
It is easy to see that (2.6) holds under this extension.

Theorem 7. ([23]) If $\delta^{*}$ is the best unbiased predictor, then it is an invariant predictor.

Proof. Define $\delta_{g}(X)=[g ; X]^{-1} \delta^{*}(g X)$ for $g \varepsilon G$. Then from (2.8) $\delta_{g}(X)=\left[g^{-1} ; g x\right] \delta^{*}(g X)$, so that

$$
\begin{aligned}
E_{\theta} \delta_{g}(X) & =E_{g \theta}\left\{\left[g^{-1} ; X\right] \delta *(X)\right\} \\
& =E_{g \theta}\left\{\left[g^{-1} ; X\right] Y\right\} \\
& =E_{\theta}\left\{\left[g^{-1} ; g X\right][g ; X] Y\right\} \\
& =E_{\theta} Y,
\end{aligned}
$$

where the second and last equalities follow from (5.1) and (2.8), respectively, and the third follows from the fact that the distribution of $g(X, Y)=(g X,[g ; X] Y)$ under $P_{\theta}$ is same as that of ( $X, Y$ ) under $P_{g \theta}$. Therefore $\delta_{g}$ is an unbiased predictor of Y. By the same way we have that

$$
\begin{align*}
R\left(\theta, \delta_{g}\right) & =k(\theta)^{-2} E_{\theta}\left(Y-\delta_{g}(X)\right)^{2}  \tag{5.6}\\
& =k(g \theta)^{-2} E_{\theta}([g ; X] Y-\delta *(g X))^{2} \\
& =R\left(g \theta, \delta^{*}\right) .
\end{align*}
$$

Since $\delta^{*}$ is the best unbiased predictor, $R\left(\theta, \delta^{*}\right) \leq R\left(\theta, \delta_{g}\right)$, which implies from (5.6) that $R\left(\theta, \delta^{*}\right) \leq R\left(g \theta, \delta^{*}\right)$ for any $g \varepsilon G$
and $\theta \varepsilon \theta$. This shows $R\left(\theta, \delta^{*}\right)$ does not depend on $\theta \varepsilon \theta$ by Assumption 3. Hence from (5.6) we have that $\delta_{g}$ is the best unbiased predictor, so that from Lemma ll,

$$
\begin{aligned}
E_{\theta}\left(\delta_{g}(X)-\delta^{*}(X)\right)^{2} & =E_{\theta}\left[\left\{\left(\delta_{g}(X)-Y\right)-(\delta *(X)-Y)\right\}\left(\delta_{g}(X)-\delta *(X)\right)\right] \\
& =0,
\end{aligned}
$$

which implies that

$$
\delta^{*}(x)=\delta_{g}(x) \quad \text { a.e. }[\mathfrak{Y}]
$$

Hence we obtain that

$$
\delta^{*}(g x)=[g ; x] \delta^{*}(x) \quad \text { a.e. }[\notin] .
$$

Remark 7. From this result it turns out that the best invariant predictor is better than or equally good as the best unbiased predictor (cf. Lehmann [14], p.23).

We say that $\gamma(X)$ is scale invariant if for any $g \varepsilon G$,

$$
\gamma(g x)=k(g) \gamma(x) \quad \text { a.e. }[\mathbb{P}],
$$

where the exceptional set may depend on $g$.
Let $S_{I}=\left\{\gamma ; \gamma\right.$ is scale invariant and $\left.E_{\theta_{0}} \gamma^{2}(X)<\infty\right\}$.

Theorem 8.([23]) An invariant predictor $\delta^{*}$ is best if and only if for any $\gamma \in S_{I}$,

$$
\begin{equation*}
E_{\theta_{0}}\left\{\left(Y-\delta^{*}(X)\right) \gamma(X)\right\}=0 . \tag{5.7}
\end{equation*}
$$

Proof. By (2.6) it is enough to compare the risk function of invariant predictors only at $\theta=\theta_{0}$.

Assume that $\delta^{*}$ is the best invariant predictor. For any $\gamma \varepsilon S_{I}$,
let $\delta(X)=\delta^{*}(X)+\lambda \gamma(X)$ with a constant $\lambda$. Then from (5.5)

$$
\begin{aligned}
\delta(g x) & =\delta^{*}(g x)+\lambda \gamma(g x) & & \\
& =[g ; x] \delta^{*}(x)+\lambda k(g) \gamma(x) & & \text { a.e. }[\mathbb{P}] \\
& =[g ; x]\left(\delta^{*}(x)+\lambda \gamma(x)\right) & & \text { a.e. }[\mathbb{P}] \\
& =[g ; x] \delta(x) & & \text { a.e. }[\mathcal{P}],
\end{aligned}
$$

where the third equality follows from (5.1), so that $\delta$ is an invariant predictor. From the equality that

$$
\begin{aligned}
E_{\theta_{0}}(Y-\delta(X))^{2}= & E_{\theta_{0}}\left(Y-\delta^{*}(X)\right)^{2}-2 \lambda E_{\theta_{0}}\left\{\left(Y-\delta^{*}(X)\right) \gamma(X)\right\} \\
& +\lambda^{2} E_{\theta_{0}} \gamma^{2}(X)
\end{aligned}
$$

and the fact that $\delta *$ is the best invariant predictor, we must have that

$$
E_{\theta_{0}}\{(Y-\delta *(X)) \gamma(X)\}=0
$$

Conversely, for any invariant predictor $\delta$, let $\gamma(X)=\delta(X)-\delta^{*}(X)$ where $\delta^{*}$ is the invariant predictor which satisfies (5.7). Then it is easy to see from (5.1) that $\gamma \varepsilon S_{I}$, and therefore

$$
\begin{aligned}
E_{\theta_{0}}(Y-\delta(X))^{2} & =E_{\theta_{0}}\left(Y-\delta^{*}(X)\right)^{2}+E_{\theta_{0}} \gamma^{2}(X) \\
& \geq E_{\theta_{0}}\left(Y-\delta^{*}(X)\right)^{2} .
\end{aligned}
$$

Hence $\delta^{*}$ is the best invariant predictor.

Now we consider the relation of the best invariant predictor and the best unbiased predictor. For this we need the following lemma.

Lemma 12. ([23]) If $\sigma^{*}(X)$ is the $U, M, V$, unbiased estimator of $k(\theta)$, then $\sigma^{*}(X) \varepsilon S_{I}$.

Proof. For any $g \varepsilon G$, define $\sigma_{g}(X)=\sigma^{*}(g X) / k(g)$ and

$$
\tau(\theta, \hat{o})=E_{\theta}\left\{(\hat{o}(X)-k(\theta))^{2} / k(\theta)^{2}\right\}
$$

Then by a similar argument as in the proof of Theorem 7, we can show that $\sigma_{g}$ is an unbiased estimator of $k(\theta)$ and

$$
\tau\left(\theta, \sigma_{g}\right)=\tau\left(g \theta, \sigma^{*}\right) \quad \text { for any } \theta \varepsilon \theta \text { and } g \varepsilon g
$$

From this $\sigma_{g}$ is an U.M.V. unbiased estimator of $k(\theta)$. Therefore by Lemma 10, we obtain that

$$
\mathrm{E}_{\theta}\left(\sigma_{g}(\mathrm{X})-\sigma^{*}(\mathrm{X})\right)^{2}=0 \quad \text { for all } \theta \varepsilon \theta
$$

which implies that

$$
\sigma^{*}(g x)=k(g) \sigma^{*}(x) \quad \text { a.e. }[\mathbb{F}]
$$

Theorem 9. ([23]) Let $\delta^{*}$ be the best unbiased predictor of $Y$ and $\sigma^{*}$ be the U.M.V. unbiased estimator of $k(\theta)$. Let

$$
c_{1}=E_{\theta_{0}}\left\{\left(Y-\delta^{*}(X)\right) \sigma^{*}(X)\right\}
$$

and

$$
c_{2}=E_{\theta_{0}} \sigma^{2}(X) .
$$

Put

$$
\begin{equation*}
\delta \frac{*}{I}(X)=\delta^{*}(X)+\left(c_{1} / c_{2}\right) \sigma^{*}(X), \tag{5.8}
\end{equation*}
$$

Then $\delta \frac{*}{I}$ is the best invariant predictor of $Y$.
Proof. From Theorem 7 and Lemma 12, $\delta \underset{\underline{I}}{*}$ is an invariant predictor. Now we show that $\delta \frac{*}{\mathbb{I}}$ satisfies the conditions of Theorem 8 .

If $\gamma \varepsilon S_{I}$, then

$$
E_{\theta} \gamma(X)=E_{\theta_{0}} \gamma(\theta X)=k(\theta) E_{\theta_{0}} \gamma(X)
$$

Therefore $\gamma$ must be of the form
(5.9)

$$
\gamma(X)=c \sigma(X)
$$

for some constant $c$, where $\sigma(X)$ is an unbiased estimator of
$k(\theta)$. It follows from Lemmas 10 and 11 that

$$
E_{\theta_{0}}\left\{\left(Y-\delta^{*}(X)\right)\left(\sigma(X)-\sigma^{*}(X)\right)\right\}=0
$$

and

$$
E_{\theta_{0}}\left\{\sigma^{*}(X)\left(\sigma(X)-\sigma^{*}(X)\right)\right\}=0 .
$$

Therefore from (5.9) and the definition of $c_{1}$ and $c_{2}$, we have that

$$
\begin{aligned}
E_{\theta_{0}}\left\{\left(Y-\delta_{I}^{*}(X)\right) \gamma(X)\right\}= & E_{\theta_{0}}\left[\left\{Y-\delta^{*}(X)-\left(c_{I} / c_{2}\right) \sigma^{*}(X)\right\}\right. \\
& \left.\times\left\{c\left(\sigma(X)-\sigma^{*}(X)\right)+c \sigma^{*}(X)\right\}\right] \\
= & c E_{\theta_{0}}\left[\left\{Y-\delta^{*}(X)-\left(c_{1} / c_{2}\right) \sigma^{*}(X)\right\} \sigma^{*}(X)\right] \\
= & 0
\end{aligned}
$$

which proves the theorem.

Remark 8, For the estimation problem, Mann [15] obtained the relation of the U.M.V. unbiased estimator and the best invariant estimator. But his method is different from ours. If $X$ and $Y$ are independent, let $\psi(\theta)=E_{\theta} Y$. Then the best unbiased predictor and the best invariant predictor becomes the U.M.V. unbiased estimator and the best invariant estimator of $\psi(\theta)$, respectively, and Theorem 9 coincides with Theorem 1

```
of Mann [15].
```

Remark 9. From this result it turns out that the best invariant predictor coincides with the best unbiased predictor if and only if $c_{1}=0$. For example, if $k(\theta)$ is constant on $\theta$, then two predictors coincide, provided that the best unbiased predictor exists.

### 5.3 Example

In this section we shall consider only Example 1 in Section 3.3 because Takeuchi ([26], p.18) showed that a best unbiased predictor does not exist for Example 2 in Section 3.3.

Example 5. We shall obtain the best invariant predictor for Example 1 by using Theorem 9.

Using (4.17), we have that for $X=\left(X_{1}, \ldots, X_{r}\right)$,

$$
E_{\theta}\left(X_{m} \mid X\right)=X_{r}+\sum_{i=r+l}^{m} 1 /(n-i+1)
$$

From Theorem 3 of Epstein and Sobel [4], ( $X_{1}, S$ ) is complete and sufficient for $X$ where $S$ is defined in (3.22). Then by Lemma 9 it is easy to see that the best unbiased predictor of X is

$$
\delta *(X)=X_{r}+S(r-1)^{-1} \sum_{i=r+1}^{m} 1 /(n-i+1)
$$

and the U.M.V. unbiased estimator of $\sigma(=k(\theta))$ is

$$
\sigma^{*}(X)=S /(r-1) .
$$

By (4.17) we have

$$
\begin{aligned}
E_{\theta_{0}}\left\{\left(X_{m}-\delta^{*}(X)\right) \sigma^{*}(X)\right\} & \left.=E_{\theta_{0}}\left[\sum_{i=r+1}^{m}\left(X_{i}-X_{i-1}\right)-\sigma^{*}(X) \sum_{i=r+1}^{m} 1 /(n-i+1)\right\} \sigma^{*}(X)\right] \\
& =-\sum_{i=r+1}^{m}(n-i+1)^{-1} V_{\theta_{0}}\left(\sigma^{*}\right)
\end{aligned}
$$

where $V_{\theta_{0}}\left(\sigma^{*}\right)$ denotes the variance of $\sigma^{*}(X)$. Therefore we have that

$$
c_{I}=-\left(\sum_{i=r+1}^{m} l /(n-i+1)\right) /(r-1)
$$

and

$$
c_{2}=r /(r-1)
$$

Hence it follows from (5.8) that the best invariant predictor becomes

$$
\delta \frac{\underset{1}{I}}{*}(X)=X_{r}+(S / r) \sum_{i=r+1}^{m} l /(n-i+1),
$$

which coincides with (3.21).

## 6. Appendix

### 6.1 Proof of (3.21)

From (3.20) we can write the density function as
(6.1) $\frac{n!\sigma^{-(r+1)}}{(m-r-1)!(n-m)!} \exp \left\{-\frac{s+n\left(x_{1}-\mu\right)+(n-r)\left(y-x_{r}\right)}{\sigma}\right\}\left[\exp \left\{\frac{y-x_{r}}{\sigma}\right\}-1\right]^{m-r-1}$
for $\mu<x_{1}<\ldots<x_{r}<y$ and zero otherwise,
where $s$ is given by (3.22).
Since by the transformation $u=\left(y-x_{r}\right) / \sigma$
${\underset{-}{\infty}}_{x_{0}}\left[\int_{x_{r}}^{\infty} y \exp \left\{-\frac{n\left(x_{1}-\mu\right)+(n-r)\left(y-x_{r}\right)}{\sigma}\right\}\left(\exp \left(\frac{y-x_{r}}{\sigma}\right)-1\right)^{m-r-1} d y\right] d \mu$
$=\int_{-\infty}^{x_{1}} \exp \left\{-\frac{n\left(x_{1}-\mu\right)}{\sigma}\right\} d \mu \int_{x_{r}}^{\infty} \operatorname{yexp}\left\{-\frac{(n-r)\left(y-x_{r}\right)}{\sigma}\right\}\left(\exp \left(\frac{y-x_{r}}{\sigma}\right)-1\right)^{m-r-1} d y$
$=\frac{\sigma^{2}}{n} \int_{0}^{\infty}\left(x_{r}+\sigma u\right) h(u) d u$
and

$$
\begin{aligned}
& \int_{-\infty}^{x_{1}}\left[\int_{x_{r}}^{\infty} \exp \left\{-\frac{n\left(x_{1}-\mu\right)+(n-r)\left(y-x_{r}\right)}{\sigma}\right\}\left(\exp \left(\frac{y-x_{r}}{\sigma}\right)-1\right)^{m-r-1} d y\right] d \mu \\
& \quad=\frac{\sigma^{2}}{n} \int_{0}^{\infty} h(u) d u,
\end{aligned}
$$

where

$$
h(u)=\left(e^{-u}\right)^{n-r}\left(e^{u}-1\right)^{m-r-1},
$$

from (3.19) and (6.1) we have

$$
\delta^{*}(X)=\left\{\int_{0}^{\infty} \sigma^{-(r+2)} \exp (-S / \sigma) d \sigma \int_{0}^{\infty} h(u) d u\right\}^{-1}\left[\int_{0}^{\infty}-(r+2) \exp (-S / \sigma)\right.
$$

$$
\begin{aligned}
& \left.x\left\{X_{r} \int_{0}^{\infty} h(u) d u+\sigma \int_{0}^{\infty} u h(u) d u\right\} d \sigma\right] \\
= & X_{r}+(S / r) \int_{0}^{\infty} u h(u) d u / \int_{0}^{\infty} h(u) d u .
\end{aligned}
$$

Now, we have only to show that

$$
\begin{equation*}
\int_{0}^{\infty} u h(u) d u / \int_{0}^{\infty} h(u) d u=\sum_{i=r+1}^{m} 1 /(n-i+1) \tag{6.2}
\end{equation*}
$$

This may be proved purely analytically but we give a probabilistic proof based on the random variables in (4.17).

Let $X_{1}<\ldots<X_{n}$ be order statistics of sample size $n$ from the exponential distribution, $e^{-x}, x>0$. Then the density function of $\left(X_{r}, X_{m}\right)(r<m)$ is given by

$$
\frac{n!}{(r-1)!(m-r-1)!(n-m)!} e^{-\left(x_{r}+(n-m+1) x_{m}\right)\left(1-e^{\left.-x_{r}\right)^{r-1}}\left(e^{\left.-x_{r}-e^{-x_{m}}\right)^{m-r-1}}, ~(n-1\right.\right.}
$$

for $0<x_{r}<x_{m}$ and zero otherwise.
Hence the density function of $Z=X_{m}-X_{r}$ becomes

$$
\begin{aligned}
& \frac{n!}{(r-1)!(m-r-1)!(n-m)!} \int_{0}^{\infty} e^{-(n-r+1) x_{r}-(n-r) z}\left(1-e^{\left.-x_{r}\right)^{r-1}\left(e^{z}-1\right)^{m-r-1} d x_{r}}\right. \\
& \quad=c e^{-(n-r) z}\left(e^{z}-1\right)^{m-r-1}
\end{aligned}
$$

where $c$ is some constant.
Therefore the right hand side of (6.2) is the expectation of $Z=X_{m}-X_{r}$, which is equal to $\sum_{i=r+1}^{m} 1 /(n-i+1)$ by using (4.17). This shows (6.2).

### 6.2 Proof of (3.31)

In the sequel we shall use symbols $c_{i}(i=1, \ldots, 6)$ to denote constants which do not depend on $\theta$.

Since

$$
\left\|\Lambda^{-1}\left(x_{i}-\mu\right)\right\|^{2}=\left\|\Lambda_{l l}^{-1}\left(x_{i}^{1}-\mu_{1}\right)\right\|^{2}+\left\|\Lambda_{22}^{-1}\left(x_{i}^{2}-\mu_{2}-\Lambda_{21} \Lambda_{11}^{-1}\left(x_{i}^{1}-\mu_{1}\right)\right)\right\|^{2},
$$

we have

$$
\begin{aligned}
& |\Lambda|^{-1} \operatorname{syf}\left(\|\left.\Lambda^{-1}\left(x_{n \pm 1}-\dot{\mu}\right)\right|^{2}\right) \\
& \quad=c_{1}\left|\Lambda_{11}\right|^{-1}\left(\mu_{2}+\Lambda_{21} \Lambda_{11}^{-1}\left(x_{n+1}^{1}-\mu_{1}\right)\right) \exp \left(-\left|\left|\Lambda_{11}^{-1}\left(x_{n+1}^{2}-\mu_{1}\right)\right|\right|^{2} / 2\right),
\end{aligned}
$$

so that


$$
\begin{aligned}
= & c_{2} f\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1}\left(\mu_{2}+\Lambda_{21} \Lambda_{11}^{-1}\left(x_{n+1}^{1}-\mu_{1}\right)\right)|\Lambda|^{-n}\left|\Lambda_{11}\right|^{-1} \\
& \times \exp \left[-\left\{\sum_{i=1}^{n+1}| | \Lambda_{11}^{-1}\left(x_{i}^{1}-\mu_{1}\right)| |^{2}+\left.\sum_{i=1}^{n}| | \Lambda_{22}^{-1}\left(x_{i}^{2}-\mu_{2}-\Lambda_{21} \Lambda_{11}^{-1}\left(x_{i}^{1}-\mu_{1}\right)\right)\right|^{2}\right\}\right. \\
& / 2] \cup(d \theta) .
\end{aligned}
$$

Using the equality that

$$
\begin{aligned}
\sum_{i=1}^{n} & \left\|\Lambda_{22}^{-1}\left(x_{i}^{2}-\mu_{2}-\Lambda_{21} \Lambda_{11}^{-1}\left(x_{i}^{1}-\mu_{1}\right)\right)\right\|^{2} \\
= & \sum_{i=1}^{n}| | \Lambda_{22}^{-1}\left(x_{i}^{2}-\bar{x}_{2}-\Lambda_{21} \Lambda_{11}^{-1}\left(x_{i}^{1}-\bar{x}_{1}\right)\right) \|^{2}+n| | \Lambda_{22}^{-1}\left(\mu_{2}-\bar{x}_{2}-\Lambda_{21} \Lambda_{11}^{-1}\right. \\
& \left.\times\left(\mu_{1}-\bar{x}_{1}\right)\right)\left|\left.\right|^{2}\right.
\end{aligned}
$$

the integration (6.3) by $\mu_{2}$ yields
(6.4) $c_{3} \iint\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1}\left(\bar{x}_{2}+\Lambda_{21} \Lambda_{11}^{-1}\left(x_{n+1}^{1}-\bar{x}_{1}\right)\right)\left|\Lambda_{11}\right|^{-(n+1)}\left|\Lambda_{22}\right|^{-(n-1)}$

$$
\begin{aligned}
& x \exp \left\{-\left(\sum_{i=1}^{n+1}| | \Lambda_{l l}^{-1}\left(x_{i}^{1}-\mu_{1}\right) \|^{2}+\left.\sum_{i=1}^{n}| | \Lambda_{22}^{-1}\left(x_{i}^{2}-\bar{x}_{2}-\Lambda_{21} \Lambda_{l}^{-1}\left(x_{i}^{1}-\bar{x}_{1}\right)\right)\right|^{2}\right) / 2\right\} \\
& p+q-(p+q+1-i) \\
& \times \prod_{i=1} \lambda_{i i} d \mu_{1} d \Lambda .
\end{aligned}
$$

Since

$$
\begin{aligned}
& \sum_{i=1}^{n} \| \Lambda_{22}^{-1}\left(x_{i}^{2}-\bar{x}_{2}-\Lambda_{21} \Lambda_{11}^{-1}\left(x_{i}^{1}-\bar{x}_{1}\right)\right)| |^{2} \\
&= \operatorname{tr}\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1}\left(S_{22}-\Lambda_{21} \Lambda_{11}^{-1} S_{12}-S_{21} \Lambda_{11}^{\prime}-1 \Lambda_{21}^{\prime}+\Lambda_{21} \Lambda_{11}^{-1} S_{11} \Lambda_{11}^{\prime}-1 \Lambda_{21}^{\prime}\right) \\
&=\operatorname{tr}\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1}\left\{\left(\Lambda_{21} \Lambda_{11}^{-1} S_{11}^{1 / 2}-S_{21} S_{11}^{-1 / 2}\right)\left(\Lambda_{21} \Lambda_{11}^{-1} S_{11}^{1 / 2}-S_{21} S_{11}^{-1 / 2}\right)\right. \\
&\left.+S_{22}-S_{21} S_{11}^{-1} S_{12}\right\},
\end{aligned}
$$

by transforming $\left(\Lambda_{11}, \Lambda_{21}, \Lambda_{22}\right)$ to ( $\Lambda_{11}, W, \Lambda_{22}$ ) with $W=\Lambda_{21} \Lambda_{11}^{-1} S_{11}^{1 / 2}$
(the Jacobian of this transformation is $\left|S_{11}^{-1 / 2} \Lambda_{11}\right|^{p}$ ), (6.4)
becomes

$$
\begin{aligned}
& c_{4} \iiint \int\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1}\left(\bar{x}_{2}+W S_{11}^{-1 / 2}\left(x_{n+1}^{1}-\bar{x}_{1}\right)\right)\left|\Lambda_{11}\right|^{-(n-p+1)}\left|\Lambda_{22}\right|^{-(n-1)} \\
& \times \exp \left[-\left\{\left.\sum_{i=1}^{n+1}| | \Lambda_{11}^{-1}\left(x_{i}^{1}-\mu_{1}\right)\right|^{2}+\operatorname{tr}\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1}\left(\left(W_{-S} S_{21} S_{11}^{-1 / 2}\right)\left(W-S_{21} S_{11}^{-1 / 2}\right)^{\prime}\right.\right.\right. \\
& \left.\left.\left.+S_{22}-S_{21} S_{11}^{-1} S_{12}\right)\right\} / 2\right]_{i=1}^{p+q} \lambda_{i i}^{-(p+q+1-i)} d \mu_{1} d \Lambda_{11} d \Lambda_{22} d W .
\end{aligned}
$$

Noticing that

$$
\begin{aligned}
& \operatorname{tr}\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1}\left(W-S_{21} S_{11}^{-1 / 2}\right)\left(W-S_{21} S_{11}^{-1 / 2}\right)^{\prime} \\
&=\operatorname{tr}\left\{\Lambda_{22}^{-1}\left(W-S_{21} S_{11}^{-1 / 2}\right)\right\}\left\{\Lambda_{22}^{-1}\left(W-S_{21} S_{11}^{-1 / 2}\right)\right\}^{\prime}
\end{aligned}
$$

and

$$
\int W \exp \left[-\operatorname{tr}\left\{\Lambda_{22}^{-1}\left(W-S_{21} S_{11}^{-1 / 2}\right)\right\}\left\{\Lambda_{22}^{-1}\left(W-S_{21} S_{11}^{-1 / 2}\right)\right\}^{\prime} / 2\right] d W
$$

$$
=c_{5}\left|\Lambda_{22}\right|^{p_{S}}{ }_{21} S_{11}^{-1 / 2},
$$

we obtain

$$
\begin{aligned}
& \iint\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1} y|\Lambda|^{-(n+1)} \prod_{i=1}^{n+1} f\left(\| \Lambda^{-1}\left(x_{i}-\mu\right)| |^{2}\right) v(d \theta) d y \\
& \left.=\iiint \int\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1} g(x, \theta) d \mu_{1} d \Lambda_{11} d \Lambda_{22}\right\}\left(\bar{x}_{2}+S_{21} S_{11}^{-1}\left(x_{n+1}^{1}-\bar{x}_{1}\right)\right),
\end{aligned}
$$

where

$$
\begin{aligned}
g(x, \theta)= & c_{6}\left|\Lambda_{11}\right|^{-(n-p+1)}\left|\Lambda_{22}\right|^{-(n-p-1)} \exp \left[-\left\{\sum_{i=1}^{n+1}| | \Lambda_{11}^{-1}\left(x_{i}^{1}-\mu_{1}\right)| |^{2}\right.\right. \\
& \left.\left.+\operatorname{tr}\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1}\left(S_{22}-S_{21} S_{11}^{-1} S_{12}\right)\right\} / 2\right]_{i=1}^{p+q} \lambda_{i i}^{-(p+q+1-i)} .
\end{aligned}
$$

In a similar way we obtain

$$
\begin{gathered}
\iint\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1}|\Lambda|^{-(n+1)^{n+1}} \underset{i=1}{I} f\left(| | \Lambda^{-1}\left(x_{i}-\mu\right)| |^{2}\right) v(d \theta) d y \\
=\operatorname{sss}\left(\Lambda_{22} \Lambda_{22}^{\prime}\right)^{-1} g(x, \theta) d \mu_{1} d \Lambda_{11} d \Lambda_{22} .
\end{gathered}
$$

Therefore we have (3.31).
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