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This work proposes a theory of the light transport at the corneal surface of
the human eye including multiple eye poses. The theory is subsequently applied
to solve two practical problems in scene reconstruction and interaction
techniques. Related with these are the solutions to two general problems in
scene reconstruction from multiple eye images

As the eyes are the interface between a human body and the visual information
of the physical world, their movements also convey rich details for
interpreting a person’s affective state, behavior and relation with the
environment. Despite having numerous applications in a variety of fields

current approaches to extract information from eyes are lacking, being
intrusive, restricted to laboratory conditions and not providing sophisticated
ways to integrate the eye with its environment. - Recently, the geometric
relation between eye and camera, that can be obtained from a face image, has
been formalized to analyze light reflections in the cornea of a single eye or
in a pair of eyes to recover simple scene structure. Nevertheless, there exist
no solutions for relating reflections among multiple eyes, probably imaged by
different cameras, with the structure of the surrounding environment. This,
however, is crucial to develop sophisticated strategies for geometric eye
analysis in arbitrary environments. This study aims to provide a solution

The first practical problem lies in calibration to obtain display pose in
display-camera setups. Understanding the combination of display and camera as a
controlled system enables a range of interesting vision applications in non-
professional environments, including object/face reconstruction and human—
computer interaction, but attempting to do this in average homes has been

difficult as current approaches require special hardware and tedious user
interaction. This work proposes a novel calibration approach that simplifies
this by building on the observation that a user is commonly located in front of
the setup and that screen reflections in the cornea of the eye can be extracted
from face images. Despite the difficult constraints, results obtained are
feasible and should be sufficient for many applications involving non—intrusive
calibration—free dynamic setups.

The main question then becomes what accuracy can be expected for scene
reconstruction from multiple eye images. For this discussion, significant
factors that affect accuracy are identified among individual eye geometry,
camera parameters and geometric relation in the setup. Comprehensive
experimental evaluation shows that, due. to common errors in eye image
processing and an unknown shape for the individual eye, scene reconstruction
results in a large error and can not be applied directly. To compensate for
this, an optimization strategy is developed that exploits geometric constraints
within the system to jointly improve eye poses and scene structure. Results
show that the method performs accurately and stably with respect to varying
subjects, scene alignments, eye positions and gaze directions

The second practical problem relates to non—intrusive eye gaze tracking in
arbitrary environments. Flexible techniques for tracking a person’ s point of
regard enable human-computer interaction and diagnostic studies with a range of
applications in different fields. While eye gaze tracking has been an active
area of research for over half a century, state-of-the—art approaches share
major limitations restricting applications to controlled laboratory conditions
with experienced personnel and a high degree of intrusiveness. This work
proposes a novel system architecture that overcomes this by building on the
observation that projected invisible structured light assigns environment
locations with information that can be uniquely identified from corneal
reflections. The approach is the first to support arbitrary surfaces and not
require geometric calibration. Combined with unobtrusiveness and robustness to
practical conditions, it enables a wide range of applications for novel user
groups and situations

Applying invisible structured light projection to corneal reflection analysis
provides a solution to the general problem of accurate and robust feature
matching among multiple eye images. The existing approach based on the epipolar
geometry between a pair of eyes suffers from several shortcomings related to
dependency on pose, shape and reflection properties of the eye. Beside
eliminating these, the proposed strategy provides a dense matching, is purely
image-based and thus, naturally -enables feature matching between eye and
conventional images. This is crucial for combining eye-specific information
such as point of regard, peripheral vision and visual field with high quality
image data or scene geometry

The results of this work have implications on several fields. The findings
provide general insight on the application of eye reflections for geometric
reconstruction and are an important contribution. Linking eye and environment
information can lead to novel insights and understanding

RXBEOHERNDEE

Christian Nitschke & D X 13, [REROBMEFT N BIOREROEXTRKFICHTEI1 b hT2 R

raYaYal



— 385 —

A—NCET 228G, BIXOZOEBEZANT, BROREARFZEZRAVWET A ATLA - AAT
FrUTLb—a ik BRUEEM - FEEUORERIHFEZEHLZDOTHD . F/llx
HHROEHBIOTELREREZBL TXOEMEZRLZBOTHD, HAE FAELHICH
SFHETEDHDTH S

£, REROBMETIVICHET DB, Mra RBEENEZRF L ET2 D0REEZHAED
BEETNVERE L. N3, BRAGELABRZEORGEZHAEGDEZDOTHS. %
FAWT, B RETEEOANSRROZBEILNRTH S I EER L.

RiZ, BEOEXERHFICHTLEI4 L« FI AR FRET LTI, AR OKEBNIRERE
HCTRHTSH, HO2VITEBRT DLW IRAZBEL., EOXSBAXBLEDOK S ITRET 2 »
EHRICHEITLRLZDDTHD. KD, HRAEBERPTORADSEE SN, R
HREEACTCORPREEOLIRAATRESZASNDNEMR N,

KiZ, LRROREROEMETNBIARTIA N - FIAR—MCEITZETINERANT, RES
NEZRADT A ATVLA «- IATHREREIIBWT, REROEXRKEF DA% R NWTZOMOEM
BifRZERDS (Fr U TV —ar) HikERLE, TOFKRE. T4 ATV A K@ EITHM
72INF — > DIREREE L TORFBEEN AT TEHRITLHDAT, ZNSOMEBEHEKRERD DI &
ZARICLEDDTH S,

RiC, FAEOHEGZZEHAWT, A - FEEMOEGRHEFEZERL. ERZEBELTZOED
WEHERLEZE. TOFEIE. HATLSESNZBROEG&N SBEEROZMETINZAVWTAD
HzE#HEL., RS, S1h b AR—POETFNZAVWTREOKDOMEZIEFT S Z
LT, BHERINEEBTZHOTH S,

OIS EHT. BIRORHKHFAMMICBVWTHRANDOEARFEEZREL TS, B
R FEOEREELR SR DIEHANTRTH D, AHEIBORBIRESFETLHDDOTH
%, £o T, L (%) OFMHXELLTHEOHZHDLBD D,



