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Model parameter estimation and automatic outlier detection is a fundamental and
important problem in computer vision. Vision data is noisy and usually contains
multiple structures, models. RANSAC has been proven to be the most popular and
effective solution for such problem, however it requires some user-defined
threshold to discriminate inliers/outliers. It is then improved by the adaptive-scale
robust estimators, which do not require the user-defined threshold and detect
inliers automatically. However, there still remain two problems. The first problem
is that these adaptive-scale robust estimators do not focus on the accurate inlier
detection. The second problem is that for the data with multiple models and
structures, a robust estimator is to extract only one structure out of them and all
the data points of the other structures become the outliers. This produces a very

high outlier rate situation for a robust estimator to work efficiently or the
inliers/outliers may not be distinguished.

In this thesis, we present some research works that tackle to these two problems.
First, we propose several adaptive-scale robust estimators which can detect inliers
accurately. There are two reasons for the idea of accurate inlier detection. The first
reason is that if a robust estimator detects inliers better, then the robustness of the
estimation can be improved. The second reason is that, in many real applications
such as motion segmentation and range image segmentation, if the inlier detection
is not very well, then a structure can be broken into smaller structures or united
with the other structures.

In the second research work that tackles to the second problem as stated above, we
propose an idea to deal with problem of multiple models/structures. We think about
the outlier models, which are not the models that we want to extract the data for,
and pre-filtering the data points of these models. This helps a robust estimator
work more effective, robust and also save the computational cost. We demonstrate
the idea in some specific situation with a new egomotion estimation algorithm.

In the experiments, various analytic simulations in many aspects have shown the
advantage of the proposed robust estimators compared to several latest robust
estimators. The real experiments were also performed to prove the validation of the
proposed estimators in real applications. We also carried out the experiments for
the new egomotion estimation algorithm, it has the advantage for the situation of
fast camera motion compared to the state of the art algorithm.
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