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Abstract

For any weight vector of positive integers, the weighted projective sp@{g)
is a projective toric variety, and has orbifold singulagtiin every case other than
standard projective space. Our principal aim is to study dlyebraic topology of
P(x), paying particular attention to its localisation at indival primesp. We iden-
tify certain p-primary weight vectorsr for which P(r) is homeomorphic to an iter-
ated Thom space, and discuss how any weighted projective spay be reassembled
from its p-primary parts. The resulting Thom isomorphisms provideadarnative
to Kawasaki’s calculation of the cohomology ring Bfx), and allow us to recover
Al Amrani’s extension to compleK -theory. Our methods generalise to arbitrary com-
plex oriented cohomology algebras and their dual homolaggebras, as we demon-
strate for complex cobordism theory, the universal examiplgarticular, we describe
a fundamental class that belongs to the complex bordisngebed ofP(x), and may
be interpreted as a resolution of singularities.

1. Introduction

Weighted projective spaceB(x) are defined for every integral weight vectgr
and constitute a family of singular toric varieties on whictany hypotheses may be
tested. Our central interest is to study their algebraioltugy, and identify them up
to homeomorphism with spaces whose singularities are nargliér, namely iterated
Thom complexes. In the process of working towards this gbatanspires that the co-
homology algebra&*(P(x)), and homology coalgebras, (P(x)), may be described in
terms of iterated Thom isomorphisms for any complex origrdehomology and hom-
ology theoriesE*(—) and E,.(—). This provides a fruitful new perspective on algebraic
objects of considerable complexity, and we present seweqalicit examples below.

Until the last few years, literature on the algebraic topglof weighted projective
spaces has been sparse, and restricted mainly to work of d&kivEL4] and Al Amrani
[3], [4]. Immediately after the latter, Nishimura-Yoshimau[15] took up the challenge
of computing the reaK -theory groupsKO*(P(x)), whose difficulty is increased by the
lack of complex orientation foKO*(—). More recently, it has become apparent that
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the toric structure ofP(x) is particularly important, and our own work [5], [6] has
exploited this fact. Most of our current results are independf the toric framework,

but its beauty is sufficiently compelling that we have retdirit here for background
and motivation.

We present our results in the following order.

Section 2 establishes notation by recalling definitiongP¢f) and the associated
weighted lens spacégk; x) in the toric setting. A crucial cofibre sequence of Kawassaki
expressed in terms of normal neighbourhoods over the arhjilex A" of the canonical
torus action, and his resulting computation of the integaiiomology ringsH* (P (x))
andH*(L(k; x)) are summarised. The important mafpsCP" — P(x) andy: P(x) —
CP" are described in terms of homogeneous coordinates, andothplex line bundle
classified byy is identified for future use.

Section 3 introduces the concept divisive weight vectors and their normalisa-
tions, and Corollary 3.8 employs an observation of Al Amréeiating v and normal
neighbourhoods) to expre®{x) as an iterated Thom complex wheneyeis divisive.
Fundamental examples are provided fyprimary weight vectorst, whose coordinates
are powers of a fixed primg. Archetypal examples are thg-contents,x of x, which
lead to thep-primary decomposition of. Mapse(x/w): P(w) — P(x) are introduced
as common generalisations ¢f and o, and determineextraction and inclusion maps
betweenP(x) and its p-primary partsP(px). The mapse also encode a description of
any weighted projective space as the quotient of any othethbyaction of a certain
abelian group.

Section 5 considers complex oriented cohomology thedgigs-), whose coefficient
rings E, are even dimensional and free of additive torsion. In Theobe8, the complex
orientation is exploited to describeé*(P(x)) via iterated Thom isomorphisms and the
E-theoretic formal group law, whenever is divisive. lllustrative examples are given
using integral cohomology and complé&-theory, and the former are shown to recover
Kawasaki's calculations in the divisive (and therefore fhprimary) case.

Section 4 addresses the question that immediately ariséspossible to reassem-
ble the p-primary partsP(px), and recoveiP(x) up to homeomorphism? Theorem 4.9
answers affirmatively, and offers the surprising addendhat teassembly may be ef-
fected in two contrasting ways, which descriBéy) as an iterated limit and an iter-
ated colimit of thelP(,x)s respectively. Both constructions arise o¥&P", utilising
the mapse(1/,x) and e(px). Examples are discussed which show that different re-
assemblies of the samg-primary parts can produce non-homeomorphic results.

Section 6 introduces cohomological reassembly as a naanebgue of the previ-
ous geometry. Theorem 6.10 descride§P(x)) as both a limit and a colimit of the
p-primary partsE*(P(px)), made explicit in terms of direct sums and iterated tensor
products overE*(CP") respectively. Most memorable is the resulting identifmatof
E*(P(x)) with an intersection op-primary subalgebras d&*(CP"). Examples are pro-
vided in integral cohomology and complék-theory to show that detailed computation
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is possible; the former recover Kawasaki's calculations dtitrary x, and the latter
those of [3].

To date, toric topology has rarely dealt with the homologglgebraE,(Xy) of a
toric variety Xx. Section 7 redresses this situation, at least for weightejggtive space,
by studying the universal example¥ (P(x)) for divisive x. The relationship between
Bott towers and iterated Thom spaces is recalled, and apipli€heorem 7.14 to identify
explicit 2Y-generators for the coalgebs2! (P(x)). In particular, a rational fundamental
class is constructed that may be interpreted in terms of tsingularisation.

Finally, Section 8 introduces homological reassembly bwliding the results of
Section 6. Theorem 8.2 describes the coalgdhr@(x)) as both a limit and a colimit
of the p-primary partsE.(P(,x)) in terms of direct sums and iterated tensor products
over E.(CP") respectively. In particularE,(P(x)) is identified with an intersection of
p-primary subcoalgebras d&,(CP"), and an illustrative examples is given in complex
K-theory.

Throughout our work we writéS! for the circle as a topological space, afick Ct
for its realisation as the group of unimodular complex nureheith respect to multi-
plication. For any integek > 0 we write Z/k for the integers modul&, andCy < T
for its realisation as the subgroup generated by a primkigh root of unity. We in-
terpret the standard simples” as the intersection of the positive ortheing+l with
the hyperplanexg + --- + x, = 1, and denote its boundary byA". As an abstract
simplicial complex,dA" has (Eﬁ) faces of dimensiork, for —1 < k < n.

For any generalised cohomology theory, we follow the cotigerthat all homology
and cohomology groupB, (X) and E*(X) arereducedfor every spaceX. The unreduced
counterparts are given by adjoining a disjoint basepointl eonsideringE,(X;) and
E*(X,). Thecoefficient ring E is given by E,.(S°) =~ E~*(S°); we identify the homo-
logical and cohomological versions without further comimemd interprete.(X.) and
E*(X,) asE.-modules ancE.-algebras respectively. We make the important assumption
that E, is even dimensional and free of additive torsion, as holdategral conomology
H*(—), complexK-theory K*(—), and complex cobordisne(-).

These theories are alsmmplex orientedl, Part Il §2], by means of a class
in E2(CP>) whose restriction taE2(CP!) is a generator. It follows that there exists
a canonical isomorphism

(1.2) E*(CP) =~ E,[xF]

of E.-algebras, and that complex vector bundles have assocktdoboretic Chern
classes. In particulaxt is the first Chern classE(¢) of the dual Hopf line bundle
over CP*. A minor abuse of notation allows® to be confused with its restriction to
CP", and produces an isomorphism

(1.2) E*(CP]) = ELXF1/((x5)".
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It is convenient to denot&® by u in the universal case2;(CP>), and to writex"
asx in H3(CP>).

If the Thom space of is identified withC P>, thenxF may also be interpreted
as a Thom class®(¢), and extended to a universal Thom claSse E°(MU); thustY
is represented by the identity map &fJ.

2. Weighted projective space

In this section basic notation is established, and the dieinsi of weighted project-
ive space, weighted lens space, and their associated ectistis are recalled. Readers
are referred to Al Amrani [3], [4], Kawasaki [14], and the koits’ own work [5] for
further details.

The standard actionof the ( + 1)-dimensional torusT"+! on C"** is by coor-
dinatewise multiplication, and restricts to the unit sgh&"+1. The orbit space of
the latter is homeomorphic to the standard simpt€kcC R;“, and the quotient map
r: S 5 AN is given byr(z) = (|1z0l?, . . ., |Z0]?).

A weight vectory is a sequencex,..., xn) of positive integers, and (x) < T+
denotes the subcircle of elementge(. .., t*), ast ranges overT. It is convenient
to abbreviate the greatest common divisor ged(. ., xn) and least common multiple

lem(xo, ..., xn) t0 g = g(x) andl =1(x) respectively.

DEeFINITION 2.1. Theweighted projective spade(x) is the orbit space of the ac-
tion of T(x) on $*1; it admits acanonical actionof the quotienin-torus T"*1/T (x),
with orbit spaceA”.

The respective quotient maps are

2.2) AL Y LINLY
whose composition is. The action ofT(x) is free wheny = (d, ..., d) for any

positive integerd, in which caseP(yx) reduces toCP"; in general,P(x) has orbi-
fold singularities. Weighted projective spaces provideimportant class of singular
examples in algebraic and symplectic geometry, althoughfdbus of this article is on
their algebraic topology.

It is sometimes convenient to assume tigék) = 1, becauseT (dy) and T(x)
produce homeomorphic orbit spaces for @ll

DEeFINITION 2.3. For any positive integek, the weighted lens space(k; x) is
the orbit space of the action of the weighted cyclic subgr@upyx) < T(x) on S+
it admits canonical actionsof the quotient circleT (x)/Cx(x) with orbit spaceP(y),
and of the ( + 1)-torus T"*1/C,(x) with orbit spaceA".
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If k is prime toy; for 0 <i <n, thenL(k; x) is a standard lens space, and is
smooth; otherwiseCy(x) fails to act freely, and_(k; x) may be singular.
Restricting (2.2) to the hyperplang = 0 yields orbit maps

(2.4) -1 P(x) P(x) ax") At
where x' denotes fo, . .., xn-1) and A" is the subsimplexx, = 0 of A". On the

other hand, restricting to the cylindéz,|?> = 1/2 gives

(25) Sanl X Sl E) L(Xn; X/) ﬂ A]_/z,

where "1 ¢ $"*! is the subsphere

2 -+ fznal =
Thus py/; is the orbit map forT(x), and factors through-(xn; x’) x St under the
actions ofC, (x’) andT(x)/C,,(x’) respectively; the latter is isomorphic #. Simi-
larly, 01,2 is the orbit map for then-torus T"/C, (x’), whose orbit spacei,, is the
(n—1)-simplexx, = 1/2. Finally, restricting to the circléz,| = 1 projects every point
0,...,0,z,) in S"*1 onto [0,...,0,1] in P(x), and thence to the vertex (Q,., 0, 1)
in A",

Now consider the decomposition af" into the union of subspaceN(1/2) and
C(1/2), specified byx, < 1/2 and x, > 1/2 respectively; they are homeomorphic to
the productA™? x [0, 1/2] and the coneCAy,. So P(x) may be expressed as the
pushout of

(2.6) NP(x") < L(xn: x') & CLOM: 1),

whereNP(x’) denotes the neighbourhood?(N(1/2)) of P(x’) in P(x), andCL()n; x)
denotes the cong=(C(1/2)), with basepoint [0,.., 0, 1]. Equivalently, (2.6) arises by
decomposings®™+! as the pushout of

sixp?Lgixsthprxs,

and forming orbit spaces under the actionTofy). Reparametrisingd?" shows that
[0,...,0, 1] admits a neighbourhood of the form”/CXn; repeating at each point
[0,...,0,1,0,...,0] confirms thatP(x) is a complex orbifold.

Diagram (2.6) is cofibrant, and therefore expresBég) as the homotopy colimit
of the diagram

@.7) P(x) < L0t 1) = *,
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where f denotes the orbit map for the circle(x’)/C,.(x’), andx is the point [0, ..,
0, 1]. This reinterprets Kawasaki's cofibre sequence [1245]

(2.8) L(xn: x) = P(x) > P(x).

REMARK 2.9. The category underlying diagram (2.7) may also be coedtas
cAT(3AY), whose objects are the faces 0 and 1 ofdA® and morphisms their inclu-
sions. lteration onP(x’) leads to a description dP(x) as a homotopy colimit over
CAT(dA"), in which the relevant diagram assigns an orbit spaf¢Tk(c) to each
(k —1)-dimensional facer of A"; this is precisely the homotopy colimit of [19, Prop-
osition 5.3].

Following Kawasaki, Al Amrani [3, 1.1 (b)] defines maps
n® v n
(2.10) CP" - P(x) —> CP

by ¢z0,...,20] = [Z°..., 2] and Y[z, .., 2] = [Z77%, ..., z]. In both cases,
the formulae for the homogeneous coordinates of the tamees are understood to be
normalised. It is sometimes important to make the weighgi@k by writing ¢(x)
and ¥ (x) respectively.

Usually, ¥ is interpreted as a complex line bundle ofy), but may equally
well be specified by its first Chern clasg(v) in H?(P(x); Z). The compositiony o ¢
has degreé = I(x) on H3(CP"; Z), so ¢*(v) is thel-th tensor power' of the dual
Hopf bundle, andci(¢*()) = Ix in H3(CP"), following (1.1).

The role ofy is clarified by identifying the total spac®(y/) of its associated cir-
cle bundle.

Proposition 2.11. The space &) is a (2n 4 1)-dimensional weighted lens space
L{; x).

Proof. By definition,S(y) is the pullback of the diagram
4 n 2n-+1
P(x) > CP" « S,
and is a subspac¥ c "1 xP(x). It contains all pairsy, [Z]) that satisfy the equation

(2.12) (Yo, - - - ) = (207, ..., 2000y

in S"*1 for somet € T. So there exists a map: L(I(x); x) — X, defined by

hlwo, - . ., wa] = (W%, ..., w/%), w, ..., wnl);
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moreover, an inverse th is given by mapping ¥, [z]) to the equivalence class of
those @ + 1)-tuples &, ..., z,) for whicht =1 in (2.12). It follows thath is the
required homeomorphism. [

Corollary 2.13. The circle T(x)/C/(x) acts freely on II; x), and has orbit
spaceP(x).

Of course the associated sphere burd{l¢*(v)) is homeomorphic to the standard
lens space_(l; 1,..., 1), and is therefore a smooth manifold.

The following natural numbers are associated¢tcand were essentially introduced
by Kawasaki; alternative descriptions are recovered inoféma 6.15.

DEFINITION 2.14. For any subset < [n], the integery, is the product [, x;,
and hy = h;(x) is the quotienty;/gcd(xj: j € J); for any 1< j < n, the integer
lj =1(x) is lem(y: 3] = j), andm; = mj(x) is 1(x)! /1.

Thusl; =1 andm; = 1, wheread, = xo--- xn/g andm, = gl"/xo- - - xn-
Kawasaki applies the cofibre sequence (2.8) to identify titegral cohomology
ring of P(x) by means of an isomorphism

(2.15) H*(P(x)+: Z) = Z[va, ..., va] /1 (),

wherev; has dimension Pand | (x) is the ideal generated by the eIemen{S— m;v;

for 1 < j < n. Moreover,v; equalsci(¥), S0 ¢*(v1) = Ix holds in H3(CP"; Z). The
same calculations identify the integral cohomology ringLgfn; x') in terms of addi-
tive isomorphisms

A Z if j=2n-1,
(2.16) HI(L(xn; x):Z) = <3Z/sc if j=2kforl<k<n-1,
0 otherwise,

where s = s(x) is given byly/I;, andl; := li(x').

REMARK 2.17. These results reveal that the mapsndr of (2.10) are mutually
inverse rational homotopy equivalences, as their defimtisuggest. The rationalisation
P(x)q is therefore the 2-skeleton of an Eilenberg—Mac Lane spd€éQ, 2).

Many of Kawasaki’s calculations are recovered in Theorens.6.1

3. lterated Thom spaces andp-primary parts

In order to follow homotopy theoretical convention and §tiR{x) prime by prime,
it is convenient to introduce certain restrictions on thaghts.
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If g(x) = 1, then there exists an isomorphism

P(dxo, - -, dxj—1, xj, dxj+1, - - - dxn) = P(x)

of algebraic varieties for any natural numbersuch that gca{, x;) = 1, and every
0<j=n[9] [13]. So no generality is lost by insisting that is normalised in the
sense that

(3.1) gedfeo, -y Xjy oo xn) =1

for every 0<j <n.

DEFINITIONS 3.2. The weight vectoy is
1. weakly divisiveif yx; divides x, for every 0< j <n,
2. divisiveif xj_; divides x; for every 1< j <n,
3. p-primary if every x; is a power of a fixed primep.
If x is divisive, theng; = qj(x) denotes the integex;/xj-1, for 1 < j < n; by nor-
malisation,q; = 1.

So divisive implies weakly divisive, but not conversely. fact x is divisive pre-
cisely when the reverse sequengg.. ., xo is well ordered in the sense of Nishimura—
Yoshimura [15]; then

* = P(xn), P(Xn-1, Xn) \ P(Xn), - - - P(x0s - - - Xn) \ P(X1, .- -+ Xn)

is a cell decomposition oP(x) with one cell in every even dimension (compare [6,
Remark 3.2] and [15, Proposition 2.3]). This decompositiascribes the canonical
cells that arise from Corollary 3.8 below.

Lemma 3.3. Every normalised p-primary weight vectar may be ordered so as
to take the form

(3.4) @, 1,pk, ..., p")
for some sequence K --- < k, of exponents.

Proof. Sinceg(r) = 1, it follows thatzj = 1 for somej. Applying (3.1), and
reordering if necessary, yields the required form. ]

Of course (3.4) is divisive, and identifiég andk; as 0.

DerINITION 3.5. If (Xj) is a sequence of topological spaces foc® < n, and
(6)) a sequence of vector bundles ovér for 0 <i < n, then X, is ann-fold iterated
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Thom spaceover Xo wheneverX; is homeomorphic to the Thom spadd(9;_1) for
every 1<i <n.

ExamPLE 3.6. If & denotes the dual Hopf line bundle ov@P' for everyi > 0,
then the standard homeomorphis@®' = Th(z;_1) display CP" as ann-fold iterated
Thom space over the one-point spac®?; or, alternatively, as ann(— 1)-fold iterated
Thom space over the 2-sphe@eP?.

In Example 3.6,;; may equally well be replaced by the Hopf bundle itself.

Theorem 3.7. If x is weakly divisivethen P(x) is homeomorphic to the Thom
space of a complex line bundle ovE&(y').

Proof. Al Amrani’'s proof of [3, I.1 (c)] applies to the line hdle ¥ over P(x’),
and shows that the unit disc bund@®(y’) is homeomorphic to the neighbourhood
NP(x’) of P(x') C P(x), as defined in (2.6). The unit sphere bundg)’) is there-
fore homeomorphic to the weighted lens spddgn; x’), and the cofibre sequence
(2.8) identifiesP(x) with the Thom spac&h(v'). []

Corollary 3.8. If x is divisive thenP(x) is homeomorphic to an n-fold iterated
Thom space of complex line bundles over the one-point space

By analogy with Remark 2.9, an-fold iterated Thom space may also be expressed
as an iterated pushout, and therefore as a homotopy colmittbe categorgAT(0A").

In order to apply Corollary 3.8 further, the magsand ¢ of (2.10) must be gen-
eralised. A suitable context is provided by interpretingighe vectors as elements of
the multiplicative monoidN"**, with identity element = (1,..., 1). Given any two
such x andw, there exists a smallest positive integet s(x, w) such thatw divides
sx. The resulting quotient has coordinatgg; /w; for 0 < j <n, and is conveniently
denoted byy /w; so equations such as

s=(s,...,9), o(x/o)=sx, (wx)/o=x,

(3.9)
x=x/1, and ¥x =1(x)/x

hold amongst weight vectors.

Every x may then be expressed as a product of indecomposables. #d an
j <nand any primep, write x; as p®¥a;, where pa)) denotes thep-content of x;
and gcdp, o) = 1.

DerINITION 3.10. Thep-contentof y is the p-primary weight vector

pX ‘= (pa(O)! cey pa(n))!
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which satisfiesy = pxa in N"*1; the primary decompositiorf x is the factorisation
X = mX " pnX, @S P; ranges over the prime factors of thg.

If x is normalised then so igx, but the non-decreasing propertyrist hereditary
in this sense. It follows from Definition 3.10 that = l_[pﬁép p X, and thatl(y) =

p™@|(«) wherem(a) := max a(i).

REMARK 3.11. Recent results of [6] show that, amongst weightedeptive
spaces, the homotopy type @f(x) is determined by theunordered coordinates of
its non-trivial p-contents,y, for normalisedy. The ,x may therefore assumed to
be non-decreasing, and remultiplied to give a weight vegtorfor which there exists
a homotopy equivalenc®(x) ~ P(x*). Moreover x* is divisive by construction, so
Corollary 3.8 implies that every(x) is homotopy equivalent to an iterated Thom
space. If the weights are pairwise coprime theh takes the form (1,.., 1,¢) and
P(x*) reduces toTh(¢¢ ;) over CP"™1, wherec =T[TJ; xi.

DEFINITIONS 3.12. The mape(x /w): P(w) — P(x) is given by

e(X/w)([ZO, ey Zn]) = [ZSXO/(UD, C ZﬁX”/‘”n],

where s = s(x, w), and coordinates are normalised as necessary; the dtQup is
the product

CSXo/wo X X CSXn/wn
of cyclic groups, considered as a subgroupToft.

Following (3.9), the cases(¢x/x) andCy,,, reduce toe(¢) andC, respectively.
By definition, e(r) = e(r, ..., r) raises homogeneous coordinatesPi(x) to ther-th
power, and is therefore known as théh power mapon P(x).

Proposition 3.13. The map €x/w) is the orbit map of the natural action of,G,
on P(w).

Proof. Note first thae(x /w)([Yo, - .., Ynl) = e(x/w)([2o, . .., z,]) holds in P(x)
precisely when

[Yor ..., Yn] € {[Mo2Z0, - . ., AnZal: AQ”O/X° == A'r]w”/X” =1}
in P(w). Sincee(x/w) is clearly surjective, the result follows. O

Corollary 3.14. Any weighted projective space arises as the orbit space pf an
other of the same dimensioander the action of a finite abelian group.
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REMARK 3.15. In the language of Definition 3.12 and Proposition 3.13
Al Amrani's maps¢(x) and ¢ (x) are given bye(x) ande(1/x) respectively. Kawasaki
[14, p.243] notes thap(x) is the orbit map of the action of, on CP".

Proposition 3.16. For any weight vectors», o and yx, the composition

P(w) 2% p(o) 27 p(y)

factorises as @') o e(x/w) = e&(x/w) o &S'), where $ denotes the natural number
S(w, 0)s(a, x)/s(w, x)-

Proof. It suffices to note that the given composition acts omdgeneous coor-
dinates inP(x) by z — 27570/ for 0 <i <n. O

Proposition 3.16 implies the factorisations

e(x/w)oe(w/x) = €s") and e(w/x)oe(x/w) = e(s"),

wheres” := s(w, x)s(x, »). Similarly, e(x) o e(1/w) = e(l(w)/S(w, x)) for any weight
vectorsy and w.

DEFINITION 3.17. For any weight vectgy and any primep, the p-primary part
of P(x) is the weighted projective spad®(,x); the canonical maps

e(px/x): P(x) = P(px) and e(x/px): P(px) = P(x)
are p-extractionand p-insertionrespectively.

In the notation of Definition 3.10, extraction and insertiare given by

e(px/N)20, -, 2] = [0, ..., 2] and

(3.18)
e(x/p20, .. z0] = [z ..., 2],

in terms of homogeneous coordinates. By Proposition 3He& compositiong(x /x)o
e(px/x) ande(px/x) o e(x/px) reduce to the appropriate power maggh(er)).

REMARK 3.19. It follows immediately from Lemma 3.3 and Corollarn8 3hat
every p-primary partP(px) is an iterated Thom space over

EXAMPLE 3.20. The 2-, 3-, and 5-primary parts @f(3, 4, 5) areP(1, 4, 1),
P(3, 1, 1), andP(1, 1, 5) respectively. They form the codomains of the 2-, &
5-extraction maps, whose values an,[z;, 2] are given by

[z 2% 7] [%8°.24,7] and [ 7, %7
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respectively. The 2-, 3-, and 5-primary parts also form tbendins of the 2-, 3-, and
5-insertion maps, whose values am,[z;, o] are given by

[z, z1,2), [20,21, 23], and [Z, 7], 23]
respectively.

4. Geometric reassembly

The problem of reassembliri@(x) from its p-primary parts must now be addressed.
The solution is best understood in terms of weight vectorand o', and commutative
squares of the form

e(l/a

P(oo’) —>
4.1 e(l/g)l le(l/a) and e(a’)l le(a’)

/ n !/ A
(O’)WCP P(O’)WP(O’U),

P(o) CP"——P(0)

these may be incorporated into a single generalised sqalh®ugh restrictions must
be imposed upow ando’.

For any weight vectory, it is convenient to writeQ(x) C Z for the set of primes
that occur non-trivially in itsp-primary decomposition.

DEFINITION 4.2. Two weight vectorsr and o’ are coprimeif Q(o) N Qo) =
@; in other words, if gcdt;, oy) = 1 for every 0< j, k < n.

In the context of Definition 3.12, this condition is equivaldo the coprimality of
|C,| and|C,|. It also implies the weaker condition, that

(4.3) h(Go, -\ Gn) = (G, - - 05, (G- - -, G7))

defines an isomorphism: C,,» — C,» x C,; or equivalently, thaC,,  is generated by
the subgroup<, andC,..

REMARK 4.4. SinceQ(o) = Q(1/0), it follows that o and o’ are coprime if
and only if /o and Yo’ are coprime.

Proposition 4.5. If o and ¢’ are coprime then the left-hand diagran4.1) is a
pullback square.

Proof. The pullback of the diagraii(c’) — CP" < P (o) is the subspace

P:={(Z,2): e(1/0")(Z) = e(1/0)(2)} C P(0”) x P(0),
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and the canonical mag : P(oc0’) — P acts by f(2) = (e(1/0)(2), e(1/0')(2)). Since
P is Hausdorff, it remains to show thdt is bijective.

The mapse(l/0) and e(1/0’) are quotients byC,,, and Cy/, respectively, by
Proposition 3.13. S&€;/,» x C1/, acts onP, and f is equivariant with respect to the
isomorphismh of (4.3). The projectionp: P — (o) is the quotient byCy/,, and is
equivariant with respect to the projecti@,, x C;,, — Cy/,; the corresponding state-
ment for p': P — P(c’) holds by analogy. Botle(1/0) and p are surjective, and the
former factorises apo f: P(oo’) — P(0); therefore f is surjective, by equivariance.

To confirm injectivity, choosex € P(oo’) and letG < Cy/, be the isotropy group
of y = f(x). Thenc:= |f }(y)| = |Gx| divides |G|, soc divides |Cy/,|. Replacingo
by o’ and applying the corresponding reasoning shows ¢haiso divides|Cy,,/|. But
o ando’ are coprime, s&@ = 1 as sought.

REMARK 4.6. Since all the maps in the square are algebraic, Pragogit5 also
holds in the category of complex algebraic varieties.

The following example shows that the square is not geneealpullback.

EXAMPLE 4.7. If o = (1, 2, 2) ando’ = (2, 1, 2), thenP(o) = P(¢') = CP?
and e(1/0) and e(1/0’) are homeomorphisms. So the pullback is also homeomorphic
to CP?, and cannot bé(00’) = P(1, 1, 2) because the latter contains a singular point.
Proposition 3.13 confirms that the canonical miapP(co’) — CP? is the quotient by
C2 X Cz.

An example with normalised weights is given by increasing timensions, with
additional weights 1; thus = (1, 1, 2, 2) ands’ = (1, 2, 1, 2).

Remarkably, weighted projective spaces may also be exquess pushouts.

Proposition 4.8. If o and ¢’ are coprime then the right-hand diagranf4.1) is
a pushout square.

Proof. The pushout of the diagraif(c’) < CP" — P(0) is the space
R=(P(o") UP(0))/~,

where the equivalence relation is generatedelyy’)(z) ~ e(o)(2) for any z in CP";
the canonical mag: R — P(o0o’) is defined by

9((e(o")(@)]) = 9([e(0)(2)]) = (o)D)

Since R is compact, it suffices to show thagtis bijective.
Both e(c) and e(c’) are surjective, and the natural mgp CP" — R is given by
d(2) = [e(0)(2)] = [e(o”)(2)]; so q is surjective. It is also invariant with respect to the



102 A. BaHRI, M. FRANZ AND N. RAY

action of C,,, since the latter is generated by the subgroGpsand C, (via (4.3)),
which act trivially onP (o) and P(o’) respectively. Hence induces a surjective map

g: P(o’o) > R.
The mape(o’c): CP" — P(o’0) factorises agoq, sogoqd =1 onP(c’0), and
g is injective. Thusq is bijective, and has inversg, as required. O

In order to state the main reassembly theorem, it is conméngewrite [m] for the
simplicial complex consisting ofn disjoint vertices.

Theorem 4.9. The weighted projective spa@®(x) is homeomorphic to the limit
of the CAT°P[m]-diagram
P(p x)

e1/p )

P pn P
(i) Gy CP S B lon ),

and the associated universal map¢y) — P(, x) may be identified with(g x/x) for
everyl < i < m. Similarly P(x) is also homeomorphic to the colimit of the

CAT[m]-diagram
P(pm x)
€

P CP" P, x),
(o) g o P on)

and the associated universal map$,, x) — P(x) may be identified with(g /y x) for
everyl<i <m.

Proof. Proceed by induction om, noting that the results are trivial fon = 1.

Suppose thaQ(x) = {p1, - .., P, p} and xi = p*Ve;, as in Definition 3.10; so
Q@) ={p1,--., px}- By the inductive hypothese®(«) is homeomorphic to the pull-
back of theP(p x) along the map®(1/, x), and to the pushout of thB(, x) along
the mapse(p, x); also, the universal mam(«) — P(p, x) andP(p x) — P(«) are given
by e(p x/x) ande(x/p x) respectively, for =i < k. It therefore remains to prove that
P(x) is homeomorphic to the pullback of

1 1/a
(4.10) P(px) 228, cpn & (g

and the pushout of

(4.11) P(ox) < cp" 2 p(g)
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respectively, and to confirm the identity of the associategpsi®(x) — P(px), P(x) —
P(a), P(px) — P(x), andP(a) — P(x). These follow directly from Proposition 4.5
and Proposition 4.8 respectively, becayseand« are coprime. The induction is then
complete. []

EXAMPLE 4.12. Theorem 4.9 applies to Example 3.20, and expreB&gs4, 5)
as the limit and colimit of thecAT[3]-diagrams

P3 P3
lem and Teg
2 2
P, —5> CP?<——Ps Py «——CP2 ——Ps

respectively, wheré®, := P(1, 4, 1),P; := P(3, 1, 1), andPs := P(1, 1, 5).

Observe that?(1,5,12),P(1,4,15),P(1,3,20), andP(1,1,60) may also be obtained
by recombiningP (1, 4, 1),P(3,1, 1), andP(1, 1, 5) with permuted coordinates. No two
of the four are homeomorphic, as their singularity struetshows; but the results of
[6] (as described in Remark 3.11 above) prove that all foer lrwmotopy equivalent
to P(3, 4, 5). The fact that their cohomology rings are isomarghinoted in [5], and
reproven in Theorem 6.15 below; it is also, of course, iniplic [14].

5. lterated Thom isomorphisms

From this point onwardsE*(—) denotes a complex oriented cohomology theory,
with orientation clasxE. As described in Section 1, the crucial examples &ié(—),
with the Thom orientation;K*(—), with the Conner—Floyd orientation; an@(-),
with the universal orientation. In particulaH *(X) denotes the reduced integral co-
homology ring of any spac«.

The existence of a Thom clas§ leads to theThom isomorphisgnwhich features
in the following standard result.

Proposition 5.1. For any k-dimensional complex vector bundl®ver X the E,-

algebra E(Th(®)) is a free module over HX,) on the single generator&(0); its
multiplicative structure is determined by the relation

(52) (SONECHOREC)
in E*(Th(9)).
More explicitly, the Thom isomorphism

1E(0): E*(X,) > E**%(Th®))
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is given by forming the relative cup product witf(9), and is induced by the relative
diagonal maps: Th(9) — X, A Th(6).

Proposition 5.1 applies to Definition 3.5 whenever the besd| are complex. In
this case, the cohomology algebEx (X;) arises fromE*(Xp) by means ofi-fold it-
erated Thom isomorphisms. For example Xi§ = % and dinx 6y = Kk, then the first
iteration identifiesE*(Xy) with E.[t]/(t?), wheret lies in EZ(Xy); this, of course, is
becauseX; is homeomorphic toS*. Further iterations require the Chern classes of
the 6;.

In subsequent applications, theare line bundles. OveX, the isomorphism classes
of such bundles form an abelian group with respect to tensodyet, which is iso-
morphic to H?(X) under the Chern class,(—). So anyw € H2?(X) gives rise to a
complex line bundle

(5.3) A = Aw) such that ci(A(w)) = w;
it is unique up to isomorphism, ant(diw) = A(w)® for any integerd;. The Thom
classt(r(w)®) lies in H?(Th(x(w)®)), and the second stage of the iteration begins with
a cohomology classht(A(w)™), for some integed,. The corresponding line bundle is

Aw)d® = At (w)*))% over Th(A(w)®). In this language, th@-th stage identifies
the bundle

(5.4) Aw) @t = At (w) D)) over  Th(a(w)®h-%).

It is perfectly acceptable to choos& = x*, in which casew = 0 andi(w) is the
trivial line bundleC. In this context, Corollary 3.8 may be combined with Al Ami'an
proof of [3, 1.1 (c)] to provide a homeomorphism

(5.5) P(x) = Th(»(0)" %~ %)

for any divisive weight vectory, whereq; = xj/x;-1 as in Definition 3.2.
In general E*(X,,) may be computed by iterating Proposition 5.1 and explgitino
consequences of the fact tifahas dimension 1. Firstly, the-theory Thom class satisfies

(5.6) t5(0) = cf (A(t(9)))

in E2(Th(®)), which follows directly from the universal example over CP>. Sec-
ondly, for any integer, the equation

(5.7) cE(0") = [r1(cE(©))
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holds in E?(X), where [] denotes the -seriesof the formal group lawFg associated
to xE [12]. Thus

1
[rl(u) =ru + Er(r —1)afu® mod U3
in E*[u], where aF € E, is the coefficient ofu;u, in Fg(uy, uy).

Theorem 5.8. For any divisivey, the E.-algebra E*(P(x)) is isomorphic to
(59) E*[wn, Wn—1Wp, - .., WW2 " -+ wn]/JE:

where whwni1 - - - wy lies in B2O-MD(P(y)) for any h<i, and JF denotes the ideal
generated by elements of the form

(wi = [ai)(wi—1)wi - - - wn
for 1 <i <n; also wg = 0.

REMARK 5.10. The elementsy; do not themselves exist ilE2(P(x)) for any
i # n, but appear only in monomials divisible y,wp.1---wy for someh <i. Nev-
ertheless, the description provided by (5.9) is notatignebnvenient, and encodes the
product structure by repeated application of the relationgE.

Proof of Theorem 5.8. Combine Proposition 5.1 with (5.4)5)5(5.6), and (5.7).
Then the first stage identifie&*(P(1, 1)) as E.[w1]/(w?), wherew; := tE(1(0)) and

A(0) = C over x. Then-th stage identifie*(P(x)) as a freeE*(P(x’)+)-module on
the single generator

wp = tE(A(0) %),

with the relationw? = [g](wn-1)wn Of (5.2). O]

ExAmMPLE 5.11. The formal group law associated to integral cohompisgaddi-
tive, and itsr-series is given byr[(u) = ru in Z[u]. So for any p-primary weight
vectorr = (1, 1, p’, ..., p), (5.9) identifiesH *(P(r)) with
(5.12) Z[wn, wp_1Wn, ..., wiws -+ wp]/J,
where J is generated by elements of the form
(5.13) (i — PNt wig)wi - wy

for 1 <i <n, andwp = 0. In fact (5.12) is isomorphic t@[vy,...,vn]/I () of (2.15),
where Kawasaki’s ideal (r) is generated by the relations

(5.14) vl =m(r)jv;, where m(r); = pli=Dkn/portthaian
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for 2 < j <n [14, p.243]. The isomorphism arises from the bijection oheyators
Wn—j+1° - -wp <> vj, by repeated application of (5.13); it is multiplicativecaeisew,, =
1.5 pe*nwy jy1--- wy by induction onj.

REMARKS 5.15. Rationally, Theorem 5.8 states tla®*(P(x)..) is isomorphic to
EQ.[wn]/(wf™).

Furthermore, ify =1, thenP(x) reduces taC P", and Theorem 5.8 identifies,, with
xE, and w} with wy_j41---wy for every j > 1.

These observations illustrate the homotopy equivalenéd®emark 2.17.
EXAMPLE 5.16. The 2-primary part oP(1, 2, 3, 4) isP(1, 2, 1, 4), which is a
2-fold iterated Thom space ovék(l, 1) = CP!. So E*(P(1, 1),) is isomorphic to
E.[wi1]/(w?), as in the proof of Theorem 5.8. FurthermordP):? =~ ¢2 over CP?,
andP(1, 1, 2) is homeomorphic td’h(;f); thus E*(P(1, 1, 2),) is isomorphic to
E.[wz, wiwa]/JIF,
wherew, = tE(¢2) = cE(r(t(¢?))) by (5.6), andJE is the ideal generated by
w%wg and wg—Zwlwz.
Similarly, P(1,1,2,4) is homeomorphic ®h(¢>?); so E*(P(1,1,2,4),) is isomorphic to
Eiws, wows, wiwows]/J5,
where ws = t&(¢7%) = cE(M(t(¢2?)), and JF is generated by
wfwgwg, (w% — 2wiwy)ws, and w% — 2wows — aEwgwg.
The 3-primary part of?(1,2,3,4) isP(1,1,3,1), which is a Thom space ov&(1,1,1)=
CP2 So E*(P(1,1,1),) is isomorphic toE.[w;]/(w3), wherew, = tE(A(0)"1) gener-
atesE?(P(1,1,1)) andw3 = wyw,. Moreover,A(0)t13= ¢3 over CP?, andP(1,1,1,3)
is homeomorphic tarh(¢3); so E*(P(L, 1, 1, 3)) is isomorphic to
E*[ws, waws, wiwpws]/IE,

wherews = tE(¢3) = cE(r(t(¢9))), and JE is generated by

wfwgwg, (w% — wiwy)ws, and w§ — 3wows — 3aEw§w3.
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The multiplicative formal group law is associated to comple-theory and the
Conner—Floyd orientation. The coefficient ring k. =~ Z[z, z'!], and the element
zxX e KO(CP™) is represented by the virtual Hopf bundie— C. The r-series is
induced by the tensor power map— ¢", and is therefore given by

(5.17) Flu)=zY1+zuy -1)
in K,[u], for any integerr. Al Amrani’s results of [2] may then be recovered.

ExAMPLE 5.18. Theorem 5.8 and (5.17) combine to show that, for anggatt
r, the K,-algebraK*(P(1,..., 1,r),) is isomorphic to

(5.19) Kil[wn, wn_1wn, . . ., wiwy -+~ wp]/ I,
where JX denotes the ideal generated by elements of the form
(wi —wi—)wj ---wy for 1<i<n-1,

and wn — 27 Y((1 + zwn_1)" — 1))w,. The latter is equivalent to

r

r
|’2'I = Z (S) ZSilwnfs s Wh, Where Wwo = O.

s=1
6. Cohomological reassembly

It is now possible to follow the lead of Theorem 4.9 by readslerg the E,-
algebraE*(P(x)) from its constituent componen&™*(P(y, x))-

For any weight vectoy, recall thatQ(x) = {p1,..., Pm} denotes the primes occur-
ring in x. The decomposition of Definition 3.10 may then be expressegd & , x (i)
for each 1<i <m, where Q(x(i)) = Q(x) \ {pi}. It is convenient to writeZ, for the

subringZ[p7Y, .. ., prll < Q.

Proposition 6.1. The E.-algebra E*(P(x).) is a free E-module with one gen-
erator in each even dimension2n.

Proof. Consider the insertion maga(j)): P(,, x) — P(x) of (3.17), for some
1 < j <m. By Proposition 3.13, it is the orbit map for the action of tiir@ite group
Cu(j)» whose order is divisible by everg such thati # j. It therefore induces an iso-
morphism

(6.2) ela (i)™ H'POO+: Zag)) = H (P (p x)+: Za()))-

Example 5.11 shows that the graded abelian grbP(p, x)+) is free, with one gen-
erator in each even dimensieh 2n. So H*(P(x),) contains at mosfy; torsion, for
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1<i# j=<m Repeating the argument for every<l j < m in turn proves that

H*(P(x)+) is torsion free, and therefore has one generator in eachdimgension< 2n.
Since E, is also torsion free and even dimensional, the Atiyah—Hiraeh spectral

sequence folE*(P(x).) collapses, and the conclusion follows. O

Corollary 6.3. For any weight vectors and o, the induced homomorphism
e0)" ®1: E*(P(ox)+) ® Zo — E*(P(x)+) ® Zo
is an isomorphism of algebras over, ® Z, .

Proof. Proposition 6.1 implies th&(o)* induces an isomorphism df,-terms of
Atiyah—Hirzebruch spectral sequences, which collapstheltefore induces the required
isomorphism on their limits. O

Proposition 6.1 may, of course, be deduced from Kawasa&lsutations; as proven
above, it follows from the theory of Thom spaces. Isomonphi®.2) confirms that
e(a): P(px) — P(x) ande(l/a): P(x) — P(px) are mutually inversegp-local homotopy
equivalences, for any in Q(x).

The next step is to identify a cohomological version of Psifion 4.5, by apply-
ing E*(—) to the first diagram (4.1).

Proposition 6.4. If o and ¢’ are coprime then the diagram

E*(P(00).) <L E*(P(0),)

(6.5) e(l/a)*T Te(l/a)*

E*(P(o’ E*(CP]
((U)+)<W (CP?

is a pushout squarein other words the canonical homomorphism
h: E*(P(0)+) ®ecpp E*(P(0)+) — E*(P(00)+)
is an isomorphism of Ealgebras.

Proof. Corollary 6.3 ensures that the horizontal and vartiomomorphisms of
(6.5) induce isomorphisms ovét, ® Z, and E, ® Z, respectively. The same is there-
fore true of the corresponding pushout square. Hemdaduces an isomorphism of
E.-algebras over bottlE, ® Z, and E, ® Z,. But ¢ and ¢’ are coprime, sch is
an isomorphism. ]

The cohomological version of Proposition 4.8 has a similesofy with arrows
reversed.
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Proposition 6.6. If o and ¢’ are coprime then the diagram

E*(P(o0’)s) L E*(P (o))

(6.7) e(a’)*l le(a’)*
E*(P(0)+) —— E"(CP})

is a pullback squargin other words the canonical homomorphism
h: E*(P(00')}) > E*(P(0)4) xe~(cpn) E*(P(0):)
is an isomorphism of Falgebras.

REMARK 6.8. Sincee(o)* and e(c’)* are monic, the limit in Proposition 6.6
may be interpreted as an intersection

(6.9) E*(P(0);) N E*(P(c');) < E*(CPY).

For p and p’-primary weight vectorst and n’/, this provides an illuminating descrip-
tion of E*(P(r7’);) as a subalgebra dt*(CPY}).

The cohomological version of Theorem 4.9 is now within reaetsentially by ap-
plying E*(—) to the geometrical proof.

Theorem 6.10. For any weight vectol, the E.-algebra E*(P(x)..) is isomorphic
to the colimit of thecAT[m]-diagram
E*(P(p x)+)
eL/px)"

* % n %
E (]P(plx)Jr)m E (CPQW E*((P py x)+)s

and the associated universal homomorphisnigPi,, x)+) — E*(P(x)+) may be iden-
tified with €, x/x)* for everyl <i < m. Similarly E*((P(x))+) is also isomorphic
to the limit of thecAT®P[m]-diagram

E*(P(p x)+)
e(pi x)*

E* (Pl 04) > E"(CPD) g E"(B )1

e(plx)*
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and the associated universal homomorphisnigPEy).) — E*(P(p x)+) may be iden-
tified with &y /, x)* for everyl <i <m.

Proof. Proceed by induction am, as in the proof of Theorem 4.9. The inductive
steps appeal to Propositions 6.4 and 6.6 respectively. ]

REMARK 6.11. Theorem 6.10 shows th&*(—) converts the geometric limits
and colimits of Theorem 4.9 into the corresponding algebcailimits and limits. Al-
though the geometric pullbacks are not of fibrations, theited algebraic pushouts are
those of a collapsed Eilenberg—Moore spectral sequence.

The pullback and pushout descriptions of Theorem 6.10 yiEdhorphisms

(6.12) E*(P(x)+) = E*(P(p,x)+) ®e-cpy) - - De~(cpr) E*(P(p,x)+)

and

(6.13) E*(P(p,x)+) XE*(cPp) - - XE*(cP?) E*(P(py X)+) S ENP())
respectively; by analogy with (6.9), the latter may be ré&emn as
(6.14) E*((px)+) M-+ N E*(P(p,x)+) < E(CPD).

Each of theseE,-algebras has on&,-generator in each even dimensigh2n, and
leads directly back to Kawasaki's original calculations.

Theorem 6.15. In the case of integral cohomologyhe isomorphismg6.12),
(6.13), and (6.14) identify H*(P(x)+) with Z[vy, ..., val/1(x), as in (2.15)

Proof. For each primep € Q(x), let v(i); € H2(P(x);) denote the image of
Kawasaki's generator@---®vj ; ®---® 1 under the isomorphism (6.12), wherg; €
H2I(P(p x)). Example 5.11 shows than jvij = vij’1 lies in the image ofH? (CP")
for everyi, where

(j=Dkin

mi,j — pi k<,n—1+'"+ki,nfj+1

/By
as in (5.14); thusmyjv(1); = m;jv(i); for everyi. The numbersM; := ]_[I7éi m,;
are coprime, and satisfyljv(h); = Mnu(i); for everyh andi; so there exist non-zero
integersA, such that) ", AyM, = 1. Now define the element; to be )", Ayv(h); in
H2I(P(x)). For everyi, it follows that

Mivj = ZAhMiv(h)j = <Z Ath)U(i)j = U(i)i!
h h
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and hence thaH?/(P(x)) is free abelian, on generatar;. By construction,v{ =
[l mijv; for every 1< j <n, as required by (2.15).

Alternatively, the isomorphism (6.14) identifies; < H2i (P(p x)) with the elem-
ent piK'”+"'+k"""'“xj e H2(CP"). The intersection of the cyclic groups so generated is
therefore infinite cyclic on

o Kintotkin-ji1y,
vj = l_[ P X7y
i

and the relatiorvi = []; m,jv; follows again. O
EXAMPLE 6.16. By (6.14),K*(P(3, 4, 5);) may be identified with

(6.17) K*(P(L, 4, 1)) N K*(P(3, 1, 1)) N K*(P(1, 1, 5)) < K*(CP?).

Example 5.18 withn = 2 shows thatK *(P(1, 1,r).) is isomorphic to

(6.18) K. [wa, wawa]/(wiwg, wh —rwiwy),

and that (6.14) identifiesv, with [r](xX) in K?(CP?) and wiw, with r(xX)? in
K4(CP?). Substitutingr = 3, 4, and 5 in turn confirms thaf *(P(3, 4, 5)) hasy; =
60xK + 90z(xX)? and y, = 60(x¥)? as K,-generators, in dimensions 2 and 4 respect-
ively. So there is an isomorphism

(6.19) K*(P(3, 4, 5)) = K.[yi, y2]/(y2 — 60ys).

Settingz = 1 in (6.19) provides an example of Al Amrani’s abstract isopmism
[4, Corollary 3.2] betweerK*(P(x)) and H*(PP(x)) for certain x.

Theorem 6.15 expresses Kawasaki's discovery (which he didnmake explicit)
that the ringH*(P(x)+) depends only on the unordered coordinates of the vegtors
as p ranges overQ(x). The same holds for th&,-algebraE*(P(x).).

REMARK 6.20. These facts also follow from [6]. As explained in Reknarll,
E*(P(x)) may always be described in terms of iterated Thom isonisnph as
E*(P(x*)). The advantage presented by Theorem 6.10 is thatpHpeimary parts
E*(P(px)) are each computed using Theorem 5.8; since the compugativolve the
E-theory p*-series (rather than the-series for composite), the technical machinery
of Brown-Peterson cohomology theory [16] may then be broughbear.

7. Homology and fundamental classes

Since Davis and Januszkiewicz’s original work [8], torigpatogy has tended to
focus on cohomological calculations to the detriment ofrthemological counterparts.
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For weighted projective spaces, however, the complex bordioalgebras?¥ (P(x))
are of particular interest, and this section is devoted wetstandingE..(P(x)) for any
complex oriented homology theors, (—).

For CP", the complex orientation reveals itself as an isomorphism

(7.1) E.(CP") > E.(bo, by, ..., b)

of free E.-coalgebras, wherb; has dimension P and supports the coproduct

i
5(b)) => b @b

i=0

in E.(CP}) ® E.(CPY}); the b; form the dualE.-basis to the powersxf)! for 0 <
j < n, andby is the counit 1.

For notational clarity, two conventions are adopted thhmug the remainder of this
section. Firstly,b; is expanded tch-E whenever the homology theory needs emphasis-
ing; and secondly, following Chapter 1, the universal campbrientation is usually
denoted byu in 23(CP").

It is important to clarify the relationship between the¢ and the Poincaré dual-
ity isomorphism

(7.2) Ne: EN(CPM) S Ezni(CPY),

defined by cap product with a fundamental class E»,(CPY). This is best done in
the context of the universal example, and has an interesiistgry.

During the early days of the theory, it was usual to identiy (CP!) with the
free 2Y-module on generatorsp;, represented by the inclusio@®P! — CP" for 0 <
j <n. From this viewpointcp, is the bordism class of the identity mapgk, and the
most natural choice of fundamental class In particular, iteration of the formula

(7.3) uncp, =Cphi

in 2Y(CP) shows thatcp; is the Poincaré dual afi"! for every 0< j <n. On the
other hand, thep; are certainly not Hom dual to the!, but may be expanded by

(7.4) cp; = [CP/]L 4+ [CP/ Yby +--- + [CPYbj_1 + b;

in terms of the basis (7.1).

Formula (7.4) is originally due to Novikov, and is an immediaonsequence of
(7.3). It emphasises the fact thhj lies in the reducedgroup :zgj (CP") for every
1< j =<n, whereascp; has obvious non-trivial augmentation. Nevertheldgsmay be
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deployed equally well as a fundamental class, and detesrdnealternative Poincaré
duality isomorphism. Since

unbY =bY

holds in 22V (CP") by definition, b; is the alternative Poincaré dual of~/ by analogy
with (7.3). Under the Thom orientatiof?V (—) — H.(-), both b, andcp, map to the
canonical fundamental clagg' in Hp,(CP"). They therefore induce the same Poincaré
duality isomorphism in integral homology and cohomology.

The problem arises of identifying geometrical represéraatB; — CP" for the
bj, bearing in mind that the stably complex manifol8$ must bound whenj > 1,
because théy; are reduced. This was solved in [17], where tBg are constructed
as iterated sphere bundles whose stably complex strucextesd over the associated
disc bundles. Subsequently, tBg were identified aBott towers[11], and therefore as
non-singular toric varieties with canonical complex stuues; the stabilisations of these
structures donot bound, having non-trivial Chern numbers. The language exaied
sphere bundles is documented in [7, Sections 2 and 3], ardl extensively below.

Each Bott tower is determined by a list,(...,r,) of integral j-vectorsrj. Given
any divisive weight vectoy, let q; = xj/x;-1 as in Definition 3.2, and define the Bott
tower (Bj(x): 0= j =n) by choosing

I Z(O,...,O,Qj).

Then Bo(x) = *, and Bj(x) is a 2j-dimensional stably complex manifold equipped
with canonical complex line bundleg = yi(x), for 0<i < j <n. It is defined in-
ductively as the total spac§(§;(x)) of the 2-sphere bundle of

(7.5) 5i(x) =Ry,

over Bj_1(x), whereR denotes the trivial real line bundle. The unieIR determines
a sectionij_; for §;j(x), which features in the cofibre sequence

(7.6) Bj1(x) > B; (x) = Thiy™,).

In terms of the complex orientatiox®, the corresponding Thom clasE(yjqil) gener-
ates E2(Th(yqul)) and pulls back to the generatof = v{- of E*(Bj(x)), as described
in [7, Chapter 3]. The inductive description is completed dppealing to (5.3), and
letting y; be the complex line bundle(ij).

The stably complex structure oBj(x) is induced from the defining*-bundle
(7.5), and extends over the 3-disc bundds;(x)) by Szczarba [18]. It is specified
by a canonical isomorphism

(7.7) c:T(Bi(X)OR >y @Dy, OR



114 A. BaHRI, M. FRANZ AND N. RAY

of SO(2j + 1)-bundles, wherey = C.
Recall that (5.5) express@(x) as an iterated Thom space ower The sequence
Xo, X1, ..., X, of Thom spaces may be written as

(7.8) *, Th(L(0)™), Th(A(0)™®), . .., Th(A(0)4 %),
or equivalently as

(7.9) P(1), P(1, x1), P(L, x1, x2), - - P(L, X125 X25 - - -+ Xn)-

For any 1< j <n, the Thom clas$E(1(0)% %) that arises from (7.8) coincides with
the generatow; in E3(P(1,x1,...,x;)) that arises from (7.9); it is convenient to denote
them both byt; in E?(X;).

Lemma 7.10. For everyl < j =< n, there exists a mapjh: Bj(x) — X, such
that £ (t,) = vj in E2(B;(x)).

Proof. Proceed by induction op, with base casg = 1.

For anyn > 1, the mapfin: Bi(x) — X, is necessarily the inclusion of the fibre
S C Th(x(0)%-&), and coincides with the maP(xn-1, xn) — P(x) induced on the
final two homogeneous coordinates.

Assume thatf;_; , exists with the required properties, and choose P<n. Thus
1<j—-1=<n-1, and it follows thatfj_; n_1: Bj_1(x) = Xn-1 satisfiesfj*flynfl(tn,l) =
vj_1 in EZ(B,-,l(X)). Now define f; , as the composition

f/
q j=1n-1

|.
(7.11) B () — Th(y
for 2 < j <n, whereyj1 = Av]';) and f/,, , denotesTh(fj_1n-1). Thus
(f/_1n0) ) = tE@") in E2Th(y{")), and applyingl; yields the required
equation. ]

Every complex orientation induces natural transformatia?’ (—) — E.(—) and
Q%(=) = E*(-), both of which are writterxE. They reduce to the identity in the
universal case.

DEFINITION 7.12. For any 0< j < n, the bordism clas®;(x) is represented
by the mapf;, of Lemma 7.10, and lies mgj (P(x)+); its imagexE(bj(x)) is also
denoted byb;(x) (or bjE(X) to avoid ambiguity), and lies irE2j (P (x)+).

The Bj(x) bound as stably complex manifolds for every- 0, so the correspond-
ing bj(x) actually belong to the reduced grougs;(P(x)).
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According to Theorem 5.8, the elements
(7.13) {wiz1--wp: 0<i <n}
form an £2Y-basis for$2} (P(x)+), where the caseé = n is interpreted as 1.

Theorem 7.14. For any divisivey, the elementgb;(x): 0 < j <n} form a basis
for the $2Y-coalgebra2¥ (P(x).); this basis is dual tq7.13)

Proof. Proceed by induction om, noting that the result is trivial fon = 0 and
x = (1). The inductive assumption is théh;(x): 0<j <n-1} and

{wiz1---wpe1: 0<i <n-1}

are dual2!-bases for2Y (P(x’)+) and 2;(P(x’)+) respectively. In other words, the
Kronecker product{w;1---wn—1,bj(x")) evaluates td,_j_qj in Qg(j_i), for every 0<
i,j <n-—1

Now consider (7.11), and the Thom isomorphisms

% 25((Xn-1)+) = 257(Xn) and @.: 2] ,(Xn) > 27 ((Xn-1)1)
given by the Thom clas®' (n) € 23(Xn). Then @* satisfies
(7.15) Q*(Wit1++ Wn-1) = Wig1 e+ Wn
for0<i <n-—1, and Lemma 7.10 shows thd. satisfies

(7.16) @, (b (x)) = bia(x)

for 1 <k <n. To check that the stably complex structures behave asreshjby (7.16),
appeal must be made to (7.7).

By (7.15) and (7.16), the Kronecker produgb; 1 - - - wn, bx(x)) may be rewrit-
ten as

(@* (Wit wn1), (X)) = (Wiy1 -+ wn1, Pu(bi(x)))
= (W41 wn-1, bea(x))

for 0<i <n-1 and 1<k < n. This evaluates t@,_j_1x-1 = dn—i k by induction, so
it remains only to confirm the casés= n andk = 0. They involve le .(28 ((Xn)+)
and le 2§ ((Xn)+), and follow immediately. O

Corollary 7.17. Given any complex oriented homology theory(E), the elem-
ents {bj(x): 0 = j = n} form an E.-basis for E(P(x)+); it is dual to the basis
{wiz1++-wn: 0<i <n} for E¥(P(x),) given byTheorem 5.8
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It follows from Corollary 7.17 that the coalgebra structune E.(P(x),) is deter-
mined by expressions of the form

(7.18) S = D ek @ bi(x)

0<k+l<j

in E.(P(x)+) ® Ex(P(x)+), for 0= j = n. The coefficiente;x lies in Ex;j_x_, and
is given by the coefficient ofv,_j41--- wn in the product

Wn—k+1*** Wn* Wn|41*** Wn.

ExamPLE 7.19. If x = (1,1, 1,r), then Example 5.16 shows th&t (P(x).) is
freely generated oveE. by elements{bj := bj(x): 0 < j < 2}, whereby = 1. Apply-
ing Theorem 5.8 to (7.18) yield¥(1) = 1 ® 1, together with

b)) =1 ®1+1®b;, 8(b)=b,®1+rb; @by +1& by,

and

r
3(b3) =bs®1+rb,®by + (Z)aEb1®b1+rb1®b2+1®b3

in Ex(P(x)+) ® Ex(P(x)+)-

In the case of integral homology, the top dimensional grddg(P(x)) is iso-
morphic toZ, and cap product with the generataf (x) defines Poincaré duality over
Q; this does not, of course, extend #y symptomising the existence of singularities.
Neverthelessb! (x) may still be thought of as a fundamental class, and is thgémd
the universab,(x) underx!. In this sense, the representing mag: Bn(x) — P(x)
may be interpreted as a desingularisatiorP@f); it is closely related to the associated
toric desingularisation [10, §2.6], as we shall explain ifuture note.

8. Homological reassembly

It remains to consider the assembly problem EQ(P(x)), by dualising the results
of Section 6. This approach is not strictly necessary, asaggd in Remark 6.20; for
E.(P(x).) is isomorphic asE,-coalgebras toE.(P(x*)), and the latter may be de-
scribed in terms of iterated Thom isomorphisms. Neverdwléhe homological advan-
tages of proceeding prime by prime are as valid as for cohogyol

Proposition 8.1. For any weight vectory, the E,-coalgebra E(P(x).) is a free
E.-module with one generator in each even dimensiorRn.

Proof. BecauseE, is even dimensional and torsion free, the result follows di-
rectly from applying Horg,(—, E.) to Proposition 6.1. ]



WEIGHTED PROJECTIVE AND ITERATED THOM SPACES 117

A more explicit description is obtained by dualising theefrig,-modules that ap-
pear in Theorem 6.10.

Theorem 8.2. For any weight vectoy, the E,-coalgebra E(P(x).) is isomorphic
to the limit of thecAT°P[m]-diagram

E*(P(pi X)+)
e(l/pi X)* ’

n .
Ex(P(pux)+) T E.(CP}) YTy, E(P(pnx)+);
the corresponding universal map..@(x)+) — E.(P(5x)+) may be identified with

e(p x/x)« for everyl <i <m. Similarly E,(P(x)+) is also isomorphic to the colimit
of the caT[m]-diagram

E.(P(p x)+)

e(p; X)+

Es(P(p,x)+) (e(pl—x) E.(CP}) o E«(P(pnX)+):

the corresponding universal map.@(p x)+) — E«(P(x)+) may be identified with
e(x/p x)« for everyl <i <m.

The limit described by Theorem 8.2 is actually the iteratedback

E«(P(p,x)+) XE. P - - - XE Py Ex(P(pnx)+)

of E.-coalgebras, and the colimit is the iterated pushout
E«(P(p,x)+) ®E.cP) - - - ®E.cP) Ex(P(pyX)+)-
By analogy with (6.14), the former may be rewritten as
(8.3) Ex(P(px)+) N+ N Eu(P(p,2)+) < ELCPD).
ExampPLE 8.4. Expression (8.3) identifiek..(P(3, 4, 5),) with
(8.5) K«(P(1, 4, 1)) N K (P(3, 1, 1)) N K. (P(L, 1, 5).) < K.(CP2).
Applying Corollary 7.17 withz = (1, 1,r) shows thatK,.(P(r).) is isomorphic to

(86) K*(l, bl(n)! bz(ﬂ)),
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and also that (8.3) identifids; (r) with by in K,(C P?) andby(rr) with rb, in K4(C P?).
These identifications are compatible with the diagonals

8(ba(m)) = ba(7) ® 1 + 1 ® by ()
and

8(by(rr)) = bo(7r) ® 1+ rby(7) ® bi() + 1 ® by(xr).

Substitutingr = 3, 4, and 5 and applying (8.3) confirms thidt.(P(3, 4, 5),) is iso-
morphic to the subcoalgebra

(8.7) K. (1, by, 6002) < K,(CP2),

as predicted by Proposition 8.1. The resulting coalgebr iglual to theK,-algebra
description ofK*(P(3, 4, 5).) given by Example 6.16.

Settingz = 1in (8.7) yields an abstract isomorphism of coalgebras et . (P(x))
andH.(P(x)), and dualises Al Amrani’s algebra isomorphism of [4].
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