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Abstract

Wavelet coefficients of a process have arguments shift aald.stt can thus be
viewed as a time series along shift for each scale. We havsidened in the previ-
ous study general wavelet coefficient domain estimatorsraadaled a localization
property with respect to shift.

In this paper, we formulate the localization property widispect to scale, which
is more difficult than that of shift. Two factors that govehretdecay rate of cross-
scale covariance are indicated. The factors are both fumetf vanishing moments
and scale-lags. The localization property is then sucalgsépplied to formulate
limiting variance in the central limit theorem associatedhwHurst index estima-
tion problem of fractional Brownian motion. Especially, wan find the optimal
upper boundJ of scales 1, .., J used in the estimation to b& = 5 by an evalu-
ation of the diagonal component of the limiting variance, vintue of the scale
localization property.

1. Introduction

Let Z" = {Zy, Z,, ..., Zn} be a general real-valued stationary ergodic sequence
with covariancer, = Cov[Z,1, Z1], k € Ny and finite variancer? = ro. Suppose that
Z" is short-range dependent (SRD), i¥y.nIrk| < co. ThenZ, = (1/n) >p_; Zk is
a consistent estimator df[Z;] and the limiting variance associated with the central
limit theorem (CLT) is given by

(1) lim Var{nZ,] = o2 +2) ne=o?[1+ 25(p)],
keN

wheres(p) = >y n ok @nd p = {p; k € N}, px = r¢/o?, is the auto-correlation co-
efficient of Z". Sinceé(p) = 0 if Z" is an independent sequence, it turns out that
8(p) represents the adjustment term in order to evaluateXfag,] correctly whenz"

is not an independent sequence (see Beran (1994), Secfioandl. Lehmann (1999),
Section 2.8).
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Since /1 + 25(p) is the ratio of the confidence interval in estimatiBfiZ;] with
respect to that of the case where the sequezitds independent, the confidence in-
terval becomes larger i8(p) is. This leads to a larger error in hypothesis testing.
The evaluation ofs(p) is thus important in general as a measure of the correctness
of estimation.

On the other hand, a wavelet-based estimation of parameisseciated with
stationary-increment processes is formulated in Abry et[H. It is suggested in
Tewfik et al. [19] that even though the original process iggloange dependent (LRD),
the wavelet coefficient can be made SRD; one can thus alwggy €T in wavelet
coefficient domain (WCD) estimates, while process domatimases sometimes result
in noncentral limit theorems due to the LRD.

In this paper, we evaluate the limiting variance for CLT in W@&stimates of a par-
ameter, from the point of view of scale localization: A WCDueoterpart of (1) is for-
mulated and a localization property—the component coomegding tod(p) is small—is
revealed; The scale localization property is then sucadgsdpplied to find the optimal
upperboundJ of the scalesj = 1,..., J used in the Hurst index estimates in WCD.
This optimization is possible due to the fact that the cbuotion to the limiting variance
in the CLT is almost entirely coming from its diagonal compot) so that considering
just the diagonal component suffices for the optimization.

So far the localization property of the wavelet coefficieat bbeen considered only
for the shift k, essentially (see e.g. Tewfik et al. [19]). Let us calkHocalization
The k-localization is obtained easily by theanishing moment propertgf wavelet, as
far as the asymptotic evaluation is concerned. It turns loodvever, that a “pointwise”
evaluation as given in Albeverio et al. [2] gives rise to aetpower of WCD estimates.
In fact, the pointwise evaluation is applied to show that simple WCD estimator
by the moment method has a variance which is nearly as smdbrathe maximum
likelihood estimator.

In this paper, we evaluate ttjelocalization and do it “pointwise”. The¢-localization
is not straightforward likek-localization and is rather difficult. However, by this “poi
wise” evaluation, we obtain that the optimalis 5, which is enabled by the true power
of WCD estimate due to thg-localization.

The organization of the paper is as follows. Section 2 is tieéimpinary, in which we
give concepts related to WC, its covariance, parametenasts in WCD and reformula-
tion of the CLT associated with the estimates. Section 3gmtssone of the main results
that states the basiilocalization theorem for the covariance itself, evalogtits decay
as a function of scale-lags, shift-lags and vanishing mase8ection 4 explains what
is to be proved essentially and what the difficulty is beydmelk-localization. Section 5
gives evaluations of two key elements appearing in the bakicalization. In Section 6,
as an application of the basjelocalization theorem in Section 3, we evaluate the limit-
ing variance in the CLT of the Hurst index estimation for FBMii§ evaluation may be
considered as a functional form of thdocalization. Section 7 is devoted to the proof of
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the basicj-localization theorem, Theorem 2. Section 8 presents thefgprof Theorem 3
which is the fundamental idea of thjelocalization, and of Theorem 7 which determines
the optimal scale upper bound in the Hurst index estimattated above. Sections 9
and 10 are the proofs of propositions and lemmas, respBctiVide last Section 11 is
the concluding remarks.

2. Preliminaries

We present some basics of the paper in the following sulmseti

We have considered WCD estimates of parameters of stayidmerement pro-
cess in [2]. In this subsequent study we assume ¥at {X; |t > 0} is a process
with H-self similarity (H-ss) and Gaussianity as well as with istary-increments
(si), i.e. X is a fractional Brownian motion (FBM) with Hurst index©H < 1. We
will mention a reason of this restriction on the processrlatdso, let XT = {X; |0 <
t < T} be an observed sample path ¥f Thus we consider the wavelet coefficients
of this X or XT.

2.1. Wavelet coefficients and assumptions on waveletLet ¢ be a real-valued
wavelet onR, satisfying the assumption that it has
(1) compact support otV = [0, w] for some realw > 1, and is bounded;

(¥2) yo-th order vanishing moment for somg € N: fR+ t'y(t)dt=0,r =0,1,...,
vo— 1.

Let v k(t) = 27/2y (271t —k). The variablesj andk are integers and callestale
and shift, respectively. The support af; «(t) is supp{/j k) = [2'k,2) (k+w)]. Let J =
{J+1,...,3}, Jo < J denote the range of thogethat are used in the estimator. In fact
we consider those WCD estimators that are of the form giveri9yelow. Although
examples of estimators with7| = oo are given in Albeverio et al. [2] as well, we
consider only the case of finitg’ in this paper. This is due to thg7|-dimensional
CLT for WCD estimators discussed below. Nevertheless, theysof the case of finite
J is useful. This is because, in case of infinife it may often be truncated to finite
range with certain prescribed error, at least practicaly the other hand, the range
of k is restricted by the assumptiory{) on the initialk. We will mention this later.

General theories of wavelet analysis of stochastic presesan be found in Tanaka
[17] [18], Chiann [7], Xie et al. [20] for example.

In applications, the way of notation of vanishing momentragyi2) (r ranging up
to yo—1, notyy) is often used so far. This is because, with this notatioe,cibvariance
decay of the wavelet coefficients of processes Witiss is given aO(k?H~2°) ask —
oo (k: lag of shifts), in which an argument that the terms—{¢)/k)", r =0,...,7%0—1
vanish, is involved. However, since several essential tifissin this paper are written
not in terms ofyy but 9 — 1, we will use the notatiory £ o — 1 as well.

For eachT > 0, let Nj 1 € N be the number of wavelet coefficients that are avail-
able up tot = T > 0, for eachj: Njt =maxk|2/(w+k) <T}=[277T —w]. We
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denote byS™ = {s| | j € J} the random vectors of wavelet coefficiersts = {s;(k) |
k=1,..., N7}, defined by

21 (k+w)
si(k) = / Vi k() X(t) dt.
2ik

Although a process may be observed in discrete time by eadimgesensor systems
from realistic point of view, we consider here, as a first fdation of the relevant theory,
in continuous time setting and thus the wavelet coefficisnataove. Wavelet coefficient
of this form is considered by many authors (see, e.g. [1] [19] [20]). This is because
we can use analytical methods like Fourier transform tephes and differentiation and
integration to avoid nonessential difficulties in calcidatitself. Rather, it may be im-
portant to establish the scenario of localization with ezspgo scale in the first stage.
Such scope of this paper indeed reveals what happens in émarss, thus providing a
significant value to the localization theorem, beyond theuagption of observation being
either discrete or continuous time. Also, it is often theecisat a statistical analysis of
stochastic processes is first developed either in discretmmtinuous time and then a
similar structure is found in the other.

Now, let us recall the correspondence of wavelet parametsisprocess properties
(see e.g. Flandrin [10]). For shik and si, we have that the time seriq% is, for each
j stationary: Forv € N, ne€ N and{ky, ..., ky} C N,

(solk + 1), - Solkn + 1)) £ (so(ka), - - -, Solkn)),
where2 stands for equality in distribution. The stationaritys}ﬁc is used in the CLT
for WCD estimates. So the assumption Xfhaving si is essential.
On the other hand, we have used the assumptioi &fs and Gaussianity oX
just for the sake of simplicity of formulation. In fact, asrfscale j and H-ss, we
have, forj € Z, n € N and {kq, ..., kn} C No,

(Si(Ka), - - -, i (kn)) 2 2412 (g(ka), - . ., So(kn)-

By this, it turns out that one can consider oy whenever a singlg is concerned.
As for Gaussianity, it is used just for an explicit evaluatiof the covariance,
CoV[H (X), Hi(Y)] = (Cov[X,Y]), | € N, for a 2-dimensional Gaussian r.J(Y) and
an |-th order Hermite polynomiaH,(x). Similar arguments without the two assump-
tions might be possible, but even though we indeed put thengstions, the theoretical
development here is not easy, and is even more complicate@ iflo not make these
assumptions. Therefore, in this paper we describe ourtsegok in the most general
but in a simple way, with the additional two assumptions, tideo to make the essence
of our argument clear. Finally, we remark thatXf has mean 0, then so &
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2.2. Covariance of wavelet coefficients. Let j, ' € J and let us writej’ =
j+m m=0,1,...,J—j. Thism corresponds to the lag of scales. By tHess of
X, we have

(Sj(ka), Sj'(k2))

_ (21'/2 | voBu@ e+ ds 27 [ pBue ¢+ kz))dt)
W W
@ (2<H+1/z>i / ¥(S)Bu(s + ki) ds, 2H+/2i+m/2 / ¥ (1) Bu(27(t + k2)) dt)-
W W

We recall that the covariance of the wavelet coefficientsXotan then be written as
(see, e.g. Flandrin [10])

CoV[s;j(ka), Sj (k)]
. 1
_ 2(2H+1)J+(m/2)(_§) // Y ()Y (t)ls — 2™t + kg — 2Mk,|*" ds dt
W2
= 2@H+DI . Cov[so(Ky), Sm(k2)]
A 2@H+Dip (m, ),
for n =k, — 2™k, € Z. Especially, ifj = j’, then

Covs; (ka), 5j (k)] = 2%+ - Covlso(ka), So(ka)];

further, if ky = k;, theno? £ Varsj(1)] = 2@H+Di . var[sy(1)] = 2@H+Dig2. We write
r(,n) =r(n).
Let s;(k) be the normalized wavelet coefficient;(k) = s;(k)/o;. Then, we have

CoVlsj (K1), sj (k2)lk,—2mk,=n = CoV[sp(K1), sm(k2)]

2 p(m, n)
27Hm

1 oMt 42
- ( 2) //W Y)Y (t)ls— 2™ + n|?" ds dt

r(m, n)

)

— o—(H+1/2)m
og

This p(m, n) is the correlation coefficient aof;(ky) ands;j (k2), with indicesm and n

corresponding to lags of scales and shifts, respectively.s@ip(n) £ 0(0,n) especially.
Here we remark that there is a restriction on the shift inkde&ccording to the as-
sumption (1). We recall that a mother wavelet functiopm associated with a
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multi-resolution analysis (MRA) is generated by a filter

N2
(3) mo(x) = Y hee™, 1eR
k:Nl

for someN;, N, € Z and {hy} C R, and has its support onNg — N, + 1)/2, (N, —
N1 + 1)/2] (Hardle et al. [12]). In order to take the wavelet coefiities;(k) of XT,
we consider only thosk = ko,ko+1,... that satisfy suppk;k,) C [0, T]. Here we have

(4) SUppj o) = |:21' (W + ko), 2i (W + ko)i|

Thus the initial shiftkyg must be

) ko = [—Nz‘g'l‘ﬂ,

where [x] is the least integer larger than or equalxt@ R. Especially, in the case of a
Daubechies wavelet, we haW — N; = 2y —1 (Hardle et al. [12]) so thakg = y — 1.
For suchkp, we take the shifk = kg, kg +1,.... We will see later that this restriction
on kg is essential in thg-localization theorem.

2.3. WCD estimates and CLT associated with it. The general WCD estimator
we consider in this paper is as follows (Albeverio et al. [2uppose that we want
to estimate a parametér € R associated withX, which can be written in the form
¢ = f(#) for a given f: RY > R, with § = (0;)jc7 € R7. Heref;, j € J are assumed
to be a functional expectation of the wavelet coefficientcalesj, 0; = E[g(s;(1))] for
someg: R — R with Hermite expansiomy(x) = _,.,cHi(x) in LY(R, e */2dx/+/27)
for some Hermite rankp > 1.

As an estimatod = (éj,T)jEJ e R7 of 6, we especially take the one defined by

NyT dj

- 2_Yit), Yi(n) = d—lj > gsi(dn + k),
n=1 k=1

6 b1 =——
() i, T NJ,T —

where d; = 2971, SincesiT is stationary and ergodic, so ¥(n) = (Yj(n))jes, and
henceéT is a consistent and unbiased estimatoraoféT — 0 a.s. asT — oo and
E[6+] = 6. Then we assume that is estimated consistently byr = f(61):

(7) f(ér) > f(6) as. asT — oo.

Thus the WCD estimatayr we consider here is of the forrﬁ({g(sz)}) = fog(s").
Examples of WCD estimators of this form are given in Albewest al. [2].
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As a consistent estimatcﬁrT, several authors have considered the one of the form
{ BT ZN'T a(s; (k))}]ej so far (see e.g. [1]). An inconvenience of this estimator is
that 6j(K)jes, k=1,2,... is not a stationary vector with respect ko The reason
why we take the estimator of the renormalized form as in (6dsas to makeY(n) a
stationary vector.

The CLT for WCD estimates was first considered in case of Hindex estima-
tion by Bardet et al. [3] and then in a general case by Albevetial. [2]. To study
the localization property through WCD counterpart of (1 tegin our argument here
by reformulating the limiting variance in the CLT assocthtwith (7). This makes it
apparent that the elements of the limiting covariance marido not depend or but
only on the scale-lags.

In Albeverio et al. [2, Theorem 3], essentially a CLT of théldwing form for the
renormalized sequencé (n) is considered: If o — H)p > 1, then

(8) VN[t —0] = N(0, %), as T — oo,
with 61 = (4;7)jes and bt = N3+ ST Y;(n). Here yo > 2 is sufficient for fo —
H)p> 1, forall 0< H <1 andp > 1. For example, ), p) = (1, 1) cannot be a
sufficient condition.

We setf; = (271/29;1)jcs and @’ = (271/29)),cs instead ofér and@. As the
assumption on the class of functioris RV > R, we especially consider those of the
linear form

(9) f@)=> ajp;(¥) {(a}CR, ¢:R—R,
jeg

in this paper. All the examples of WCD estimators in Albeweet al. [2] satisfy this
assumption. For this form of the estimator, we can see howeffeet of |-th Hermite

polynomials is involved in the quantities considered irsthaper, through the following
argument. Leip;(x) = dg;(x)/dx. We can write

f(br)— f(0) = ZaM @i, 9)~Za,[0,<p,(0,)] 19’,

jeg 70 jeg

whenT is large (wherex~ stands for equality modulo(T)). Here, if §; are moments
of even orderp; = ]E[sjz”(l)] for somev € N, we can write

N]T

u: DM ILLICICY

k=1 leN

for some{c} in general. For the sake of simplicity, let us considéx) = H,(x) for a
fixed positive integet. The case of genera(x) can be treated by summation of such
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terms with respect td. By this we can avoid nonessential complexities. Because of
this, we sometimes suppress the subsdrifpom the relevant symbols appearing below.

Now we state the general CLT of WCD estimates, which is a nefation of the
one given in Albeverio et al. [2].

Proposition 1 (Reformulation from [2]) Let g(x) = H(x) for a fixed I|. If (yp —
H)p > 1, then the|7|-dimensional CLT

(10) VT8, — 61 = N, X)
and the one-dimensional CLT
(11) VTLE@OF) = £(0)] = N, v /)

hold respectively. The limiting covariance mat#x= (2 ; ;) and the limiting variance
v§ , are given by

Tjjem=2"2Ry(m) with Ry(m)=p'(m, 0)+2)  p'(m, k)

keN

form=20,1,... and

|TI-1
(12) vh 7 =E7Ru +2 Z &7(m) Ry (m)

m=1
with

J—m
A i . .
(13) Erm) 2 " 2ayayml0;¢ (01160 +mei (0] +m)],
j=db+1

respectively. Here we have spt £ £,(0) = > ies2a200;¢;(0))]% and Ry £ Ry(0) =
1+23 oy ' (K), respectively.

We remark that sincéN; v ~ 27T and Njrdj >~ Nj 1 for large T, we have

Nl 9 2-1/2 N . n
0 1 = — si(djn + K)) | ~ sj(k) = 07
AR B DB CICLELI] e ég( 1(9) = 07y

n=1| ) k=1

or, more preciselyl?r({|éjf’T —éJ?"T| > e}) — 0 asT — oo. The convergence in probabil-
ity in turn impliesPr({|'x-0; —'x-0%| > 0}) — 0 asT — oo, for all 'x = (X3 1,-..,X3) €
R7. Hence we can modify (10) further as

VT[6: -01= NQ©, 2)
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by the Cramer—Wald device in Billingsley [5] and [6, Theor8m]. Also, ﬁ[é;—o’]
has asymptotically the same distribution as

Nj, 7
A 1
(14) {(WNit 67 =6}, = ¢——Zﬁ@®>9% .
jeg
While é,—YT has the merit of a theoretical formulation in the sense W) is a sta-
tionary vector,éj"T may be more convenient for practical calculations.
In (12), we have

(15) v ; = E7Ru[Ll + 25:(pR)] £ C. 767 Ru,
where
|T|-1 |J]-1
§7(m)  Ru(m) h+ym Eg(M)  Ru(m)
8 = - = 2" ,
<(0R) é_& R, ;_ 5, F

with Ry(m) £ r'(m, 0) 4 2, r'(Mm, n) and Ry = Ry (0). We will show below that
this 8¢ (pgr) is indeed small, which is part of thglocalization theorem

The relation (15) may be considered to be a WCD counterpaft)ofTo be more
precise, letf = (@341, ---» @3) and A be a|J| x |J|-matrix,

(16) A =diagE)=Ry if j=]j; =0 otherwise.
Then if 8:(pr) is indeed small, we may have
a7) CHthAf<ij Y3 f <Ch fAf

for some 0< C,, ; < 1 < Cy s with infCp y = Cp,s. This is the expression of
j-localization in the case of limiting variance of CLT in theGM estimate. We remark
that fAf = Ry| f||2 = £/R4. When the cross-scale correlation sug(m), m =
1,2,... are small,vﬁ’j is almost the same as the auto-scale correlation Sy .
We are especially interested in cases in which the boundswfiently tight with
Cy s and Cu,7 close to 1. In such cases, the covariance ma¥ixs “close” to the

diagonal matrixA, i.e. the entrieséj; of éT are “close” to be independent.

If the k-localization is desired as well gslocalization, which may be considered a
time-frequencysimultaneous localization, one may proceed further onjthacalization
expression (17). In (16)Ry = limy_ Var| Nj'TéT’T] = lim7_ 'un;; T UN s

whereuy = (1/v/N, ..., 1/¥/N) (N terms) and

'y = ((Coviso(ka), so(k2)])a<ky ke=n = ((CoVIso(lka — ko] + 1), so(L)]) )1k ko=n-
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This Ty, satisfy thek-localization, as shown in [2], so thanyln < Ty, < cjjln
for the N x N identity matrix |y (The identity matrix stems from 1 in the definition
of Ry). Thus (17) can further be written as

(18) Ch.sé7 <vis <Ch &7,

whereC, ; = c,4Cy, , and Cj , = c¢j,Ch 7, respectively. Sincé; represents the
variance of least square estimates in WCD, (18) is a reatomad®e. Therefore, after
obtaining thek- or j-localization boundsé; should be evaluated sufficiently precisely.

It is important to note that the term$Zpr) in (15) is small is by far a stronger as-
sertion than the known asymptotic decay of the single canag term (see e.g. Tewfik
et al. [19])

27™2r(m, n) = O(n~20*~M), as n = |2k —ky| — 0.

In the application in Section 6 below, which indeed need 8p@dr) is small, the asymp-
totic decay does not work. Thus lgcalization we mean that the summation defining
8¢(pr), Which is over non-diagonal cross-scale covariance compis, is small, not just
that the asymptotic decay of the covariance is fast. Althoug will prove only the
upper bound of (17), the result will turn out to be enough fog scope here. We will
write Cy 7 for Cy 7 hereafter and show thdt(pr) is small so thaCy 7 is close to 1.

The ratio Ry(m)/Ry is common to all processes withi-ss and si, whereas
& 7(m)/é7 depends on each estimation problem. In the present casegstimation
problem is a linear least-square regression. We will canrside evaluation of the two
ratios Ry(m)/Ry and £7(m)/&, in the rest of the paper, to give the evaluation of
vﬁj through the “diagonal” componerit; Ry. We may consider it as a functional
form of j-localization. We first establish, in the next theorem, itsib form for cor-
relation coefficients itself.

3. Main result (1)—localization of wavelet coefficient with respect to the
scalej

We recall that a wavelety that is generated by the two-scale relation in MRA is
given by (Daubechies [8])

(19) J0) = e”/zmo(% i n)¢(%)

wheremyq is given by (3) andp(r) = ]’[‘j";1 mo(2-14) in L3(R).
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Theorem 2. Let ¢ be associated with an MRA. Fdf< H <1, m=1, 2 and
y € N, we have

r(m, n)

(20) M2 < w, y(MK,(m,n), neNo,

Uo

where K, (m, n) and W, 4 are given as follows

(i) Form=1,

(21) KAL) 2> {1+ (n+2"% 2|,
keN m=1

while

Y
v A+ 22l B

where A (M)|m=1 and B,(mM)|m=1 are such that

5 1 d g 1
A1) = /(nzn] A and B(1)= /

0.7]
respectively.
(i) For m=2,

1/?@) 2

¥ (x)

(22) K22, 2 > 3 {1+ (n+ 27Ky + ko))2

k1€N szN

m=2

A 1 o 17 (2y-1)/2
v, 4(2) = [4 {1+(6y +1)2} .B,(1)B,(2, 1)

17 (2y-1)/2
Lo {m} A, (1)B,(2, 2)+ A, (1)A, (2)].

where B(m, v)|m=2, v =1, 2and A (2) are such that
1 P\ |2

Bewe [ o)

/2 Ji- l)rr/2 vn/2]

2a 1
[A,@F £ — /(ﬂm

dr, v=1, 2,

¥ (x)

The factorsWw, y(m) and K, (m, n) that determine the decay rate of the covariance
r(m, n) with respect to scalen, shift n and the vanishing moment, are related to
MRA wavelet functions and stationarity of increments %f, respectively.
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The factor v, y consists of several terms. Fon = 1, the second term has an
“overhead” 2, but it is reduced by a “compensation” terfb/(1 + 2y)?}”. This is
similar for m = 2 as well.

We consider (20) only fom = 1 and 2. This is because these valuesnadre suffi-
cient for the scope of the present paper, while the genenaiuftation of the evaluation for
m > 3 is not easy. For a fixeth > 3, the evaluation may be possible but quite involved,
due to the fact that the functions(21)/v (1), ¥ (221)/¥ (21), . . ., ¥ (2™A) /¥ (2™ 1) or
Y (W)W (L), ¥(20) /¥ (221), . . ., w(2™1A) /v (2™)) shrink on thel-axis towardsk = 0
in different manners.

Let K,(m), m= 1, 2 be defined byc}(m) £ K}(m, 0) + 23, K.(m, ).

Theorem 3. With the same setting as ifheorem 2,we have

Ru(m) < 5 [9, (MK, ()] Ry,

ch

where ¢V = (z — 1)/z, with

Z = SUp{Z

4. Essence of thg-localization theorem

keN

Z[Pk]2| =< 2—12}

Before going into the detailed arguments for théocalization theorem, we explain
the point of Theorem 2, in this subsection. This will help uslerstanding what the
new difficulty, beyondk-localization, is. Lety > H 4+ 1 and letd, be the differential
operator with respect ta. The main ingredient of the proof of thelocalization (in
its simplest form)

f(n) = Cyy /(O )

Ch
[ —
T (14 n?r

(23) 2

712 ___ %
[ PO ) =

for someCy > 0 andduy (1) = A~1*+2H) dy, is a positive-definiteness argument, such as

_ Ch iAn _a2\y aiA(s—t) —(142H) ]
0<r(n) = T+ nd)y /(o,oo)el |://VV2 Y(S)y ()l — o) e A ds dt| da

and

[[[ v©w00 — a0 as ars g
w2
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(Albeverio et al. [2]). Here the positive-definite functoare §,t) — €Y and §,t) —
a}?[ei)t(s—t))\—(1+2H)]'

In the present case, in order to obtain thdocalization theorem, we will be re-
duced to evaluate

(24) 2™2(m, n) = Cy / &4 ()7 (@) din (1)

(0,00)

with respect tom € Ny andn € N.

The difficulty in obtaining the desired evaluation is thae tfunctions §, t) —
42" and §, t) > 2[4 2" -(1+2H)] are no longer nonnegative definite. In add-
ition, we cannot take the absolute value inside the inteigr§24): otherwise, the argu-
mentn on the right hand side disappears. Hence we cannot applyathe srgument
as in Albeverio et al. [2], at least directly. How can we eeatu(24)?

As a solution to this evaluation, we appeal to an argumentdbaends rather on
a direct calculation in this paper. As a result, we indicat® factors K, (m, n) and
¥, 1(m), as in Theorem 2. Heré, (m, n) is to be compared with the right hand side
of (23) and¥, (m) is the factor that does not appear for the case ofktheralization
(m=j"—j=0)in (23).

5. Evaluations of K, (m) and ¥, ;(m)

In Subsections 5.1 and 5.2 below, we give evaluationg{gfm, n) and ¥, y(m)
in Theorem 2 andK, (m) in Theorem 3, respectively.

5.1. Evaluation of K, (m,n) and K,(m). Letq=(2y —1)l/2.

Proposition 4. Lety e N and | > p.

(i) Form=1,
) C)(/Kl)
25 Ks(1,n) < , heN
(25) YD S A 2t "N
where ¢V = 3/5 is sufficient. This leads to
31721\
26 KO(@) < D = =
(26) y (1) =c, 0 5
where ¢V = 1+ 10/(4q + | — 2) is sufficient.
(i) For m= 2,
2 C;(/Kz)'
27 K2(2,n) < , N € Ny,
@7) /&N S T pape s "N
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Table 1. Bounds foK(m), m = 1, 2.

(.1 bounds for| bounds for
y. 1) K)SZ)(]_) K)S2)(2)
1, 2) 1/5 1/30
(2,1) 1/6 7/100
1, 3) 1/20 3/200
2,2 1/125 3E-6

wherec? = 1/(32(2y — 1)) is sufficient. This leads to

(28) KD (@2) < c;“)(l%)q,

where ¢2 = 1+ 17/(4q — 2) is sufficient.
For several values of parameters, the right hand sides ¢fgi2é (28) are bounded
numerically as in Table 1. Herde= 2 corresponds to the argument of the Hurst index

estimation in the next section.

5.2. Evaluation of ¥, y(m). The second proposition is related to the evaluation
of \I’[y,H-

Proposition 5. For y € N

1 1\"_ (3
(29) AZ(1) < 6[1+ 3(2) PV(Z)} 2 A2(1):
U1 1\’ 4\ P,(3/4)] a
(30) B2(1) < 6[” 2(2) + 3(5) P;(1/4)] £ B2(1),

where B(x) = Y75 ("H)x” for x € [0, 1].

Fory = 1, the values ofA>(1) and B(1) are A7(1) = 7/24 = 0.2917 andB{(1) =
17/36 = 0.4722, byP;(x) = 1. These values of2(1) and B(1), not being sufficiently
small, may cause a bagtlocalization. So we may calculate more precise values of
them directly as follows:

1 (" A 16 /41— cos 2.2 4
Aﬁ(l):-/ asit g =18 1mc0s2) 234 00068,
7T Jo 4 T Jo 2 2 7
BX(1) = 4/71/2 @ 1/1(1+ %) dy = 04244
Y72 ) @+cosa)? T x Jo yioy=3s =" '
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Table 2. Bounds fow, y(m), m=1, 2.

Y “I/y,H(l) qjy,H(Z)
H=05|H=1] H=05 ] H=1
0.7059 | 1.779 0.3535 0.9490
0.5350 | 0.5754 | 5.562 E-2 | 7.800 E-2
0.4683 | 0.4693 || 2.964 E-2 | 3.082 E-2
0.4494 | 0.4494 || 2.387 E-2 | 2.392 E-2

A WN PP

where we have used iB?(1) a change of variable by tar(2) =y, so that cos. =
(1-y?)/(1+y? anddr = [2/(1+ y?)] dy.

As in this argument, obtaining sharper bounds of quantitieSheorems 2, 3 and
Proposition 4 must be carried out carefully. Otherwise, ltloeinds as in tables here
easily become so loose that the bounds are not useful. Asipritof below, we have
contrived many ideas for calculations of the bounds.

5.3. Plugging-in the evaluations. An asymptotic evaluation af(m,n) is given as
(31) 27M2r(m, n) = O(n20o~H)y 0 =|2Mk; — kg,
asn — oo, essentially (see e.g. [19]). The corresponding decayngixe (20) is

212y-11-1 =1
m/2 _ [(n+2){1+ (n+ 2737, m=1,
(32) 2 I‘(m, I’l) =< C\I-’V,H(m) X {[1 + (n + 4)2]—(2}/71), m=2,
for ne N andc > 0. We remark that the inequality in (32) holds for alle N.
Apparently our estimation (32) is not better than (31). Tikiglue to the fact that
our estimation is based on the evaluation

2
9

(33) r(n) = m.

for all n e Np,

obtained in Albeverio et al. [2], which itself impliegn) = O(n=?"), a little bit worse
asymptoticallythan (31). Here a trade-off is involved, however: (31) iscise but
just an asymptotic evaluation and (33) is slightly worset &iill a useful pointwise
evaluation.

The evaluation (32) of the cross-scale covarian@®m, n) here involves summa-
tion in (21) and (22) with respect th € N, so the resulting evaluation (32) is a little
bit worse than (33) itself. However, as is shown in Albevegtoal. [2], thepointwise
evaluation (33) has a great usefulness in the evaluatiomek4ocalization. We use
the pointwise evaluation (32) for the cross-scale argunoérjt-localization as well, by
the same reason: not justm,n), but the evaluation such that the summatin(m) =
r'(m, 0)+ 23 ,.x r'(m, n) is sufficiently small, is necessary for our applications.
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Table 3. Bounds folRy(M)/Ry, m=1, 2.

14 Ru(1)/ Ry Ry (2)/ Ry
H=05] H=1 H=05 | H=1
1 2527E-1| 3.145E-1 || 1.826 E-2 | 3.289E-2
2 || 93044 | 5.379E4 | 41577 | 2.012E-7
3 || 2108 E-5 | 1.058 E-5 || 2.924 E-10 | 7.904 E-11
4 || 6.653E7 | 3.327E-7 || 5.612E-13 | 1.409 E-13
5| 2284E8| 1.142E-8 || 1.356 E-15 | 3.391 E-16
Now we concatenate the above evaluations to obtain the &stiof Ry (m)/Ry =

(W, 1M K, (m)]'/C&. From Theorem 3, Propositions 4 and 5, we have

2y—1y 1/2+]
<evaog(s) | ]

(34) Ru(1)
H

with CRY = c0/cY and

Ru(2)

(35) Ru

- 1\ @-1/2ql
<c®w, 4@ =
<c®@vu@(5) |
with C(R2) = ¢{k2)/cth.

Numerical evaluations for the bound on the right hand side@4) and (35), for
y =1 to 5 are given in Table 3. Here we have bet 2, which is the case of Hurst
index estimation in the next section. The ratiBs(m)/Ry become quite small for
y > 2, as can be seen.

6. Main result (2)—application of the j-localization to the Hurst index
estimation

In this section, we apply thé¢-localization property to the problem of the wavelet-
based Hurst index estimation for FBM. Especially, it turng that the evaluation of
Ru(m)/Ry works effectively in determining the scale upper bound theltieves the
minimum variance of the estimator.

The wavelet-based method was proposed by Abry et al. [1]. Aiathod is based
on the variance Vasj(1)] = oﬁ’j =0;, j =1,...,J of the wavelet coefficient of FBM
at scalej € J = {1,...,J}. We may write heref; = &; and v, , = v§; ;. Thenof |
is estimated consistently m/,T with g(x) = x2 and the estimator, denoted By, is
given by

= f(dy7),

NI =

J J
. . 1 .
Hyt = E a; ['092 01 — 3 E log, 9j,T:| -
-1

=1
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where{a;; j =1,...,J} is the linear least square regression coefficient givem;bs
(X —X2)/[2 37250 = %3)?] with x; = j andX; = I71 Y0, x; = (J + 1)/2. Here
@j(x) in (9) is log, x. By an elementary calculatiors; = [6] — 3(J + 1))I/[(J —
1)J(J + 1))

If yo > 2 (actually if o > H + (1/2p) = H + (1/4)), then we can rewrite the
modified CLT in (10) and (11) as follows. Herg;(0;) = 1/6; = 1/0,?,4. Also,

n=1

N d;
R 9 JT 1 i
i1 —0; = —— =% " Hy(sj(djn +k
T =0 NHZLIJKX_; 2(s; (d ))}

and hence, in the present cag€z;) —6; = o ;Ha(zj/ow ;) = of ;[(zj /on,j)*—1] and
| = p=2. Moreover, we havef{ r —6;)-¢;(0;) = N3% r':‘i][(l/dj)zgjzl Ha(sj(djn+
k))]. In this caseg;(m) in (13) reduces just t@;(m) = Zf;T 21ajaj.¢m.

The following Proposition gives the evaluation of the limgf variancevﬁLJ in

terms of diagonal compone#y R,ﬁ in (15), for the case of the Hurst index estimation.

Proposition 6. Lety > H + (1/2) and let the wavelet) be associated with an
MRA. Then the limiting variance? ; satisfies the following evaluation

(36) Cho€sRG < v, <&RR for J=2,3
with Cy 2 = 1— (2172H/3) and Gy 3 = 1 — (2141 /5);
(37) E3RA < ¥y < Cua&gRE for J =4
For Cu 3, J = 4, it is enough to take

RE(D)

CH'J=1+2‘ R2 'ZH,J: with

(38) :
. 27@H+D) 2332 -8] 4 23)—2(32+4J 4 11)
H,J

T 1-2@HHD 23(J2-6J 1 17)- (J2+6J + 17)°

Hence, forCy ;, J > 4, we can write

22 1

Cho =1+ TG @[‘I’;/,H(]-)Ky,H(l)]2 -(1+0(17™)

as J — oo, whereK, (1) = K (D)l 2.
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REmMARK 1. For the ordering oi;ayj, J > 4, we should remark that, faf;(m)
given by &;(m) = Zf;T 2)aja;j.m, it is positive for 1< m < |(J —2)/2] and negative
for |(J—2)/2] +1<m < J -1, which follows by induction.

We can apply Proposition 6 to evaluate the ordering)ﬁgg, J =2,3,... precisely.
Theorem 7. Forall 0 < H <1,
V2> Vi > Vi > Vs < Viie < Vi7 <o
Thus minyzz v ; = v3 s

7. Proof of Theorem 2

We will prove Theorem 2 for the case ofi = 1 andm = 2 separately in Sub-
sections 7.1 and 7.2 below, respectively.

For the evaluation of (m, n), we have only to prove the case aof> 0, since
r(m, n) =r(m, —n) by Lemma 8 below. As in Albeverio et al. [2, Theorem 1], we
can writer (m, n) = Cov[So(Ko + K1), Sn(ko + k2)]|2mk,—k,=n @S (recall the initial shifkg
in (4))

r(m, n) = Cy Zm/Z/ Yootk (1) Vimko ke (1) dptp (1)
(0,00)
_ Cp2m? /(O DI+ @7 DT ) e ()
with duy (1) = A~@H+D da. This can be rewritten as
(39)  2™2r(m,n) = Cy / . expliA(n + (2™ — L)ko)] ¥ (1) ¥ (2m1) dan (1),
R

by the argument in the proof of Lemma 8, wheng, is redefined byduy (%)
|A|~CH*+Ddx on R\ 0. We will evaluate the Fourier integral in (39) below.

7.1. The case ofm = 1. First, let us consider the case nf = 1. SetG; =
Uez{lm, 3n] + 4nl} and G = 4 {[—m, m] \ 0+ 4xl}, respectively.
We divide the Fourier integral into two parts as

( / + / )e“(“+k°>¢7(x)z/3(2x) duens() 2 1M, 1) + 1o(m, 0)lmes.
G, G,

We recall the expression for the MRA wavelgtin (19). Then, the #-periodic func-

tions ¥r(21) /¥/(») and ¥/(r)/v/(21) turn out to be bounded, with absolute values less
than or equal to 1, ois; Gy, respectively (see Remark 6 below).
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Let us considei1(1,n) first. Subdivide it into the integral 0o®11 = |,z [7,27] +
47| and Gyp = | J;.z[27, 37] + 4xl. Due to the fact thafy(21)/4/(1)| is symmetric
aboutx = 27, we can apply the same upper bound for the two subdividedjrials
as seen below.

On [, 2], it turns out that the first term on the right hand side of

boyi@y = Y2 o
»

is bounded with absolute values less than or equal to 1. Weac#e

i (2) , A 3/2 ,
(40) v (2)) _ e,,\/zmo( + )mp(r/2) _ e—|A(N2—N1—1)/2(p§/1),

1&(}\) Mo(L/2 + 1)

for some functiong(® with the Fourier series expansigi)(i) = ¥y o€, i
[, 27] by Lemma 9 below. Hence we have

/G &40 () (20) dpen (1) = /G X pMG) [ ()12 dien ()

=> / Mt 215 ()12 dn (1),

keN Gu
where
A Np— Ny —1 0 for Nz— Nj: odd,
(41) =k—-——F——=11
2 > for N, — Nj: even

(see (5)). From the fact that
C 01 ()2 djen (1) < %o N
() = Cn [ €O dun(i) < oo e
by the proof of [2, Theorem 1] (recall thaf , = Cy [V (A)[2den (1)), it then follows
Yool | SRR dun )

keN Gu

(42) <3 - Je WGP dpn ()

pa [1+(n+ &+ 2K

< [A, (K, (LN + 2] /G G2 din (),
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where A, (m)|m=1 and K, (m, -)|m=1 are such that

1 1 2n
KW=t =1 [

keN T

¥ (2x)

2
= da
V(%)

and

KZ(1,n) =) {1+ (n+ 237,
keN

respectively. By the reason stated above, we also havefqr3r], a similar inequal-
ity for the integral with [z, 2] replaced by [z, 37]. Hence,

11(L, 1) < [A, (1)K, (L n + )] /G 1 ()2 (1)

<[A (DK, (1, n+ &)lof o

(43)

Similarly, we considei»(1,n) on subdivided interval§z1 = |, (0, 7] 4 4rl and
G22 = |, z[—m, 0) + 4rl, and the two evaluations turn out to have upper bounds that
have the same form except for the intervals of the Fouriegials. So, fot_J,.,(0,7]+
47|, we can write

1#()\) _ eiA(szNlJrl)/Z(p)(/Z), with g0}(/2) _ Z Ol|((2)ei2k,\_
W(Z)») keN

Thus we have

R ()9 (2) dpe (1)
G

= [ P @) dian )

= By(l)-Ky(l,nJrEl)-/G [V (20) 12 djep (1)

— (8, K, L0+ 2 [ GO din ),
Ulez(O,Zn]+8nl
where
E ék0+N2_Nl+l_ N2—N1(=12)/—1) for No — Njp: odd,
! 2 N, — N; + > (=2y —1/2) for N;— Nj: even,

and B, (1) is such that

1 1
B0 =~ Yl = [
v T Z k 7 Jo

keN

¥ (n)

2
= da.
v (2))
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A similar inequality holds for the integral witls,; replaced byG,, as well. Hence,
writing 2G; = |, z[—27, 27] \ 0 + 8xl, we have

1o(L, 1) < 22°[B, (UK, (L, n + £1)] / D OIP din(r)
(44) 262

¥
< o2 [By(l){ﬁ} K,(1,n+ {1)i| Gﬁ’o,

where we have used the comparisongf(1, n + 1) with KZ(1,n + ¢1):

i _ 3/[2(2y + 1)
LN = G T Dt @ + DB

5 o,
S{m} 'Ky(1!n+§1)'

The first inequality of this is obtained by the argument in greof of Proposition 4.
Combining (43) and (44) and taking = O results in (20) fom = 1. []

REMARK 2. The initial shiftky in (4) is essential here in making the upperbound
in (42) a reasonable one. In fact, the leading term in theltieguupperbound for
K,(1,n) is given by, = 0 (see (41) and (42)). The indicesand ¢, start from O,
andk from 1. If one or more of the three would start from negativdides, then the
resulting upperbound ok, (m) would become considerably worse.

We have divided the Fourier integral (39) into those on therirals (0,7] and
(7, 2], and not simply 7, 7]\ 0 and {r, 37]. The reason for this will be clear in
the proof of the case ai = 2 below.

Here a question may arise. The smaller we divide the intenthle sharper will
the resulting evaluation be? The answer is not clear prigseitie two factorsk, (1,n)
and ¥, (1) themselves will be smaller indeed, but we have to sum fteenwe did in

12(1,n) + I2(1,n)

< Ky<1,n+;1){Ay(1> [ 1503 dn)

2H 5 ’ 7 2 .
12 By(l)[m] /zezlw(k)l duH(x)},

If the intervals of the two integrals were not overlappingert the answer would be
YES with the upper bound fol;(1, n) 4+ I1,(1, n) simply given by

R 14
Koo [ G0 duae)-mad 4,0, 28,0 557 | |
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However, this is not true. Thus, if we divide the originaldgtal in (39) into those
on smaller intervalsl;(1, n) + --- + In(1, n) with N > 2, then we have to take the
summation of the correspondiny upper bounds. To find an optimal way of doing
the division might be of interest. This argument holds for> 2 as well. From a
realistic point of view, theoretical statements may be matteough a trade-off between
precision of evaluations and statement’s simplicity.

7.2. The case oin= 2. In (39), let us takem = 2. We can consider only €
(0, 2r] as in the case ofm = 1, because of the symmetry of the functions
[¥ (M) /9 (20)|T3<x and [7(24) /97 (2)| L < <3 OF their scaled ones, about= 0

Divide the Fourier integral into four parts as

o 4
Ch /R \Oe'““+3k°>w(x)w(4x)duH(x)=;u(m, N

m=2
where

L@ = [ &0 GyI @) dun )

and whereG® = J,_,((v — V) /2, v /2] + 4nl.
For v =1, we have that the first two terms on the right hand side of

Y0) 9@
J(20) g (4n)

are bounded with absolute values less than or equal to 1. Wevoge

J0)(41) = [ @n)?

(1) /g (2n) = M Nt D2 MGy 1 on (0,7/2]

for a functlompl 1)(A) which is expanded in a Fourier series on(2] as<p(2 l)()L) =
Y keN ,3(2 P4 Similarly we can write

P20/ (42) = NNt D@ D0y on (0,7/2]

and expand the functiop® (1) = ¢{*9(21) on (07/2] as ¥ (1) = Y\ on ﬁf,;l)ei“k’\.
Thesepl;” and %" are such that

2o 1 @u32 _ _/ 1ﬁ()») ?
B gwlk 5= 73 oum :
gevza 1 @u2 _ _/ )L_l/ I/f()»)
[ 2y)] /2 g'ﬂ“ "= 7/2 Joxsal 4 (a1) ol ¥

1)12
= [BM]%,
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respectively. Then, writing a@? = Uiez(0, 27] + 16nl, we have

2y = [ @O 0o ) dan 0

1

— (2,1 (2,1) A(N+82,1+4k +4kz) 2
=D A D Pa /(2) ¢ (40 i ()

k1€N szN
< [B,(B, 2, DK, 20+ &l | 1H)F dun ()
where K, (2,n) and ¢4 are such that

[K, (27 = D D {1+ (n+ 4k + 4ko)?)

kieN k,eN
and
2t 2 3Nz~ No) + 3 (= 6y ~3/2) N2— Ni: even.

Similarly, for v = 2, writing 2% = | J,_,(z, 2] + 8xl, we have

12(2,n) = L(Z Ik(n+3ko)|w(2A)|ZZ§4)‘) 1#((2);))

2

pn(X)

= [A/WB, 2 2K, @+ 2 [ 1707 dun ()

for functions v (41)/4(21) and y(1)/v¥(21) on .5 (/2, 7] + 4=l bounded by or
equal to 1, where

2No—Ni—1)  No—Ni+1

2,2 =3Ko — > >
N> — Np (= 2)/ — 1) N, — N;: odd,
= 3
N2—N1+§ (=2y +1/2) N;— Ni: even

and

1 @232 _ L ()L)
[B,(2,2)F = Zm "= /2 /(‘7{/2”]

keN
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Also, for v = 3,

e = [ '””*3k°)lt/f(k)|23§4” '”((Z”d ()

< 1A WA R K@+ Ea] [ 1 diun ),

where ¢, 3 = ¢, (this ¢»,3 will be the “basis” among.,,, v = 1, 2, 3, 4 corresponding
to the leading term oK, (2, n + ¢2,)) is given by

6 ” 3(N2 —N; — 1) B % N, — Ni: odd,
2= 2 - 5 No—Ni: even,

and where

A, (2, 3P & o7 = 2
[A,(2,3)) = 72 g| "= /2 /(n,an/Z] v(x)

Finally, for v = 4,
: . b (4.
l4(2,n) = / 039y )2 L) g, 1)
e’ V(3)
=l | et OGP dun ()
4

keN

< [A2 4K, @+ &l [ 1O dun(),

where A, (2, 4), KV(Z, n) and ¢, 4 are given by

(A2 4 = 5 Yo = L [T [H)
/2 KeN 7T/2 3r/2 w()»)

K,(2,n) = Yy en{l+ (0 + 4k)?})~% and
3(N2 — Ny)
3 2
= 3 —_— =
4= 30 5 = g, - N+ 1)
2

(=3y —3/2) Nz— N;: odd,

(=3y) N> — Ni: even,
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respectively. Comparing the evaluationsif(2,n+¢,,) for v = 1,2 andK, (2,n+22.4)
with K, (2,n4¢2) based on (27), we can combine the evaluations, (#,n) for v =1
to 4, to obtain the upper bound of2, n),

17 (2y-1)/2 .
} GO du

42H
1+ (6y +1)2 V322 -1) [@12)
17 (2r-1)/2
1+ (2y +3) }

K,(2,n+ §2)|:By(1) B, (2, 1){

L AL)B, 2 2){ )P i

22H
J32(2y -1) [26(22)

+A, (DA, (2, 3) | () Pden

1
V322 1) /ng)

6 17 (2r-1)/2 . )
LA 4),/30y+25{1+(3y+3/2)2} /Gg)ww dm}.

It turns out by computation that the coefficient of the intégsf the third term in the
square brackets is greater than that of the fourth term fop & N. Hence, gathering
the third and fourth terms, and rewriting, (2, 3) = A, (2), results in (20). O

Lemma 8. For eachm=1,2,...,r(m, —v) =r(m,v), v e Z.
Lemma 9. The Fourier coefficientsa"?} and {{*""} vanish for ke —No.

REMARK 3. Forv = 4, the reason why we do not follow (40) but take

¥ (42)

VAP @) = [ ()P

is because the value of the integrﬁtgn/zvzﬂ]|g/?(2k)/1/7(4k)|2 dir can be large, since
9/(2)/4(42)] = 1 on (3t/2, 2r].

8. Proof of Theorems 3 and 7

8.1. Proof of Theorem 3. Let r(k) = Cov[Xk, X¢] for a general stationary se-
quence{Xy: k=1,...,N} and letx® be its covariance matrix. Then, from Albeverio
et al. [2, Proposition 1 and Theorem 2], we have the followstgtement:

'))*_ 1
(45) i Z{ﬁ} < 2 for some g >1 then C.A' <z® <CrA!,
keN |
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whereC. = (& — 1)/¢, G = (& + 1)/¢, and A = diagf, ..., r) with r =r(0) =
Var[X;]. This statement implies

(46) COr' <> r'm=r"+2>"r'(n).
nez neN
In fact,
(1)

. C
' +2) r'(n) = Jim th):(l)lN > lim. ljl 10A'1y = COr(0).
neN

From (20) and (46) it follows

{27™2r(m, n)}! < (W, w(mM)K,(m, n)}' - (1) 2 ron).

* nez

Thus we have

Riatm) = > ol(m, ) = 3 1y w(my Ky (m. )]+ R,

nez nezZ
Lemma 10. Let¢ = ¢ > 0 be defined as if45). For | > p, ¢ = ;{ is sufficient.
REMARK 4. It is shown in [2, Lemma 3] thaty(n) > O.

8.2. Proof of Theorem 7. We have the values of Gy 2, Ch.3, CH4) and
(%-2! 53! 54) as

2—2H+1 2—4H+1 26 2—2H
(CH,Z- CH,3, CH,4) =|1- 3 1- 5 1+ ﬁm

and &, &3, &) = (3/2, 5/8, 87/200), respectively. In the first part of Proposition 6,
we have

2
v
(47) Chiés = % <& for J=2,3,
H

so that we have
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Thus it turns out thab? , > v3 ; = v3 , for all 0 < H < 1. By Proposition 6,

v 2—4H+l 5
—’SECH,3§3=(1— 5 ) 3

2
H
Ru

26 2-2H ) 87 _ i

> CH,4E4 = (1+ 8_7—1— >—(2H+1) . ﬁ) = R_H

For J > 4, since
2

v
&) < RH—; =< Cn,J&;

(see Remark 1), the assertion is proved if

(48) €4 > Cp 55
and
(49) Ch i€y <£&341, foral J=5,6,....

From the argument in the proof of Proposition 6, we eval@te in (15) through

1 1(3-2)/2]
o 2 2T kK, m)
* m=1
5 23{32-2(3+m)J + 174 6m} —2™{J2 + 2(3—m)J + 17— 6m}
29(J2=6J+17)—(J2+6J +17) '

=

Csy =1+2.-27CH+D. §s(1) Ru(1)
’ %.5 RH
<1422H. 36/400 5/3

- 156/400 c@l vy HDK @),

which proves (48). A computation according to (34) yieldpgsy .1 ,enCsn = Cs 1=
1.035 fory = 1, while &, = 87/200= 0.4350 andts = 156/400= 0.390. Thus it turns
out that every case satisfies (48). Similarly (49) with= 5 is proven.
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For J = 6, we have&s = 999/2450= 0.4078 ands; = 1482/3136= 0.4726, and

o-rined) Ru(D) 5 oeninE6e(2) Ru(2) (2)}
é,-:G RH t‘;:e RH

5/3 (. 281 . 27
=1+2-@{2 <2H+1>@[%,H(1)Ky,4(1)]2+2 2<2H+1>9—%[xpy,.4(2)Ky,4(2)]2}.

Cen = 1+2{

Hence sup.y_1,en CoyH = Ce,1 = 1.051 fory =1 and thus (49) with] = 6 indeed
holds. The casel = 7 is treated in a similar way.

For J > 8, sinceR, n(m) is decreasing with respect tm, we can use a rough
evaluation

1(3-2)/2]
Ru(1) _ Ly(m) A Ru(1)
Ciy <1422+ § 2 @H+m, — b 7 247

IH = Ru L Ry IH

to show (37) ford = 8. In fact, consideringZ; y —2-@"+9Z; ;, we obtain

_ 2-CH+D  23(32 -6 4 23)—2(J% + 4J +11)
W= 2-@HD) T 23(32-60 + 17)— (32 + 6 + 17)

the right hand side of which is decreasing fdr> 7. Hence

3698 2°@H+D 53

2
(50) JS;DCJ'H =i+ 22964' 1—2-@H+D @[q’%“(l)Kyv“(l)] ’
while
(51) i favn (31 22332 - 43 4+ 12)— (324 8J + 24)
=7 &y \J+2) 23(32-63+17)— (2 + 63 +17)|,_,

the right hand side of which is equal to 4581 = 0.6140. The evaluations (50) and (51)
imply Cj,, néy <&j41for 3 >7,y e N and O< H < 1. This completes the proof]

REMARK 5. One cannot show (49) for the critical casés= 5 and 6 by the
rough evaluation based only on (50) and (51). The rough etialu is however global
for all J > 5, which is necessary for the global minimum.

9. Proof of Propositions

9.1. Proof of Proposition 1. The CLT itself has been proven in [2]. We prove
(12) here. According to (14), the elements ©f= (%), o+ 1=<j,j'=j+m=J
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is given as
: b 01
EJ"J" = |lim Cov| v Nj'T—, VvV Nj’,T_
T—o0 Gj 91'
Nor 1 Njr Njr
= lim [~ Cov[Hi(so(ka)), Hi(sm(k2))]
T—o00 Nj,T Nj’,T IQX:::LKZX::]_ m
Nj/r-1
(52) =2 m? [p' (m) + lim > (Njr = [27k])p' (m, —k)
S L

T—o0 /

Ny r—1
+Jm > (N =2 7K)S k)}

=2™2%" pl(m,n) = 2*“‘/2R‘H”(m),

nez

where we have used a known result (31) and Lemma 8 above. iffiflles Zj jym =
>o,m- Cons:equentlyvﬁ’J =limto4 Var[ﬁéT -f] can be written as

¢ )
v = = lim Var[x/_ze(l) } = Tli_f)TlooVaf[Z Nj T ej(lT) L2120 :|

jeg jeg
= > =20 858 00;¢; 0116 ¢ (6))],
IEVAEEV
which yields the desired equation. []

9.2. Proof of Proposition 4. For m =1, we have

2 _ 1 1 * dx
ydn = g L oRBZ ~ (14 (nropz +/1 1+ (n+0072"

Although § = 2 in the case ofn = 1, we keep the variablé below, since the calcu-
lation here will be reused for the case mwf= 2 (i.e. § = 4) as well.
Since the last integral can be evaluated as

/0" dx B 1/“’ dx 1/°° (14 x3)¥2 2x dx
1 L+ +8x)22 8 Jops A+xD) 8 Jogs 2 (1+ x2)2r+1/2

1 1
TP Y i T Wy R PIP

we have

a1

1 8
K2(1,n) < S , e = ,
y( = (N+8){1+ (n+8)2pr-1" 7? 54y —1) s
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which leads, takingr =0 andy =1 in C)(,'i;l) as well as takingg = 2, to (25).
Therefore, fork),(1) = K (1, 0)+ 2",y K, (1,n), we have

(3 Ki)= [é‘“)]'/z[(f)l/z(#)q +2Y - }
ri = s 8 1+ 62 = (n+8)/2{1+(n+8)29 |

The last summation can be evaluated as

1
> /2 2
2 0+ )L+ (0 + 00
[ dx L[ (L4 x3)tr2e 2 g
=) Xratxe X7Z.2x  (1+ x2)a+0+2/4 X

4 1 (1/2)+1 1 q-1
wa () (5w

and, applying this to (53), we obtaif(} (1) < c"[(3/5) - (1/8)(1/( + §2)¥~1]'2.

Taking § = 2, we get (26). Fom = 2, we have

o 1 _y k=t
@M= 2 Tk T A kz [1+ (n -+ 4K)7]>

ki, koeN eN

* x—1 1 [ X 1 [ dx
= dx = — ——dx— = A
1 [14 (n+ 4x)3)% 16 Jnia (1+ x2)2 4 )a Lt x2)2

Ignoring the second integral term in the right hand side, &eeh(27). The evaluation
of Ky2(2,n) is given by takings = 4 in (53). Finally, the evaluation in (28) chyz(Z) <
(1/17F + 2Y" n[1 + (n + 4)2] 79 follows from

- *dx > (14 x3)Y2 2%
219 < o )
the right hand side of which is bounded by(2(4q — 2))(1/17). ]

9.3. Proof of Proposition 5. Recall that
A\ A Dy -1
Imo(A)|? = (cos? 5) P, (sin2 5), where P,(y) =) (y . + n) y",
n=0

for an MRA wavelet ofy-th order. We remark tha®;(y) = 1 and the relationmg(1)|? +
|mo(A + 7)|? = 1, or what is the same,

(54) (cos2 %)y P, (sin2 %) + (sin2 %)y P, (cos2 %) =1
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holds (see [8]). For (29), we have

37 2
keN T e IMo(2/2 4 )|

B ™ (2 sir? »/4)% P, (co€ 1/2)P, (cog A/4) 2l (™ g
7 Jo P, (sir® 1./4) T /0 g;"(2) d,

by Parseval's equality (see (40)). Similarly, for (30), wavé

4 1 [” Imo(1/2 + 7)|?
@2 / @02 di = o
o e A)|Fda = — f da
2 Il = o PO = o P /27
7 Jo (2co$ r/4yr P,(cog 1/2)P,(sir? A /4)
We will show that the functionsgg)(k), i =1, 2 are convex downward. If this

is shown, upper bounds of the two, by piecewise linear setgpname valid. We can
especially take the linear segments over {8/2] and [27/3,7] (see Remark 7 below).
Then we have, by the area formula for a trapezoid,

E/gWMm
T Jo

111 2n ' 2T 1 n 2T '
< | Z.28 ) g® ()l iR 1P () B ()
_”[2 3 {gy(0)+gy 3}+2 3 {gy 3 +gy(n)}],

for i =1, 2. By inspection, we havg("(0) = 0, g(7) = 1 = g@(z) and g@(0) =
477, Using these values, we obtain (29) and (30).
It remains to show that the convexity gf"(1) and g (1) holds. Forg{M(%), this

follows from the convexity of the two terms (Sin/4)" - P,(cos A/4) and (sif 1/4) -
P, (cog 1/2)/P,(sir? »/4). In fact,

(sin2 %)y P, (0052 %) = yz_l (y a i * v) (% A %)V , (sin2 %)yv,

v=0

(55)

which is convex downward on [G;], since each summand is so. Also,
(2'sir? 3./4) P, (O 1/2) _ (25sirf )./4) - (sirf 1/2)" P, (cOS 1/2)
P, (sin® 1./4) (Sir? A/2) P, (sir? 1./4)
_ (sir? /2)" P, (co$ 1/2)
(2 cog A/4) P, (sir? 1./4)
_ (sirfA/2)'P,(cog 1/2)
4[1 — (sir? A/4) P,(co$ 1/4)]’
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where we have used (54). In the last fraction, the numerataonvex downward and
the denominator is convex upward so that the fraction is eordownward.
Similarly, the convexity ofg!? follows from

(co€ 1/4)7 P, (co 1/4)
47 P, (co A/2)[1 — (sir? A/4) P, (co A/4)]’

g?() =

which itself is obtained by multiplying (sfri./4)” the numerator and denominator of
g? and using (54). O

REMARK 6. The values ofp(M(1)|? at A = 0 and|¢®@(1)|? at A = 27 are large:
lim; 2. [N (W)|2 = 4 and lim,_2 [p@(2)]? = co. The large values cannot be used

in the evaluation like (55). Therefore we considg!)(1) on [r, 37] and (1) on
[—m, 7] respectively, where they are bounded by 1.

REMARK 7. The special value. = 27/3 which appeared in the proof of Prop-
osition 5 is related to the invariant cycles ([8, p.188]) the mappingr: tA = 2
(mod 27). Here we have used = 27/3 in order to make the calculations easier in
the expressions in which the arguments! andx/2 are involved.

In the upper bound of the integral on |9} in (55), we have taken the linear seg-
ments over [0,2/3] and [2r/3,7]. Whether or not there exists a more convenient and
precise way of segmentation, in which a trade-off betweemveoience and precision
may be involved, is to be clarified.

9.4. Proof of Proposition 6. ForJ =2 or 3, sincetx(1)/&, = —1/3 andé&s(1) =
0, £&3(2)/&3 = —1/5, we have

J-1

o-2Hme (m) B2 (m
vh = EIRA |:1+ 23" ‘;J( ). '-I%’(z ):| > Cua€sRj
m=1 J H

by (47) and Lemma 11 below, whe@y, = 1 — 2121 /3 andCy 3 = 1 — 214H /5,
This proves (36).

To show that the lower bound in (37) holds, we check the patsitof Uy (J) £
Sy 272Hmey(m)RA(m) for J > 4. If this is checked, then?, ; is estimated from
below, by ignoringUy (J), only by the diagonal par; R,ﬁ. To this end we note that
Un(J), J > 4 satisfies the recurrence relation

Un(J) = 2Un(J —2) 4 272HO-Da2(1)RA(J — 1)

(56) = R
n Z 2—2Hm(2 + 2J—m)aJ Da;(1+m) RE, (m).

m=1
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By inspection, using (34) and (35), we have thhi(4) is bounded below by
o-2H 1_2%5 (1) + 27 géﬁ (2)— 2-H ‘_2’/%5 @) = 272 %5/%3, ()= 0

and similarlyUy (5) > 2-2"30R% (1) > 0. Also the sum on the right hand side of (56)
is bounded below by

) ) 34 1R L J+1
(ZRa (1) + 2J+1RE|(J + 1)){( —; ) Z o—(@H+1)m _ (J+1) Z o—(@H+1mp
m=1 m=1

> (RE() +2°RZ(J +1))(J + (I —3),

which is positive ford > 6. Hence, from (56), the positivity oy (J) for even J
(J = 6) and oddJ (J > 7) follows, respectively.

To prove the upper bound in (37), we remark that it follows, ri®glecting the
negative terms,

Un(J) - Zr\}gizz)/zl £5(m) _ [(3-2)/2] 272Hm|_‘](m)

m=1

§IRE T & a L1(0) ’

(57)

where L 3(m) & Zf;lm 2)(x; — X3)(Xj+m — X3) is calculated to be

J—m
; J+1)J+1-
Zzl{jz—(J t1-m)j+ OF )(4+ m)}, m € No,
j=1
and where we have used only the positive terms and the fat:tRl#ém) is decreasing
with respect tom in (57). By Lemma 11 below, the right hand side of (57) is ecoal
=22l 29(32-2(3+m)J + 17+ 6m}) — 2™ J2 +2(3—m)J + 17— 6m}
Z o—(2H+1)m, .
21(J2—-6J +17)—(J2+6J +17)

m=1

Therefore, takingChy = 1 + 2[UH(J)/(§JR’E|)] and applying the dominated conver-
gence theorem ag — oo for the summation yields (38). L]

Lemma 11. For me Ng and Je Ng, J > 2, we have
Ly(m) =27"™1J32- 23+ m)J + 17+ 6m} —21{JI? + 2(3—m)J + 17— 6m}

and
- 18[(27(J%2 = 6J + 17)— (2 +6J + 17)]
S12 [(J-1)JIJ + 1) ‘
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10. Proof of Lemmas

10.1. Proof of Lemma 8. Since

272 (m, n) = Cy / M (1) 9 (27) i ()
(0,00)
is real-valued, we have
27™2r (m, n)

r(m, n) 4+ r(m, n)
2

— me/Z

_Cu I () 9 (27
-< [ /«),w)é ) T@ ) dun) +

(0,00)

& )P (2™) duH(x)]

_CH

o | €M FE™) dun (),
R\O

where we have redefinedy by duy(r) = |A|7?" da on R\ 0. Similarly, starting the
same process by writing™2/2r(m, n) = Cy fq ., €™¥/(1)¥(2"2) dpen (1), we have

C . ~ A
27™2r (m, n) = TH /R\o €M UMY (™) din (1)

Adding the two displayed identities, we obtain
2™ () = (Cu/2) [ €M RAFIT@] dun ().
R\0

Thus we can replaceé™ by cosfir), so thatr (m, —n) = r(m, n). ]

10.2. Proof of Lemma 9. Recall the expression (3) afiy. Let us consider the

4r-periodic function defined by (2x)/v/(), A € [27,37]; =0, A € [0,27) U (37, 47].
Substituting (3), we have formally, on 72 3r],

V@) _ itz ko e =D g Je - 3™ Ry /2
T 14+ 32 My (— 1)/ hy, ] €42

= fi(szer)k/Z(p(l)()\)’
(p(l)(k) _ Z &(kl)eikx/z

keN

for some{o?(kl); k € N}. The Fourier coefficient of theperiodic functiongp®(1) is,
among such{&(kl)}, the one that makes the Fourier serig§ o?ﬁl)e”“/2 vanish on
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[0,27) U (37, 4]. Let us denote such a Fourier coefficient by the same symiffﬂ}.
Then, the Fourier coefficienta(™} of (1) on [0, 47] is given by

1 4 ) 1 3 -
(58) &(kl) N / (p(l)(x)e—lkA/ZdA _ = [ (p(l)()\)e—m/zd)\.
477" 0 47T 27

Thus we have the Fourier series @f’(1) on [0, 47], o@2(1) = Y, . @Dk /2,

On the other handp®(x) on [27, 37] can be written as a Fourier series on an
interval of z-length, (1) = Y, «Mé%*, 1 e [27, 37] for some coefficient{}.
This {o{"} is given bya(Y = (1/7) [57 ¢We 12di = 4a5), k € Z by (58). Therefore
oY = 0 for k € —Np. O

10.3. Proof of Lemma 10. Recall thatg; and C,, are the constants in (45). We
evaluate, | € N using 1 > 0. We have)_, . (08)' < [>yen plf]' < (1/¢3)". Thus,
as an upper bound for/22 we can take 422, i.e. § = ¢! is sufficient. HenceC!) =
(@ —1/a = @ - )/e O

10.4. Proof of Lemma 11. The equality forL;(m) is obtained by making
2L 3(m) — L j(m). Sincerzl(x,— —X3)? = (J—1)J(J +1)/12 andL ;(m) is decreasing
with respect tom € No, we also haves; < L;(0)/[2 Zle(xj - )?3)2]2, which yields

the inequality foréj. []

11. Concluding remarks

In this paper, we have formulated jalocalization property of wavelet coefficients
of FBM. So far in the relevant field, onlg-localization have been considered essentially
and how to formulate thg-localization have been left unsolved. Our contributiomehe
is three fold: First, in the basi¢-localization theorem, we evaluated “pointwise” the
cross-scale covariance of WC and evaluated two key elententg(m, n) and W, 4 (m)
in the covariance.

Second, we formulated, as a typical example of the functifumen of j-localization,
the limiting variance in the CLT of WCD estimates. It invodvihe evaluation oRy (m) =
> kez P (MK). Becausery, m=1,2,... are desired to decrease fast and indeed small, one
has to obtain the “pointwise” evaluation pfm, k); the asymptotic evaluation &s— oo
considered by many authors so far does not work.

Third, as an application of the functional form of thidocalization, we found the
best upper bound of the scalesj =1, 2,..., J used in the Hurst index estimates,
that makes the estimation variance minimum.

One of the important merits of wavelet method for stati$testimation is undoubt-
edly in the time-frequency localization. Original processhas argument of time, while
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WC scalej and shiftk. We can obtain the localization in price of increasing thig-or
inal single argumentt, to the two, scale and shift.
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