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Experimental studies are presented of laser-driven shock waves in deuterated polystyrene 
porous targets observed with x-ray streak shadowgraphy. Using two different target-mass 
densities of 0.1 s/cm3 and 0.2 g/cm3, the density dependence of the shock velocity was 
obtained as u, ap - o.45 * ‘.‘* and agreed well with a simple scaling obtained from the Hugoniot 
relation. X-ray shadowgraphy has shown a shock formation in porous targets and analysis 
suggests that there are two parts to compression waves: a shock front and a following pileup 
zone of multiple shock waves. Temporal histories of the pressure, the temperature, and the 
compression were estimated from the measured shock velocities and the opacities. It was found 
that the pressure peak due to the shock front was retarded to that by the pileup zone. The 
pileup zone had a higher compression and followed a thermodynamic condition closer to an 
adiabat than the shock front. 

1. INTRODUCTION 

A laser-driven shock wave propagates into a solid mate- 
rial ahead of the ablation front which is driven via thermal 
conduction from the absorbed laser energy. When the ab- 
sorbed intensity changes in time, the ablation pressure 
changes accordingly. The time-dependent pressure gener- 
ates successive shock waves during the laser irradiation, re- 
sulting in the creation of two parts of the shock compressed 
region: (i) a pileup zone in the rear portion of the shock 
wave where the incoming compression waves from the abla- 
tion surface pile up, and (ii) a steep shock front portion 
which is the front part of the shock wave propagating into 
the solid material ahead of the pileup zone.’ 

There have been many experimental studies of laser- 
driven shock waves, which were carried out using a visible- 
shadowgraph method with transparent targets* and shock 
breakthrough measurements with thin foil targets.3p4 Most 
of them were based on measurements of only the shock front 
and it has been impossible to measure the pileup zone. Even 
with the thin foil techniques, it is difficult to investigate the 
pileup zone without a rarefraction effect since after the 
shock breakthrough the rarefaction wave overtakes the pi- 
leup zone from the rear side of the target and the tempera- 
ture and the density must be changed.5 There are few experi- 
mental studies of transient shock waves including the pileup 
zone. Such a detailed shock study would give assessments of 
the preheat in the shell as well as the shell dynamics depend- 
ing on the time of shock breakthrough in inertial confine- 
ment fusion (ICF) targets. In a low density target a shock 
wave may become an important energy carrier since the frac- 
tion F, of the absorbed energy used to sustain the shock wave 
depends on the target-mass densityp, as F, mpoe "2.6 In low 
density porous targets proposed especially for an ablator 
and/or a follow shell in ICF,’ it is crucial for a high gain 
implosion to reveal details of the shock waves. 

In this paper we present an extensive study of the laser- 

driven shock wave in deuterated polystyrene (CD) porous 
targets by using x-ray streak shadowgraphy. In a porous ma- 
terial, laser-driven shock waves were observed for the first 
time. Measurements and analysis indicated that the shock 
wave could be treated with the averaged density of foam and 
suggested that two parts of the compressed region be backlit 
by x-ray shadowgraphy. We attribute these to a shock front 
and a following pileup zone. The pileup zone has a compres- 
sion higher than the shock front and follows a thermody- 
namic condition closer to an adiabat than the shock front. 
We also observed the time lag of the appearance of peak 
pressure between the shock front and the pileup zone. In Sec. 
II, the experiment is described. In Sec. III we show the ex- 
perimental results including the dependence of the shock 
velocity and time-resolved profiles of the compression wave. 
In Sec. IV, we estimate the time-dependent shock param- 
eters such as the pressure, the temperature, and the compres- 
sion from the observed shock velocities and the opacities. 
The energy transport is also discussed. Finally, in Sec. V, we 
summarize the results and conclude our study. 

II. EXPERIMENTAL CONDITION 

The experiments were carried out with use of the 
GEKKO XII 12 beam laser system at the Institute of Laser 
Engineering, Osaka University.* The second harmonic (527 
nm) of Nd-doped glass laser light was used with a temporal- 
ly Gaussian pulse of 900 psec full width at half-maximum 
(FWHM). The temporal profile of the incident second har- 
monic light was monitored with an optical streak camera. 

In Fig. 1 (a) we show the experimental arrangement to 
measure directly a shock trajectory in a solid target with x- 
ray streak shadowgraphy. One beam of the GEKKO XII 
was focused on a surface of a CD ( [C, D, ] n ) foam slab 
target ( 1.2 X 1.2X 2.0 mm) at normal incidence in order to 
drive a shock wave. The incident laser intensity was 
3.3 x lOI W/cm* at a spot diameter of 5OOpm. Three other 
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FIG. 1. Experimental configuration for measuring shock trajectories in a 
CD porous target. (a) The main beam was focused on CD porous targets 
with averaged-mass densities of 0.1 and 0.2 g/cm” at a laser intensity of 
3.3 x lOi W/cm’. Only one backlighting beam is shown in the figure, while 
three beams were used at slightly different timings and positions. Probe x 
rays were imaged onto the entrance slit ofan x-ray streak camera such that 
the shock propagation was along the slit direction. (b) A typical SEM pic- 
ture of a used CD porous target. Each cell size is several microns. 

beams were focused on a palladium (Pd) plate at an intensi- 
ty of 10E5 W/cm* to produce x-ray sources for the backlight- 
ing. Each beam was temporahy delayed ( - 0.5,0, and $ 1 
nsec delay) compared with the main beam and was focused 
at a slightly different position to diagnose the moving shock 
trajectory in the foam target. 

X rays from the Pd plasmas illuminated a foam target in 
the direction perpendicular to the main beam axis. The 
transmitted probing x rays were imaged onto the entrance 
slit of an x-ray streak camera through a 10,um pinhole such 
that the shock propagation was along the slit direction. The 
temporal resolution of this system was calculated to be 80 
psec. A gold photocathode was used for the x-ray streak 
camera with a 20 pm Be filter. Taking account of the effec- 
tive quantum efficiency of the streak photocathode and Pd x- 
ray spectrum, the main photon energy of the detected x ray 
was about 3.1 t 0.3 keV, which was emitted mostly from L- 
shell ions of Pd plasmas. The x-ray spectrum from the Pd 
plasma was monitored with a time-integrated crystal spec- 
trograph. We took the snapshots without irradiating the Pd 
plate and did not observe emission from the overdense re- 
gion The streak sensitivity with the filter is matched to pass 
the L-shell line emission from a Pd plasma. High-Z material 
like Pd has a much higher emissivity than that of low-Z 
material such as plastic (CD foam). Besides, the tempera- 
ture in the overdense region is too low ( - 50 eV) to emit the 
3 keV photons. 

Figure 1 (b) shows a picture of a typical CD foam target 
with a scanning electron microscope (SEM) . In the experi- 
ments 0.1 g/cm3 and 0.2 g/cm3 mass-density targets were 
used. The targets were fabricated by a freeze-dry method.’ 
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The average-mass density was estimated from the initial 
concentration of the CD polystyrene in a solvent taking ac- 
count of a volume shrinkage rate of 10% during the freeze- 
dry process. In this way the accuracy of the mass density 
should be within about 20%. 

Considering the temporal behavior of the shock wave 
induced by the ablation, it is important to know the time 
history of the absorbed laser intensity that should be coupled 
to the ablation pressure. The laser absorption was inferred 
from the difference between the incident and the scattered 
light energy. Time histories of back- and sidescattered light 
collected by the focusing lenses were measured with an opti- 
cal streak camera in different irradiations but with the same 
experimental conditions. The energies of the back- and side- 
scattered light were monitored with five biplanar photo di- 
odes at the same time, which showed the angular distribu- 
tion of scattered light of cos4.’ * I.‘. The total nonabsorbed 
energy by integrating the scattered light energy over the sol- 
id angle gives a target absorption of 70% -& 10% for both 
cases of the target mass density (90.1 and 0.2 g/cm3). 

In order to compare the experimental results, we used 
the one-dimensional Lagrangian hydrodynamic code HISHO 
which used the LTE model and an EOS (equation of state) 
with an averaged atom model.‘O The EOS model does not 
include the effects of porosity which may relate to shock 
formation in porous material. The code includes multigroup 
electron and radiation transport and other conventional 
physics, The electron thermal energy was transported using 
a flux-limited diffusion flux and a free-streaming flux. The 
initial density of a porous target was treated as a homoge- 
neous mass density. 

Ill. EXPERIMENTAL RESULTS 
Figure 2 shows a typical streak shadowgraph of the tar- 

get with a mass density ofO.1 g/cm”. The bright white region 
indicates the probing x rays transmitted through the target, 

I 4 
TilTttS 1 ns 

FIG. 2. Streak photograph (shadowgram) showing the shock wave propa- 
gation in a CD porous target with a mass density ofO.1 g/cm’. Thedark scar 
(DS 1 in the line corresponds to high density regions due to the shock wave. 
Bl and B2 are the bright regions at the front and the rear of the DS region, 
respectively. 
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FIG. 3. Time resolved spatial profiles of a laser-induced shock wave. (a) 
Cross cuts of the relative x-ray intensity at the DS region in Fig. 2 along the 
spatial axis at three different times [ - 250 (laser peak); 0, + 250 psec]. F 
and R are the front point rising sharply and the rear bottom point of the 
profiles, respectively. The solid line is from the experiment, while the 
dashed line is from the simulation. (b) Spatial distributions of the density 
compression ratio at - 250,0, and + 250 psec from the simulation. 

whereas the oblique dark scar indicates the region where 
backlighting x rays have been absorbed in the high density 
region created by a shock and a compression wave via laser 
ablation. The dark-scar (DS) region propagates into the tar- 
get and the width broadens with time, indicating that a well- 
defined planar shock wave is created by laser ablation in the 
porous target. The bright (B-l) region in front of the DS 
region is the unperturbed area. Assuming negligibly small 
preheat, about 80% of the probe x ray (3 keV) should be 
transmitted through the B- 1 region over a distance compara- 
ble to the laser spot diameter. The rear bright (B-2) region is 
the ablated region via electron thermal conduction where 
the electron temperature is above 100 eV and the x-ray trans- 
mittance should be about 100% in the laser spot area. 

Figure 3 (a) shows the scanned intensity along the spa- 
tial axis of the streaked data (Fig. 2) at three different times 
[ - 250 (laser peak), 0, + 250 psec] . When the relative x- 
ray intensities are evaluated, the degradation of the original 
intensities due to the finite pinhole size ( 10pm in diameter) 
is considered. By a simple image transformation scheme, the 
contrast of the image is corrected and has typically become 
1.5 times higher than observed. From the 1-D simulation 
results spatial distributions of the relative x-ray intensity and 
the density compression ratio in the shock compressed re- 
gion are also shown as the dashed line in Fig. 3(a) and the 
solid line in Fig. 3(b), respectively. In calculating the rela- 
tive x-ray intensity, it was assumed that the lateral distance 
of the compression region in the target is equal to the laser 
spot diameter (500,um). More details of the simulation con- 
dition are presented in Sec. IV. 

The simulated profiles of the compressed region indi- 
cate that the shock wave induced by the ablation pressure 
arrives at the rear side of the compression wave, resulting in 

737 Phys. Fluids B, Vol. 3, No. 3, March 1991 

two regions: ( 1) a multiple shock or pileup zone at the rear 
side, and (2) a shock front propagating into the material 
ahead of the pileup zone. In the x-ray intensity profiles 
[dashed lines in Fig. 3(a)] from the calculation, the front 
portion rising sharply (F) and the rear bottom point (R) 
correspond to the shock front and the density maximum in 
the pileup zone in Fig. 3 (b), respectively, in each time step. 
The opacity near the R point (ablation region) changes ab- 
ruptly where the density drops and the temperature in- 
creases rapidly. 

Comparing the experimental intensity profiles with the 
calculation, the experimental ones are quite close to the cal- 
culation except for some detailed structures. The profile 
from the experiment broadens with time as do the ones from 
the calculation. The x-ray intensity profile, characteristic of 
a pileup zone between the F and R points shown in Fig. 3 (b), 
appeared in all experiments but the high frequency struc- 
tures in the region were not reproducible. A laser-induced 
strong shock wave is generated in the overdense region 
(electron density n, - 102” cm - “) by the ablation pressure. 
The ablation pressure is applied at the ablation front 
(n,- 3 x 1O22-4~ 1O23 cm - 3> by thermal electrons via heat 
conduction from the critical point (II, = 4~ 102’ cm - 3). 
Laser energy is deposited at the critical point. Scattered light 
comes from the critical point or the underdense region. 
Hence the shock wave created in the overdense region must 
not directly correlate with the scattered light. Any temporal 
oscillations in scattered light are usually due to nonlinear 
couplings of laser (electron magnetic) and plasma (electron 
static) waves. Thus the detailed structures in the x-ray pro- 
file may not indicate correlation with the laser pulse modula- 
tion. These structures must come from the cathode of the 
streak camera and/or backlight source modulation. The in- 
tensity decrease of the R point at + 250 psec may be due to 
the rarefaction wave generated at the ablation front after the 
laser peak. Simulation results also indicate the presence of a 
rarefaction, which causes the transmitted x-ray intensity at 
+ 250 psec to be higher than the one at the laser peak as 

shown in Fig. 3 (a). The change of the transmitted x rays in 
the experiment is larger than that from the one-dimensional 
(1-D) simulation. Such a discrepancy may come from the 
lateral rarefaction effect at the ablation front. Taking into 
account the errors in the absolute intensities, it is quite possi- 
ble that the F and R points in the experiment [solid lines in 
Fig. 3 (a) ] correspond to the shock front and the rear part of 
the pileup zone, respectively. The intensity profile due to the 
finite resolution in the imaging system may affect the intensi- 
ties to be reduced as mentioned earlier. A three-dimensional 
(3-D) expansion of a shock wave may also be responsible for 
the intensity discrepancy with time lapse. The 3-D expan- 
sion of a shock wave by a lateral rarefaction affects the one- 
dimensional shock wave and changes the x-ray transmission 
through the shock perturbed region. Assuming that the edge 
rarefaction enters at an angle of approximately 45”,” the 
transmitted x-ray intensity with the rarefaction increases at 
most twice at the axial distance of 15Opm compared with the 
purely one-dimensional case. The corresponding changes in 
the shock parameters are evaluated in the following discus- 
sion (Sec. IV D). Another possible effect of the 3-D expan- 
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sion is that the edge rarefaction may interfere with a shock 
wave and may reduce the shock front speed in the observed 
region. However, the edge rarefaction should not affect the 
shock front up to the axial distance of 200 pm, considering 
the 45” edge rarefaction. 

Henderson et al.” have also presented results indicat- 
ing an increase of the shock thickness due to the porous ef- 
fect. According to this reference the DS region in Fig. 2 
could correspond to the shock thickness or broadening into a 
compression wave. I2 We also measured the shock front 
property by observing the time-resolved rear emission of a 
laser-irradiated thin foam target, the thin foil technique, 
which is well known and established.3V4 The rear side emis- 
sion was measured with a visible streak camera coupled with 
a Schwarzschild microscope. The system spectral response 
was from 380 to 480 nm and the intensity response was cali- 
brated. Figure 4 shows the temporally resolved rear side 
emissions with (a) a polystyrene foam target (70 ,um) and 
(b) an Al solid target (20 pm). The temporal fast rise peak 
of the foam target corresponds to the shock front because the 
temporal profile (foam) in Fig. 4(b) is similar to that (Al) 
in Fig. 4(a) where the fast rise peak has been confirmed as 
the shock front.3*4 The rear side emission ensures that the 
shock front is really created in the foam target. 

Figure 5 shows the positions of the F and R points ver- 
sus time for targets with densities of 0.1 and 0.2 g/cm3. Two 
data sets for each density target were taken at the same ex- 
perimental condition. The two data sets were almost identi- 
cal. At an early time of the laser pulse the F and R points are 
accelerated but after about the laser peak the F point be- 
comes a steady state for both target densities. At an early 
time of the laser pulse, the ablation pressure increases with 
the laser intensity and time, resulting in the acceleration of 
the shock wave. 

The distance between the R and F points is expanded as 
they propagate deeper into the target (this expansion is also 

OL_s/ 
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FIG. 4. Temporal histories of the rear side emission with (a) a polystyrene 
foam target ( 70 pm ) and (b) an Al target ( 20 pm). The spectral range of 
the emission was from 380 to 480 nm. Time zero corresponding to the laser 
peak of the incident pulse was determined with an optical time fiducial. 
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FIG. 5, Shock wave positions (F and R points) versus time for two different 
mass-density targets of0. I and 0.2 g/cm’. Open circles and triangles are the 
Rand FpointsforO.2 g/cm” density targets. Closed circlesand trianglesare 
the R and F points for 0.1 g/cm’ density targets. 

seen in Figs. 2 and 3). The velocity of the I? point is higher 
than the R point. When the ablation pressure increases (case 
A), the virtual piston (say, the ablation front) creates a pi- 
leup zone with multiple shock waves and the density should 
be highest in the front of the piston. The shock front runs 
ahead of the pileup zone, its speed being typically higher 
than the piston. After the maximum ofthe ablation pressure, 
i.e., after the laser peak (case B), the shock front velocity 
becomes steady until the rarefaction wave catches up. At this 
time the rear of the pileup zone begins decelerating because 
of the rarefaction. In either case of A or B, the velocity of the 
rear part of the pileup zone is generally lower than the shock 
front.‘” Consequently, the difference of the velocities 
between the shock front and the pileup zone causes the 
broadening of the compression wave. These propagation 
characteristics (Fig. 5) and the intensity profiles (Fig. 3) 
suggest that the Rand F points correspond to the rear part of 
the pileup zone and the shock front, respectively. 

At steady state, the shock front velocities of 0.1 g/cm3 
and 0.2 g/cm3 targets are 1.5 X 10’ and 1.1 x 10’ cm/set, 
respectively. Here the absorbed laser intensities for the dif- 
ferent mass-density targets were the same within + 8%. 
These experimental results indicate that the dependence of 
the shock front velocity (us) on the target mass density (pO) 
is uf ape - o.45 * ‘.O*. Theoretical scaling of the shock front ve- 
locity at a steady state is simply from the equation of mass 
and momentum conservation across the shock front: 

Vf = [pf/(pf - po ) J ‘/2y9f=pQ- “2, (1) 
where P, po, and pf are the pressure, the initial density, and 
the compressed density by the shock wave, respectively. The 
scaling from the 1-D simulation was the same as the theoreti- 
cal one. The shock front speed in a normal density Al target 
(p = 2.69 g/cm3) was also measured by the thin foil tech- 
nique as mentioned above to be 3.5 & 0.5 x lo6 cm/set. 
Even with some laser absorption difference between the Al 
and polystyrene targets, the target density scaling of shock 
speed with the foam target is consistent with the result ofthe 
Al target. These experimental results and simulation indi- 
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cate that a shock wave is really created in the porous target 
and can be treated as a fluid based on the average density in 
our experiment. 

IV. DISCUSSION 
A. Data analysis 

With the above x-ray shadowgram, we can obtain the 
opacity and the velocity of the shock front and the pileup 
zone. In general, the opacity (r) is a function of temperature 
( T, ) and the density (p) as r =f( T,,p). Inferring the tem- 
perature, we can estimate the density with some function of 
the opacity and the pressure (P) by applying an equation of 
state (EOS) such as a relation of P = g( T,,p). 

A pure shock wave satisfies the Hugoniot relation in a 
steady state. With the acceleration of a shock front, the front 
may not completely satisfy the Hugoniot relation. However, 
considering an infinitesimal time interval, abrupt changes of 
the shock front parameters are small during the short inter- 
val. Then we can treat a shock front with an acceleration in a 
quasisteady state. Between the regions ahead of and behind 
the shock front, the pressure jump is large enough 
(P/P, $. 1) and the entropy changes suddenly. Further- 
more, the shock front here is always facing and propagating 
into the unperturbed region of solid material unless there is 
any anomalous energy transport before the shock. Then 
thermodynamic trajectory in the P-p plane of the front part 
is generally quite close to the Hugoniot condition. Thus we 
may apply the Hugoniot relation P = h( uJ,pJ) of Eq. ( 1) for 
a quasisteady state to the shock front (quasisteady model). 
The five parameters (v,, T,, PJ,p,, and r,-) in the shock 
front portion are related by the above three functions cf, g, 
and h) . From the experiment we can obtain two parameters 
( vr, and rY). Using the above functions, we can estimate the 
other three parameters (T,, P,-, andpf) as shown in Appen- 
dix A. 

The rear portion, namely the pileup zone, of the com- 
pression wave behaves quite differently compared with the 
shock front. The pressure and the density in the pileup zone 
change successively in space and the entropy change is 
smaller than that of the shock front. The thermodynamic 
trajectory in a P-p plane of the pileup zone should be some- 
where between the Hugoniot and adiabatic conditions and 
can be described as’ 

P(f) = poGo(o~po)” (2) 
For an adiabatic condition, (Y is equal to the adiabatic con- 
stant y which is ; for an ideal gas, and Eq. (2) is the Poisson 
adiabatic equation.‘” In the pileup zone, a becomes larger 
than y. It is shown in Appendix B that when the compression 
motion has a constant acceleration, one obtains the tempor- 
ally changing pressure of the pile up zone as a function of the 
density and the velocity: 

P(f) = [P(Wp(O) Iv, *(VI3 + coypu) 

= (l/a)u(O*p(t), (3) 
where P(O), p(O), and u, are the pressure, the compressed 
density, and the velocity at a given time t = 0. This feature is 
satisfied not only in the pileup zone but also in the shock 
front portion of an acceleration phase. 
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If we take u(t) in Eq. (3) as the shock wave velocity, Eq. 
(3) is satisfied only for an acceleration phase and not for a 
deceleration phase or a rarefaction wave. However, as shown 
in Fig. 3, the R point in the pileup zone is quite cIose to the 
ablation surface which works as a piston producing a shock 
wave. Then it is reasonabIe to assume that the velocity of the 
R point is almost equal to the piston velocity. In this assump- 
tion Eq. (3) is also extended extensively to a deceleration 
phase as shown in Appendix B. Therefore, even if the portion 
follows with a variable acceleration or deceleration, we are 
able to use Eq. (3 ) for quasiconstant acceleration or decel- 
eration within an infinitesimal time interval (quasiconstant 
acceleration model). Using Eq. (3) and an EOS we can esti- 
mate the pressure, the temperature, and the compression of 
the R point from the obtained velocity and the opacity data 
as shown in Appendix A for a quasiacceleration model. 

B. Shock front property 

Figure 6 (a) shows the temporal behaviors of the shock 
front velocity and the compression ratio of the shock front 
density ps to the initial density pa for a 0.1 g/cm3 density 
target. The time histories of the temperature and the pres- 
sure at the shock front are shown in Fig. 6(b). These param- 
eters are evaluated with the quasisteady model. 
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FIG. 6. Shock front property evaluated with streak data and the quasi- 
steady model. (a) TemporaI behaviors of F-point (shock front) velocity 
(u,) and compression ratio (p/p,,) to the initial density for a 0.1 g/cm 
density target. Closed circles and triangles are v, and,o,/p* (b) Time his- 
tories of the temperature ( T,) and the pressure (P,) of the F point. Closed 
circles and triangles are P, and T, . Open circles are implied for the compres- 
sion ratio of 5.5 and indicate the maximum limit. 
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Two phases are clearly seen in Fig. 6(a) or in the time 
history of the shock front velocity: (i) a phase of accelera- 
tion, and (ii) a phase of constant velocity. The shock front 
travels with a near constant acceleration of 5 X lOI cm/set* 
until about 500 psec after the laser peak and a final velocity 
of 1.5 X 10’ cm/set is attained. A detailed acceleration prop- 
erty in the early time of the laser pulse has not been observed 
experimentally but the acceleration should vary during the 
rise of the laser pulse according to the simulation. If the 
shock front would behave as a single shock wave satisfying 
the Hugoniot relation, there would be no acceleration of the 
shock front. Thus we have to deduce the shock parameters of 
an acceleration phase from the quasiconstant acceleration 
model. However, the pressure deduced from the quasicon- 
stant acceleration model [ Eq. (3) ] is similar to that from the 
quasisteady model [ Eq. ( 1) ] within 10%. Then the expo- 
nent a in Eq. (2)) which indicates the thermodynamic prop- 
erty in the P-p plane, was more than 7. Here a can be estimat- 
ed by Eq. (B9). The time history of the compression ratio 
indicates that the compression ratio is almost constant at 
about 5.5 in the acceleration. Even during an acceleration 
phase, the thermodynamic condition in the shock front is 
close to the Hugoniot curve in the thermodynamic trajector- 
ies and is near the limit of the strong shock condition 
(P,/P& 1). Thus the results of the pressures from both 
models and the time history of the compression ratio indi- 
cate that it is reasonable to apply the quasisteady model in 
the shock front portion to this experimental condition. 

en by the shock velocity as 

where K = p/p0 (compression ratio). For K = 4 ( y = 5)) 
the velocity of 1.5 x 10’ cm/set leads us to estimate the tem- 
perature to be 77 eV at the average charge state of2 = 3. If K 
is larger [for example, 5.8, which corresponds to the maxi- 
mum points of the compression ratio in Fig. 6(a) ], the tem- 
perature becomes lower (59 eV) than the above value. This 
level of the temperature (59-77 eV) is estimated with the 
assumption of the ideal plasma condition. The temperature 
above is quite consistent with the peak temperature (72 eV) 
in Fig. 6(b) where information about the opacity is includ- 
ed. Thus it is proved that with our experimental conditions 
the shock front is close to an ideal plasma condition. 

C. Pileup zone property 

Figure 7 shows the temporal behaviors of the velocity, 
compression ratio, pressure, and temperature estimated 
from the quasiconstant acceleration model at the R point for 
a 0.1 g/cm” density target. It is found that there are two 

0 
z 
2 

The temperature and pressure at the shock front in- 
crease during the shock acceleration as shown in Fig. 6(b) . 
The maximum pressure and temperature become 19 Mbar 
and 72 eV, respectively, at 500 psec after laser peak. In gen- 
eral, the ablation pressure also increases with laser intensity 
but reaches its maximum at the laser peak. Such a time delay 
of the peak pressure at the shock front is due to the finite 
traverse time from the ablation front to the shock front. 
More detail of this delay will be presented in the following 
discussion (Sec. IV D). 
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To show the applicability of the EOS model in our data 
processing, we estimate the temperature here using an EOS 
for ideal plasmas. In the observed temperatures and densi- 
ties, the plasma at the shock front should be nondegenerate 
since the Fermi temperature is estimated to be about 10 eV, 
which is smaller than the estimated electron temperature 
(50-70 eV) at the shock front.14 The ion coupling param- 
eter I?, which is the ratio of the screening energy to the ther- 
mal energy,15 is estimated to be I<1 for the temperature 
T,)50 eV. These results may imply that the plasma at the 
shock front is close to the ideal plasma condition.‘4 For the 
ideal plasma approximation, the pressure is given by an EOS 
in a partially ionized gas as 

30 

F 
a 

i 
Q) 

Of VW 
it 
Q) 

E” 
: 

Time (nsec) 

P = P, + Pi + P, =n,kT, + n,kT, 

=ps [ (2 + WAm,]kr, (4) 
where P,, P,, and P, are the electron, ion, and radiation pres- 
sures, respectively. The radiation pressure is dropped here 
because the value is negligibly small (only 0.006% of the 
total plasma energy is estimated to be used for the radi- 
ation). Combining Eqs. ( 1) and (4)) the temperature is giv- 

FIG. 7. Pileup zone property estimated from the streak data and the quasi- 
constant acceleration model. (a) Temporal behaviors of R-point (pileup 
zone) velocity (u,) and compression ratio (P,/P~, ) to the initial density for 
0.1 g/cm’density targets. Closed circles and triangles are u, andp,/p,. (b) 
Time historiesofthe temperature ( T,) and thepressure (P,) oftheR point. 
Closed circles and triangles are P, and r,. Small ctosed circles are the rela- 
tive absorbed laser intensity (2, ). The profile of the dot-dashed line in the 
first halfis approximated as 750 psec near Gaussian. The pressure profile of 
the solid line is given by Eq. (7) for,8= 0.55 or P,(t) = fzf*. 
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different phases in the time history of the velocity before and 
after the laser peak: (i) a phase of acceleration, and (ii) a 
phase of deceleration. 

During the phase of acceleration, the compression [Fig. 
7(a) 1, the temperature [Fig. 7(b) 1, and the pressure [Fig. 
7(b) ] increase with time. Though the compression at the 
shock front portion is almost constant at 5.5 in the accelera- 
tion phase as in Fig. 6(a), the compression ratio at the R 
point changes from 5.7 to 7 and is larger than the value in the 
shock front region. At the R point, multiple shock waves are 
created where the incoming shock waves from the ablation 
surface pile up. This part has a higher compression than the 
shock front portion. The exponent a (the thermodynamic 
property) in Eq. (2) is from 2.5 to 4; its magnitude is smaller 
than that of the shock front portion ( 27) and larger than the 
adiabatic constant y (3 for ideal gas). The compression at the 
pileup zone is closer to an adiabatic condition than that in 
the shock front region and satisfies the approximate Hugon- 
iot condition. The maximum temperature (57 eV) at the R 
point is lower than that (72 eV) of the shock front in spite of 
the fact that both regions have the same magnitude of maxi- 
mum pressure. This is also consistent with the adiabatic con- 
dition. In the pileup zone, the successively increasing abla- 
tion generates weak shock waves and multiple shock waves 
pile up. Then the pressure at the pileup zone graduahy 
changes in an infinitesimal spatial interval and the R point is 
compressed with a small change of the entropy. 

During the deceleration phase, the density, tempera- 
ture, and pressure decrease. When the absorbed laser inten- 
sity decreases, the pressure at the ablation surface drops. 
Then the rarefaction wave propagates into the target, even- 
tually overtaking and attenuating the shock wave in the 
pileup zone. 

The pressure behavior at the R point in the pileup zone 
is temporally different from that of the shock front. The tem- 
poral profile of the R-point pressure should be close to that 
of the ablation pressure since the R point is spatially close to 
the ablation front until 250 psec after the laser peak, as 
shown in Fig. 3. The ablation pressure generally depends on 
the absorbed laser intensity and is simply described as the 
scaling of P, a It, where@ is a constant and depends on the 
ablation model.4*6~‘6*‘7 The absorbed laser intensity profile 
obtained from the experiment is also shown in Fig. 7 (b) as a 
dot-dashed line. The first half of the absorbed laser intensity 
can be approximated with a Gaussian 750 psec FWHM as 

I(t) = I, exp[ - 4 In 2(t(psec)/750)*] . (6) 

Thus the pressure at the pileup zone will be given by 

P(t) = Pm,, exp[ - 4 In 2P(t(psec)/750)‘1 . (7) 

The data points are fitted with Eq. (7), using fl= 0.55 as 
shown in Fig. 7(b) using a solid line connecting the closed 
circles. The intensity dependence of the pressure is obtained 
as Pa 1255 from the figure. This scaling is in good agreement 
with the ablation pressure scaling reported in the previous 
experimental results with plane targets.” Thus we conclude 
that the pressure characteristics at the R point reflect those 
of the ablation front. 

D. Energy transport 
From the above data analysis of the shock front and the 

pileup zone, 19 Mbar of ablation pressure is attained. How- 
ever, 1-D simulation gives a peak pressure of 29 Mbar for the 
experimental condition here with the flux limiter f = 0.6, 
where the predicted absorption in the simulation is in agree- 
ment with the measured one within the experimental errors. 
Even with a very limited flux off = 0.03, the predicted abla- 
tion pressure drops only to 26 Mbar, still much larger than 
the measured one. The ambiguity of the observed x-ray in- 
tensity, which stems from the degradation due to the finite 
spatial resolution and/or the 3-D effect of the edge rarefac- 
tion, may underestimate the density and the pressure. Sup- 
pose that the observed x-ray intensity through the shock per- 
turbed region is two times lower than the original 
transmitted intensity, and the observed pressure rises to 25 
Mbar. However, this forced factor of two reduction of the x- 
ray intensity exceeds the experimental error. The reported 
scalings of the ablation pressure including lateral energy loss 
with planar targets or with small spot diameter experiments 
give a range of pressures from 12.4 to 18.5 Mbar with our 
experimental condition. ” The lateral heat loss is likely to be 
one of the important factors for explaining the discrepancy 
of the peak pressure between the experiment and the 1-D 
simulation, though we have not checked this using 2-D sim- 
ulations. If the code is run at 74% of the absorbed energy (in 
other words the other 26% is thrown away for the lateral 
energy loss), the shock trajectory from the simulation 
achieves good agreement with the experiment. At this simu- 
lation condition, the peak pressure and compression ratio at 
the R point are 20-21 Mbar and 8.3-8.8, respectively, when 
the temperature is 55-60 eV. The simulated temperature is 
close to the experimental one (57 eV) while the compression 
from the experiment (7) is lower than the simulation. The 
porosity effect may also be one of possible mechanisms for 
explaining the discrepancy between the experiment with the 
porous targets and the simulation with average density ma- 
terial. It has not been confirmed whether the porosity is re- 
sponsible for the above discrepancy from the experimental 
observation. 

From Figs. 6(b) and 7 (b) the pressure profile of the F 
point is delayed compared with that of the R point and the 
time lag increases with time. The pressure at the F point 
maximizes at 500 psec after the laser peak but the peak pres- 
sure at the R point appears only at 100 psec after the laser 
peak. Such a time lag of the peak pressure indicates the finite 
traverse time for the shock propagation through the com- 
pression region. The temporal change of the time lag is due 
to the increase of the distance between the Rand the F points 
with time as shown in Figs. 3 and 5. In a moving frame of the 
shock compressed region between the F and R points, each 
one of the multiple shock waves travels successively and adi- 
abatically from the R to F points. Then the pressure infor- 
mation created at the ablation surface is transported to the 
shock front region with an order of the sound speed since in 
the limit of a weak shock the entropy approaches zero 
(P, - P,)/P,+O and the wave speed is equal to the sound 
speed in the moving frame (between the R and F point).13 
For this time lag (400 psec) and the traverse distance (25 
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pm) between the F and R points, the corresponding speed is 
estimated to be 6 X lo6 cm/set. This value is equivalent to 
the sound speed of a plasma temperature of 65 eV with an 
average charge state 2 = 3. This averaged temperature 
between the F and R points from + 100 psec to + 500 psec 
is in good agreement with theestimation of the temperatures 
as shown in Figs. 6 (b) and 7 (b) . This agreement indicates 
that in the compressed region (pileup zone) from the R to F 
points the entropy change is small and the thermodynamic 
condition is closer to the adiabat than the Hugoniot condi- 
tion. 

Finally we consider the fraction Fs of the absorbed ener- 
gy used to sustain the shock wave. The energy flux 1’ result- 
ing from the work done by the shock pressure P is I’ = Pu, 
where u is the fluid velocity behind the shock front deduced 
from the conservation of mass and momentum across the 
shock front as IL = ( 1 - l/K) u, . Then F, is identified with I’ 
relative to the absorbed laser intensity I, as 

1 fis p+ I-- -( 
a ( > K 1, 

(8) 

For our measured conditions (P = 18 Mbar, u, = 1.5 X 10’ 
cm/set, K = 5.5, and 1, = 2.1 X lOI W/cm’), we obtain 
F, = 10%. Other energy fluxes of the absorbed ffux will be 
used for the creation of axial thermal conduction, outward 
kinetic energy, and lateral heat loss. 

V. SUMMARY AND CONCLUSIONS 
Laser-induced shock wave propagation in CD porous 

targets was observed with x-ray streak shadowgraphy. Tar- 
get average-mass densities of 0.1 g/cm3 and 0.2 g/cm3 were 
used. The final shock wave velocities were 1.5 X 10’ cm/set 
and 1.1 x lO’cm/sec, respectively. The density scaling of the 
velocity was u, ccp - o.45 * ‘.02, whose scaling was consistent 
with a shock speed measured in normal density Al targets 
and was also in good agreement with a simple scaling from 
the Hugoniot relation. Such a result indicates that a shock 
wave is created in the CD porous target with our experimen- 
tal condition. The x-ray shadowgraphy shows clearly a 
shock formation in the porous targets, which is composed of 
two parts: a shock front and a following pileup zone of multi- 
ple shock waves. Using a quasisteady model for the shock 
front and a quasiconstant acceleration model for the pileup 
zone, temporal histories of the temperature, the pressure, 
and the compression ratio at two different points are estimat- 
ed from the measured shock velocities and the opacities. 
Maximum temperature and pressure at the shock front for 
the 0.1 g/cm3 targets are estimated to be 70 eV and I9 Mbar, 
respectively. The same maximum pressure is attained in the 
pileup zone but the compression ratio (p/p,) and the tem- 
perature ( T,) in the pileup zone (p/p0 = 5.7-7 and 
T, = 57 eV) are higher and lower than those of the shock 
front (p/p0 = 5.5 and T, = 72 eV). The temporal protile of 
the pressure at the shock front also differs from that of the 
pileup zone. The pressure at the pileup zone reaches its maxi- 
mum at about the peak of the absorbed laser intensity. The 
temporal profile indicates the absorbed laser intensity scal- 
ing as P-I, ’ 55, the same as the reported ablation pressure 
scaling. However, the pressure at the shock front is delayed 

and reaches its maximum at 400 psec after the peak of the 
pileup zone pressure. This time delay is due to the finite 
traverse time of the shock from the ablation to the shock 
front. The time lag of the peak pressure between the shock 
front and the pileup zone gives temperature in the shock 
compressed region. Assuming a small entropy change in the 
compressed region (pileup zone), the temperature ( 65 eV) 
deduced from this time lag is consistent with the result (57- 
72 eV) from the shock velocity and the opacity. Comparing 
the shock parameters and the temporal profiles of the pres- 
sure between the shock front and the pileup zone, it is con- 
cluded that the pileup zone followed a thermodynamic con- 
dition closer to the adiabat than the shock front. 

ACKNOWLEDGMENTS 
We are indebted to Dr. C. Uamanaka, Dr. Y. Kato, Dr. 

M. Nakatsuka, Dr. T. Jitsuno, Mr. M. Takagi, and Dr. T. 
Kanabe. This study would not have been possible without 
the technical support from the members of the GEKKO 
laser operation and devices, the plasma diagnostics and mea- 
surement, and the target fabrication groups. Their contribu- 
tions are gratefully acknowledged. 

APPENDIX A: EOS FOR DATA ANALYSIS 
Figure 8 shows the calculated results of the EOS (lines) 

with the various temperatures obtained from the well- 
known averaged atom model (AAM) ‘* for CD material 
with a 0.1 g/cm3 mass density. The dotted line indicates a 
trajectory according to Eq. ( 1) for a shock velocity obtained 
with the experiment (in this case uI = 1.5 x lo7 cm/set is 
used), The temperatures expressed on the dotted line are 
determined by the obtained opacity. The temperature on this 
dotted line frame increases with the compression ratio for a 
given opacity, since the opacity depends on the density and 
temperature. Assigning the cross point of the two curves 

---Eq.(l) shock front 

1(, ], ,i,;, , j 
123456789 

Gompression ratio ~Wi?d 

FIG. 8. Thermodynamic trajectories (lines) with various temperatures 
from AAM for CD material with 0.1 g/cm3 mass density. Dotted and dot- 
dashed lines are given by Eqs. ( 1) and (3), respectively. The temperatures 
expressed on the b&d dotted and dot-dashed lines are obtained from the 
experiment (opacity ) . 

742 Phys. Fluids i3, Vol. 3, No. 3, March 1991 Kodama et al. 742 

Downloaded 17 Jun 2011 to 133.1.91.151. Redistribution subject to AIP license or copyright; see http://pop.aip.org/about/rights_and_permissions



with the same value of temperatures as the real temperature, 
we have a unique solution for the pressure and the compres- 
sion. 

The dot-dashed line in Fig. 8 is given by Eq. (3) for a 
definite velocity and a. As shown in Fig. 8 the temperature 
can be determined uniquely within a 10% accuracy from the 
obtained opacity for the same reason as above. 

APPENDIX B: THERMODYNAMIC TRAJECTORY OF 
THE PILEUP ZONE FOR A QUASICONSTANT 
ACCELERATION MODEL 

When a compression wave’s motion has a constant ac- 
celeration, the time evolution of the pressure and the density 
in the pileup zone has been solved as shown in Refs. 1 and 13. 
If the thermodynamic trajectory of the discontinuity is from 
one Hugoniot curve to another, the instantaneous shock ve- 
locity is found as 

u:(t) = V*(t - At){[P(r) 

-P(t-A)l/[V(t--At) - V(t)]), (Bl) 
where v,, V, and Pare the shock velocity, volume, and pres- 
sure, respectively. For At-O, Eq. (Bl ) is modified to 

uf(t) = - V*(t) [&t)&t> ] = b(t)&(t). (I321 
When compression wave motion has a constant acceleration 
(a), Eq. (B2) is described as 

2 dp z = (at + 0,) dt. (B3) 

Substituting Eq. (2) into Eq. (B3), we obtain the time evo- 
lution of the pressure and density: 

p(t) =p(O)(l +(Zt/Ug)2’(a-I), (B4) 

P(t) =P(O)(l +Ot/Ug)2=‘(a--). (B5) 
Equations (B4) and (B5) yield 

P(t) = [P(ovp(o)lu,2(u, + atYp(t). (I361 
Assuming a thermodynamic relation P = p [p( C) 1, the time 
derivatives satisfy b = (6p/6p) *p, and (B3) yields 

Sp/Sp = (at + v,)*. (B7) 
Partially differentiating Eq. (2)) Eq. (B7) is modified to 

a(Po/po”)p(ty- = (at+ I&)*. 038) 
Using Eqs. (2) and (B8) for t = 0 we obtain the relation 

[ P(O)/p(O) ]u,- * = l/CL 039) 
The above treatment is not satisfied for a deceleration 

phase of the velocity. However, assuming that the velocity of 
the pileup zone v, is equal to a piston velocity U, which 
creates a shock wave or rarefaction wave, the above results 
can be extended to the deceleration condition. In the piston 
model the change of the piston velocity creates a discontin- 
uity of the pressure and the density at the front of the piston 
as 

U(t) - U(t - At) =j{[P(t, - P(t - At)] 

x [ l/p(t - At) - l/P(t) I)“*, 
(B10) 

where j = f 1, i.e., positive or negative. When j= + 1, 

(BlO) indicates that the piston is accelerated and a compres- 
sion wave is created. Whenj = - 1, the piston is decelerated 
and a rarefaction wave is created. In any case, for At+O, Eq. 
(B 10) is modified to 

Using Eq. (2) and (B 11) , we obtain 

0311) 

(B12) 

Equation (B 12) gives similar results on the time evolution of 
the pressure and the density, when compared with Eq. (B4) 
and Eq. (B5), as 

p(t) a U(t)2”a- I), (B13) 
P(t) a U(t)2a’(a--). (Bl4) 

Then, even in the piston model we can obtain the same rela- 
tion for the pressure, density, and velocity as in Eq. (B6). 
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