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Optical parallel array logic system. 2:

A new system

architecture without memory elements

Jun Tanida and Yoshiki Ichioka

An optical parallel array logic system—OPALS—is a new type of optical parallel digital computing system.
The OPALS optically implements array logic in parallel using techniques of image coding and 2-D correlation
for the coded image with a pointwise function called an operation kernel. The OPALS can execute any logical
neighborhood operation for binary images in parallel. In this paper we present a new version of the OPALS
that needs no memory elements. To construct this OPALS, we consider two useful techniques, i.e.,an optical
sequential logic technique and multiplex correlation based on wavelength multiplexing. Use of pipelined
processing together with the wavelength multiplexing technique gives the promise of eliminating memory
devices from the system. Consequently, the new version of the OPALS can be systematized with simpler
architecture compared with that of the OPALS presented in the previous paper. Computer simulation
verifies the appropriateness of operations of the new version of the OPALS,

I. Introduction

An optical computing technique utilizing the great
potential of light in information processing offers an
excellent means of large capacity and high-grade pro-
cessing. Light reads out signals in a 2-D plane and
processes them in parallel, so that large capacity of
processing is possible. Typical examples of high-
grade processing in optics are 2-D correlation and 2-D
Fourier transformation.! These waste much comput-
ing time when electronic computers are utilized. Re-
cently, much effort has been devoted to research in
optical computing.2-11

In the previous paper we presented a general-pur-
pose optical-digital computing system called the
OPALS (optical parallel array logic system).ll The
system effectively utilizes the advantages of the paral-
lel nature of light in information processing and in data
transfer. The OPALS can execute parallel array log-
ic!? using the techniques of both image coding and
correlation for the coded image with a pointwise func-
tion called an operation kernel. Any logical neighbor-
hood operation for binary images can be executed in
parallel on the OPALS.
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The OPALS that we proposed before needs three
types of spatial light modulator for latching images to
be processed, coding the images, and executing OR
operation for intermediate processed results. When
considering devices and techniques available today,
composition of such a version of the OPALS becomes
necessarily complicated to make up for imperfections
in the performance of these devices. For example, we
must use many imaging systems to connect the devices,
so that the whole system cannot but be huge. Also,
cascadability of the devices must be considered. In
addition, from the point of view of a computational
architecture, use of many spatial light modulators re-
stricts total performance of the OPALS because they
prevent information carriers from running free.
Namely, the more spatial light modulators that are
placed in the processing cycle, the more time is wasted
as the response time of the modulators, and processing
speed is reduced.

To improve the total performance of the OPALS,
two spatial light modulators for latching and or opera-
tion should be eliminated from the system. According
to the discussions of Huang? and Jenkins et al. * it is
better to use one-cycle delay by a feedback system
(Fig. 1) than to use special memory elements for latch-
ing data in optical computing systems. This one-cycle
delay can be accomplished by the period that the light
signal propagates through a feedback loop and by the
response time of logical devices. In this paper we call
this technique optical sequential logic. Using the one-
cycle delay technique, the spatial light modulator for
OR operation can also be eliminated. Asa result, only
spatial light modulators for coding images remain in
the OPALS.
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Fig. 1. Feedback system having memory function. Latching ele-
ments are used to hold data during one cycle of the logic unit.
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Fig. 2. Schematic diagram of the OPALS. An image to be pro-
cessed is put into the input port of the system, coded by an encoder,
and processed by an optical array logic processor. The result is put
out from the output port of the system or fed back to the encoder.

In this paper we propose a new architecture of the
OPALS without memory elements. First, we describe
a processing algorithm on the OPALS and discuss how
to eliminate memory elements from the system. Then
we present a multiplex correlation technique capable
of optically realizing the OPALS without memory ele-
ments. Finally, we show an architecture of a possible
version of the OPALS without memory elements. The
appropriateness of the operations on the new version
of the OPALS is verified by some computer simulation
experiments.

Il. OPALS and Its Processing Algorithm

The OPALS is a general-purpose optical-digital
computing system for binary image data. Figure2isa
schematic diagram of it. The signal flow in the system
is as follows. An image to be processed is put into the
system through the input port and processed by some
logical neighborhood operations. The resultant image
is put out from the system through the output port or it
is fed back for the next processing step. When an
auxiliary image is required by specific processing, it
can be put in through the input port, and logical opera-
tions can be performed between the fed-back and the
auxiliary images.
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Fig. 3. Procedure of processing by optical array logic according to

the expression (output) = PTO:[A,B] + PTO5[AB] + ... +

PTO,[A,B], where PTO and + mean product term operation and an
OR operator, respectively.
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Fig. 4. Examples of operation kernels. a;—ag in the function col-
umn shows identifiers of eight neighboring pixels of the center pixel
ap. They are numbered counterclockwise through a;-as.

Processing on the OPALS is based on the concept of
optical array logic described in Ref. 10. Optical array
logic is executed by two processing steps, i.e., coding of
images to be processed and a combination process of
the coded image. Any logical neighborhood operation
can be carried out by optical array logic. A sort of
operation in optical array logic is selected by an opera-
tion kernel used for 2-D correlation with the coded
image. An operation kernel determines the combina-
tion mode of the coded image, so that a series of opera-
tion kernels defines the processing program to be exe-
cuted. Figure 3 indicates the processing procedure
based on the concept of optical array logic and Fig. 4
shows some examples of operation kernels.

In optical array logic, a logical operation is divided
into two suboperation steps: (1) product term opera-
tions for input images and (2) product sum (OR opera-
tion) for the product terms (the result of the product
term operations). A productterm operationis defined
as a logical operation expressed by a logical product of
logical variables P;s and their negations P;13 Tt has
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Fig. 5. Processing algorithm of the OPALS with the original archi-
tecture: (a) signal flow among registers; (b) status of the registers at
individual steps of processing consisting of n product terms. In this
case 2n steps are needed.

been proved that any logical operation can be ex-
pressed by the logical sum of several product term
operations.13

As shown in Fig. 3, a product term operation is
achieved by 2-D correlation for a coded image with an
operation kernel and decoding process. Decoding is
merely sampling every other pixel of the correlated
image. Here, decoded dark and bright signals (pixels)
express logical values true (1) and false (0), respective-
ly (dark—true logic). After executing the required n
product term operations for the same image, OR opera-
tion is carried out for the results obtained by these
product term operations. Since the results of product
term operations should be interpreted by dark-true
logic, the OR operation is the operation providing true
logic when any one of its operands is dark logic. The
result of the OR operation is that of the desired logical
operation consisting of n product terms. Using the
same procedure, any logical operation can be executed
by optical array logic.

Although, in Fig. 3, n product term operations are
shown as being executed concurrently, individual op-
erations are actually executed time sequentially to use
spatial light modulators efficiently. To explain this
time-sequential operation, we introduce the concept of
register. We define a register as a container for an
image datum to be processed. This term is also used to
identify the operand of a parallel operation, e.g., OR
operation for registers A and B.

To execute optical array logic time sequentially, four
image registers are used and connected in the manner
shown in Fig. 5(a). In this case, as shown in Fig. 5(b),
2n operation steps are needed for completing a logical
operation consisting of n product terms. Therefore,
this processing has disadvantages in processing speed.

If special-purpose spatial light modulators for OR
operation are used, processing speed can be reduced.
In this case, additional spatial light modulators are
required for latching images in registers 4, B, and D.

Therefore, three types of spatial light modulator for
coding, latching, and OR operation must be used for
constructing the OPALS. However, various problems
arise from the use of many types of spatial light modu-
lator because of the imperfections in the performance
of devices developed today. As discussed in Sec. I,
system compactness, device cascadability, delay time
by many spatial light modulators, etc. must be consid-

- ered.

lll. Pipelined oR Operation

To simplify the architecture of the OPALS, the use
of an optical sequential logic technique?* is desirable.
Optical sequential logic is a technique to realize any
sequential logic using an array of logic gates and an
optical feedback system. As shown in Fig. 1, feed-
backing outputs of a logic unit (or an array of logic
gates) into inputs of a logic unit with one-cycle delay
offers a means of sequential logic. The most salient
feature of this technique is that no memory device or
element isrequired. Using this technique, one version
of the OPALS with a simple architecture can be con-
structed.

From the processing algorithm in Fig. 5, it is found
that the following operations are executed for the reg-
isters. They can be expressed by a notation of sequen-
tial logic as

PTO[A,B] — C, (1)
C+D—D, (2)

where the capital letters are the identifiers of image
registers, PTO[A,B] is a product term operation for
registers A and B, and + indicates an OR operator.
The arrow indicates the destination of feedbacking,
namely, the result of the operation of the left term is
fed back into the register indicated by the right term
with one-cycle (step) delay.

Operations of latching images in registers A and B
are also expressed by

A—A, 3
B—B. (€Y

That is, the contents of registers A and B at the & step
are sent to registers A and B themselves at the & + 1
step, so that the contents of the registers are substan-
tially preserved even if the registers do not have any
memory function. Inthe following sections we assume
that registers have no memory function.

Register A plays a role as an input port as shown in
Fig. 2. Thus, we may assume that the contents of
register A are latched by another memory element
outside of the OPALS. The OPALS can be construct-
ed under this assumption if the three sequential logic
operations described by Egs. (1), (2), and (4) are exe-
cuted at the same time.

We consider how to implement these operations
concurrently. Since the operation according to Eq. (2)
needs the result obtained by Eq. (1), operations of Eqs.
(1) and (2) cannot be performed simultaneously.
However, both operations of Eq. (2) at the & step and
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Fig.6. Processing algorithm of the OPALS when implementing OR

operation in pipelined fashion: (a) signal flow among registers; (b)

status of the registers at individual steps of processing consisting of n
product terms. n + 1 steps are needed for the processing.

Eq. (1) at the k + 1 step can be achieved simultaneous-
ly if pipelined processing is used. Figure 6(a) shows
the processing flow in a pipelined fashion and Fig. 6(b)
indicates signal status at each step of a logical opera-
tion consisting of n product terms. In this case,n +1
steps of operation are needed for completing the stated
processing. When n > 1, the number of steps is re-
duced compared with the case using the algorithm of
Fig. 5(b).

The technique described above can be optically
achieved using a multifunctional system capable of
executing several independent operations concurrent-

ly.
IV. Multiplex Correlation

Optical array logic has the capability of performing
several logical operations simultaneously. Multiple
logical operation can be executed by a multiple correla-
tion technique. This technique consists of multiple
correlations by multiplex light carriers with different
wavelengths and separation of the results of the multi-
ple correlations by bandpass filters. We call this tech-
nique multiplex correlation, which can be utilized on
demand.

To implement multiplex correlation, processing pa-
rameters such as the number of light carriers and the
manner of data arrangement must be determined be-
forehand. For simplicity, we consider the case using
four light carriers with different wavelengths and a
data arrangement shown at the right-hand side of Fig.
7. The data to be processed are so arranged that
corresponding pixels in four image registers, P, @, R,
and S, are interleaved in the manner shown in Fig. 7.
Thus the pixel size of this interleaved datum (or inter-
leaved register) is four times larger than that of each
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Fig. 7. Data arrangement on spatial light modulators used for
multiplex correlation. This arrangement is obtained by interleav-
ing corresponding pixels in four image registers, P, @, R, and S.
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Fig.8. Schematicdiagram of amultiplex product term operationin

a logic element. The upper part is the procedure of an actual

operation, which can be divided into four independent product term
operations as shown in the lower part.

image register. A set of four pixels arranged in square
array serve as the pixel element for an image point.

According to the terminology used by Jenkins et al.,8
we define an image point as the resolution element of
an image to be processed, while we refer to the resolu-
tion element on an image register as a pixel. Also we
refer to the set of pixels in an interleaved register
associated with an image point as a pixel element.

Figure 8 shows the procedure of multiplex product
term operations for a couple of pixel elements. Quad-
ruplex light carriers are employed to achieve multiple
correlations of a coded image and four different opera-
tion kernels. A correlated image mixed with four dif-
ferent wavelengths of signals is obtained, which can be
separated by a decoding mask with bandpass filters.
Thus, the following four product term operations are
implemented concurrently:

PTOI[P:Q’R,S’TyU’VJV] g X, (5)
PTOQ[P,Q,R,S,T,U,V,VV] Y, (6)



PTOZ![P:QvR)S)TinV’VVJ - Zy (7)
PTO4[P,Q,R,S,T,U,V,W] - Q, (8)

where P, Q, R, S, T, U, V, W, X, Y, Z, and Q are
identifiers of registers whose ij pixels are Dijs Qij» T'ij, Sijs
tij, Wij, Lij, Wij, Xij, Vij, 2ij, and w;j, respectively; the sub-
script to PTO means an identifier of a product term
operation. These four operations are a set of opera-
tions for a couple of pixel elements.

Figure 9 is an example of an optical setup capable of
achieving the multiplex logical operation. A coded
image is illuminated by an array of point sources. It is
assumed that individual point sources can emit light of
four different wavelengths independently. Instead of
such point sources, four sets of monochromatic point
source emitting at four different wavelengths located
at near coincident points!4 can also be used for the
source. The correlated image is obtained on the
screen. The system is set up such that shadowgrams
of ij pixels projected by the individual point sources
are superimposed on the screen, shifting one another
by an amount half of the projected pixel size along the
vertical and horizontal directions. A decoding mask
with four kinds of bandpass filter is used to separate
signals on quadruplex light carriers. Assembly of
bright and dark signals detected through the decoding
mask represent the result of multiplex logical opera-
tions.

It should be noted that the arrangement of output
data is equal to that of input data as shown in Fig. 8.
Therefore, the output image can be used as one of the
input images of the following processing without rear-
rangement. The multiplex logical operation tech-
nique can be utilized together with a feedback tech-
nique.

V. Possible System of the OPALS Without Memory
Elements

In Sec. III we noted the necessity of concurrent
operations of Egs. (1), (2), and (4) for eliminating
memory elements form the OPALS. In Sec. IV we
showed the usefulness of the wavelength multiplexing
technique for multiplex logical operations. In this
section we present a way of composing an actual sys-
tem for the OPALS.

Although a method of quadruplex operations using
light with four wavelengths is mentioned in Sec. 1V,
careful consideration reveals the fact that triple opera-
tions are also sufficient for constructing the OPALS,
that is, three concurrent operations of Eqgs. (1), (2),and
(4) are needed to construct the OPALS. Thus, we
assign the four registers of the OPALS to four of twelve
registers appearing in Eqgs. (5)—(8) in the following
manner:

A=P, ©)
B=T=X, (10)
C=U=Y, (11)
D=W=q. (12)
Registers @, R, S, V, or Z need not be used, so that they

POINT
SOURCES

Fig. 9. An Optical setup executing multiplex logical operations.

Each point source can emit light with four different wavelengths

independently. Four kinds of bandpass filter transmitting light

with any one of the four wavelengths are attached to the decoding
mask.

would be available for an extended version of the

OPALS in future. It should be noted that each pair of

registers, Tand X, Uand Y, or Wand Q, are assigned to

a common register in the OPALS to form a feedback

system.

To process an image on the OPALS without memory
elements the following operational steps are needed:
Step1: (a) Load the image to be processed into regis-

ter B from register 4, i.e., the input port.

(b) Clear register C.

(c) Set register D.

(a) Transfer the contents of register B into
register B.

(b) Execute a product term operation for reg-
isters A and B and transfer the result into
register C.

(c) Execute an OR operation for registers C
and D, and transfer the result into register
D.

Repeat step 2 until the desired product
term operations are completed.

(a) Transfer the contents of register D into
register B with/without inversion.

(b) Clear register C.

(c) Set register D.

Return to step 1 if iterative operation is
needed.

Some comments are necessary about treatment of
register D in this procedure Although OR operation
for registers C and D are to be executed in step 2, OR
operation is not a product term operation such as Eq.
(5). Thus, to implement this operation on the
OPALS, we treat the contents of register D by negative
logic. As aresult, Eq. (2) can be expressed by

C+D—D, (13)

Step 2:

Step 3:

Step 4:

Step 5:

where the overbar is an inverting operator. In Eq.
(13), the operand of the overbar should be interpreted
by negative logic. According to Demorgan’s theorem
(in Ref. 13) Eq. (13) is rewritten as

CD—D. (14)

Equation (14) is one of the product term operations
which can be executed by optical array logic.

Since the contents of register D are interpreted by
negative logic, this register is initialized as 1 in steps 1
and 4. After the stated processing, the pixels in regis-
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Fig.10. Signal flowinalogic element at each step in actual process-

ing: (a) step 1; (b) step 2; (c) step 4. Lowercases represent the
pixels in the interleaved registers.

ter D, whose values have turned into zeros, indicate
those with true logic. Thus, in normal use, the con-
tents of register D are inverted and transferred into
register B to execute iterative processing because the
contents of register B are interpreted by positive logic.
This inversion is optionally disabled.

Figure 10 shows signal flow among pixel elements at
steps 1, 2, and 4 of the specific processing. The same
processing is made for pixel elements associated with
all image points in the image to be processed. Hence,
we can carry out any parallel logical operation for 2-D
data.

Figure 11 shows one example of the operating pro-
cess of the OPALS simulated by a computer. Process-
ing is parallel extraction of edge points in a given
image. This processing is expressed by the following
logical operation:

dij = bybisry + bijbijoy + bydioy + b (15)

In Fig. 11, the contents of two input interleaved
registers (/LR.IN1 and ILR.IN2) and that of an output
interleaved register (ILR.OUT) are drawn with multi-
plex operation kernels (MOK) at individual processing
steps, which indicate an actual data arrangement dealt
with on the OPALS. Since the OPALS executes itera-
tive processing, the contents of ILR.IN2 at the k + 1
step is equal to the of ILR.OUT at the k step. The
contents of registers B, C, and D (REG.B, REG.C, and
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REG.D) composing the interleaved output register are
also drawn to facilitate understanding. Capital letters
mean 1 and a dot indicates 0 in the individual patterns
in Fig. 11,

The number of individual operation kernels ex-
presses the switching status of a point source by a
hexadecimal digit. We assume that a point source is
capable of emitting light with quadruple wavelengths
independently. Thus, each bit of the hexadecimal
number corresponds to the status of emitting light
with a specific optical wavelength. The least signifi-
cant bit is wavelength 1, the second bit wavelength 2,
the third bit wavelength 3, and the most significant bit
is wavelength 4. For example, 2 = (0010), indicates
the point source emitting monochromatic light of
wavelength 2, and 9 = (1001); indicates the source
emitting dichromatic light of wavelengths 1 and 4.

Now, we follow a processing sequence. An image to
be processed is put in register A (shown in ILR.IN1) at
step 1, and it is loaded into register B (shown in IL-
R.OUT or REG.B) at step 2. Register D (shown in
ILR.OUT or REG.D) is set at the same time. By
means of steps 3-6 the product term operations in Eq.
(15) are executed. The result of Eq. (15) is obtained in
register D at step 7 but the status of the result is
inverted. Since the data in register D should be inter-
preted by negative logic, the result is loaded into regis-
ter B after status inversion at step 8. The image in
register B at step 8 is the result of the operation accord-
ing to Eq. (15).

In processing steps 2-6, it should be noted that the
contents of register B do not change and that register D
acts as a latching element. Although we did not simu-
late any memory elements in this program, the same
function as a memory device can be attained by regis-
ter D. Processing for other applications can be per-
formed, changing a series of operation kernels. Thus,
a series of operation kernels shows the processing pro-
gram for the stated application.

Figure 12 is an example of an optical system achiev-
ing the procedure mentioned above, which is composed
of the same elements as the previously proposed
OPALS!! except for the memory devices. Use of lig-
uid crystal light valves (LCLVs)? for image coding is
assumed. A LCLV does not have any data memory
function so that this system has no spatial light modu-
lator for latching images.

For multiplex correlation, a multifocus imaging lens
with bandpass filters transmitting light with any one of
three wavelengths can be used. Figure 13(a) shows an
example of an optical element for this purpose, which
consists of an assembly of small pieces of prism, a
bandpass filter array, an optical shutter array, and an
imaging lens. Since the angle of each prismlet deter-
mines the amount of lateral shift of the focused image,
any operation kernel can be achieved when construct-
ing a prism array consisting of prismlets with desired
shapes. Light with a specific wavelength can be se-
lected by bandpass filters.

Figures 13(b) is an example of an address map indi-
cating wavelength and the amount of the image shift
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y a computer. Processing is to extract edge points in a given image. In

pattern blocks of individual processing steps, the contents of two input interleaved registers (ILR.IN1 and ILR.IN2), that of an output

interleaved register (ILR.OUT), and the multiplex operation kernel (MOK) are drawn. They indicate actual data arrangement in the OPALS.

The contents of registers B, C, and D (REG.B,REG.C, and REG.D) are also shown. These separated data are element images forming the im-
age in the output interleaved register.
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Fig. 12. System setup of the OPALS without memory elements.
Two liquid crystal light valves (LCLVs) are used for coding images.

A multifocus imaging lens is used for multiplex correlation.

by an array of prismlets. In this address map, the
wavelength of light to be passed is indicated by an
identifier, and amounts of shift of an image along
vertical and horizontal directions are expressed by a 2-
D vector designated by the unit of a half-amount of
pixel size. The overbar attached to the element of the
vector indicates a negative sign. Designing and con-
structing arrays of prismlets and bandpass filters ac-
cording to the address map, an OPALS capable of
implementing cellular logic!® can be composed.
Namely, all operation kernels needed to execute cellu-
lar logic can be realized, controlling the switching sta-
tus of the optical shutter array. This system has the
advantage of compactness of the system setup.

VI. Discussions and Conclusion

We have proposed a new version of the OPALS
without memory elements and showed a method of
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Fig. 13. Multifocus imaging lens used for multiplex correlation:
(a) optical setup; (b) address map of the prism array, where the
number on the top in each square cell shows the wavelength identifi-
er to be passed and the 2-D vector on the bottom indicates amounts
of shift of the focused image along the vertical and horizontal direc-
tions expressed by the unit equal to a half-amount of projected pixel
size. The overbar attached to the element of the vector indicates a
negative sign.

systematization. This system fully uses the great po-
tential of light in parallel processing together with the
wavelength multiplexing technique for its operation.
Although these types of optical-digital processor have
already been proposed,?4 their fundamental concept is
rather different from that of the OPALS presented
here.

The former systems assume use of fundamentally
fixed circuit lines or optical paths among logic gates.
Functions are controlled by optical signals provided
from outside the system. On the other hand, the
OPALS dynamically changes circuit lines or optical
paths themselves among logic gates and can more easi-
ly execute various kinds of processing than the former.
However, it is still difficult to conclude which system is
better for practical applications. The OPALS has
advantages in the ratio of the number of active gates to
that of all gates in a spatial light modulator, while the
earlier systems have advantages in great tolerance for
control of timing and fabrication. Since inthe OPALS
optical paths must be changed in a very short time,
control of the system should be rigid. More studies are
needed for solving this problem.

Multiplex correlation presented in this paper can
fully utilize the great potential of light in information
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processing. However, to achieve efficient multiplex
correlation, it is necessary to develop new types of
active device such as a light source capable of emitting
multiple wavelengths of light independently and an
optical shutter with variable transmitting characteris-
tics for light at specific wavelengths. Unfortunately,
devices with such desirable functions and performance
have barely been developed. However, it appears that
such useful devices may appear in the near future
because they are key devices in optical computing.
Although technical difficulties remain in the course of
making an actual system of the new OPALS without
memory elements, the system will be a powerful tool in
parallel processing when these problems are solved.
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