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Lateral energy transport in laser-produced plasmas has been studied by irradiating planar polystyrene
foils with 0.53-pm-wavelength, spatially nonuniform laser beams. Spatially resolved x-ray emission pat-
terns and spectra were recorded to infer the temperatures, ionization states, and time-integrated hydro-
dynamic histories of plasma originating from tracer layers embedded in the targets. The conditions of
the experiment have been simulated using a two-dimensional single Quid hydrodynamic code. The ex-

perimental results and code predictions are in good agreement, indicating that a moderate amount of ab-

lation occurs in the nonirradiated region of the target.

PACS number(s): 52.25.Fi, 52.25.Nr, 52.5Q.Jm, 52.65.Rr

I. INTRODUCTION

The success of a number of proposed applications for
laser-produced plasmas, such as direct drive inertial
confinement fusion and x-ray lasers, requires spatial uni-
formity in the energy coupling between the laser and the
ablating targets. The formation of hydrodynamic struc-
tures in the blowoff plasma due to nonuniformities in the
incident laser (whether inherent or artificially imposed)
and the inhuence of such structures on energy transport
are therefore of interest to the laser plasma community.
Electron thermal conduction has been thought to play a
central role in smoothing away such nonuniformity be-
twee~ the laser absorption and ablation surfaces. As a
first approximation to this effect the steady state cloudy
day model [1] predicts that lateral ablation pressure
nonuniformities of spatial wave number k will be damped
by the factor exp( kD), wh—ere the standofF distance D
represents the separation between the laser absorption
and ablation surface. Manheimer, Colombant, and
Gardner presented a somewhat enhanced model [2]
(henceforth termed the MCG model) in which the linear-
ized Quid equations were solved self-consistently with
classical thermal conduction under the assumption of
near-one-dimensional Aow with weak lateral perturba-
tions. In this model hydrodynamic pressure perturba-
tions produce an additional smoothing factor of approxi-
mately exp( —1.34kD).

A number of experimental studies aimed at character-
izing the thermal smoothing process have relied on rear-
side measurements of the velocity of planar foils ac-
celerated by spatially modulated laser beams. In early
work, conducted by Obenschain and co-workers using
1.05-pm laser light at intensities up to 10' W/cm [3],
ablation uniformity as inferred from Doppler shift or im-
pact foil techniques was reported to increase with laser
intensity. Later x-ray shadowgraphy measurements [4,5]
of the rear side of foils illuminated by 1.05-, 0.53-, and

0.35-pm lasers have indicated a progressive reduction in
smoothing with decreasing laser wavelength. Such re-
sults are in accordance with one-dimensional steady state
models [2,6] that predict the standofF distance to scale as
I,b, k . More recent1y, temporally and spatially
resolved optical measurements of the shock breakout at
the rear of nonuniformly irradiated foils have been per-
formed, which indicate significant smoothing of 0.53-pm
light at intensities above 5 X 10' W/cm [7]. The
highest spatial resolution yet achieved in such experi-
ments (1 pm) suggests the degree of smoothing to lie be-
tween the predictions of the cloudy day and the MCG
models [8].

A limited amount of complementary work, relying
mainly on x-ray diagnostics, has been done to character-
ize lateral transport at the ablation sides of targets. In
one experiment in which spatially modulated 0.27-pm
light was focused onto plastic-coated aluminum targets,
profiles from x-ray pinhole images revealed no evidence
of widening of the ablation front [9]. Two-dimensional
high-resolution x-ray images indicate that even in beams
optically smoothed by induced spatial incoherence tech-
niques, small scale illumination nonuniformities present
during the very early times can create persistent struc-
tures at the ablation front, which remain for the duration
of the pulse [10]. These measurements call into question
the efBciency of the thermal smoothing process. In addi-
tion to these studies, a number of experiments undertak-
en with single unmodulated beams have addressed energy
transport into the target substrate beyond the laser focus.
Observed difFerences in the intensity scaling of mass abla-
tion rates as inferred from ion versus x-ray diagnostics
have been attributed to the existence of a region of abla-
tion outside the focal spot [11,12]. However, broadband
x-ray microscope images of the focal spot have revealed
little evidence of lateral heating of the target for the laser
wavelengths of 1.05 and 0.53 pm and intensities of 10'
W/cm [13]. At somewhat higher intensities of
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(0.5 —1)XW/cm, pinhole images from aluminum planar
targets have revealed soft-x-ray emission features adja-
cent to the target surface that extend as much as 100 pm
beyond the focal spot; these features may be due to heat-
ing of the substrate by supratherrnal electrons [14]. Re-
cently, time-resolved x-ray images of exploding titanium
foils have revealed ring-shaped heat fronts with radial ex-
pansion velocities indicative of thermal Aux inhibition
[15].

In this paper we describe a set of measurements aimed
at assessing the effect of lateral transport by using the
spatially resolved signature of x-ray emission from multi-
layer planar targets. Two focal spot conditions were used
in order to assess lateral energy transport directed (1)
outward from the edge of a single laser spot and (2) be-
tween two hot spots of a nonuniformly irradiated target.
In parallel with the experiments, a number of simulations
were conducted on a two-dimensional hydrodynamic
code. The code was capable of simulating multilayer tar-
gets and included an atomic physics package that allowed
numerically generated x-ray emissivity patterns to be
compared with experimental images.

II. EXPERIMENTAL DETAILS

The experiments were conducted using the GEKKO
IV neodymium glass laser at the Institute of Laser En-
gineering of Osaka University. Shaped pulses with a
Gaussian temporal profile and a nominal full width at
half maximum (FWHM) of 860 or 400 ps were frequency
doubled by a type-II potassium dihydrogen phosphate
(KDP) crystal and focused at normal incidence onto pla-
nar polystyrene (CH) targets of thickness 15—18 pm. The
pulse selector and isolation units in the early stages of the
laser limited the prepulse level to less than 2 X 10 times
that of the main pulse. An infrared-absorbing filter posi-
tioned after the KDP crystal attenuated the unconverted
1.05-pm light by a factor of approximately 10 .

For the first of two focal conditions, nonuniform irra-
diation conditions on target were created by inserting a
mask of parallel opaque strips into the beam and posi-
tioning the target to lie on the convergent side of best
focus. The resulting focal spot consisted of alternating
regions of high and low intensity of equal width (56 pm),
superimposed within a nominal focal spot diameter of
300 pm, with most of the laser energy deposited in two
strips situated on either side of the laser axis. The peak
intensities for this focal condition ranged from 3 X 10' to
3 X 10' W/cm . For the second focal condition the tar-
get was positioned to produce the tightest possible focal
spot resulting in intensities of up to 3X10' W/cm
within a 110-pm-diam spot.

The targets consisted of polystyrene foils onto which
single signature layers of aluminum (Al) or double layers
of sodium fluoride (NaF) over aluminum were vacuum
deposited. The layers were of thickness 0.1 pm and were
buried under an additional CH overcoat of thickness
varying from 0 to 1.2 pm. By using such targets it was
possible to record x-ray signatures from material origi-
nating from differing depths in the targets, thus providing
a record of the spatial structure of the ablation front as it
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FIG. 1. Top view of the target chamber and diagnostics,
which included a Brag g crystal spectrometer (XCS), x-ray
pinhole camera (XPC), visible Schwarzschild microscope
(VSM), and optical streak camera (OSC). After the laser beam
was frequency doubled using a KDP crystal and infrared filter
(IRF), a fraction of the light was diverged to an energy calonm-
eter (C). A mask (M) was inserted into the beam when spatial
modulations were required. Back-lighting halogen lamps (L)
and target monitors (TM) enabled accurate positioning of the
focal spot and target.

progressed through the signature material.
The placement and orientation of the various diagnos-

tics are shown from the top view in Fig. 1. The lines of
sight of the target chamber diagnostics all lay in the
equatorial plane of the chamber. The laser entered the
chamber at an angle of 35.5' with respect to this plane.
The x-ray emission from the target was captured by a
pinhole camera (XPC) of resolution 10 pm and a Bragg-
crystal spectrometer (XCS). Both the XPC and XCS
used Kodak DEF film as the recording medium and both
instruments featured a beryllium entrance window that
provided an energy cutoff at 1 keV. The filter effectively
attenuated the emission originating from the CH plasma
while transmitting a large fraction of the signature emis-
sion. The XCS incorporated a T1AP crystal that Bragg
reflected the x rays over the range 5 —12 A, allowing the
K-shell emission lines of the highly stripped Al and Na
ions to be recorded. The relative strengths of the helium-
like and hydrogenlike lines provide a temperature sensi-
tive diagnostic above 300 and 200 eV for the species Al
and Na, respectively. A 35-pm-wide entrance slit provid-
ed spatial resolution of the emission along one direction.
Due to the limitations imposed by the port configuration
of the target chamber it was not possible for both instru-
ments to concurrently resolve along the direction of the
modulations. Consequently, the orientation of the beam
mask was alternated throughout the experiments to pro-
vide XPC- or XCS-resolved records of the modulated x-
ray structure. Throughout the course of the x-ray experi-
ments, the laser energy on target was recorded by divert-
ing a fraction of the beam to a volume absorbing calorim-
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eter. The temporal profile of the laser was captured by
150 cm of optical fiber and relayed to a Hamamatsu C979
streak camera.

In addition to these diagnostics a visible Schwarzschild
microscope [16] (VSM) was used to characterize the focal
spot in the independent series of measurements described
in Sec. III. The instrumental resolution of 3 pm in the
visible was determined by the Rayleigh criterion applied
to the acceptance angle of the instrument. The instru-
ment imaged visible light onto Kodak 3200 black and
white film. A calibration of this film was performed by
exposing samples through a green filter and neutral densi-
ty step wedge.

III. CHARACTERIZATION OF THE FOCAL SPOT

Prior to the x-ray experiments, measurements were
taken to characterize the intensity distribution on target
for both focal conditions, to be used as input parameters
for the simulations. It was also desirable to verify, for the
case of the spatially modulated beam, the spatial period
of the intensity modulations on target and the amount of
diffracted light that could be expected to fall in the low-
intensity or "shadow" regions of the target. For the case
of the tight focus condition, the intensity levels that could
be expected outside the nominal focal spot radius were
estimated. Since imperfections in the individual com-
ponents of the optical system could inAuence these issues,
the measurements were conducted using the same optical
path as that used in the transport experiments. A set of
coparallel glass neutral density filters were inserted into
the beam to attenuate the energy by a factor of 10 while
preserving the intensity profile of the beam at the focus-
ing lens.

The laser was focused nondestructively onto a target
and a small fraction of the forward scattered light was
imaged by the VSM onto film. Spatial calibration for the
measurements was obtained by imaging scattered helium
neon laser light from a precision mesh target positioned
at the focus. The scattering target used in the focal spot
measurements consisted of semitransparent adhesive
tape, which was treated with toluene to remove the
adhesive layer; the resulting target thickness was 45 pm.
Densitometer measurements verified that only a small
fraction of collimated light incident on the target was
scattered into the collecting solid angle of the VSM and,
consequently, that loss of resolution due to scattering
within the target was not an issue. An estimate of the
spatial resolution of the scattering measurement was
made by imaging backlit pinhole apertures onto film us-
ing a microscope and comparing the sizes of images pro-
duced from apertures covered with tape to those un-
covered. Based on these observations, the spatial resolu-
tion of the focal spot measurement was somewhat de-
graded from the VSM resolving limit of 3 pm, but still
better than 10 pm.

The first VSM images were acquired using a beam un-
modulated by masks. By adjusting the axial position of
the focusing lens incrementally, intensity patterns were
recorded for a number of positions in the vicinity of the

beam waist. A VSM image of the focal spot at the beam
waist, with a lineout taken through the center of the im-
age and converted to relative intensity, is shown in Fig. 2.
Over 90% of the laser energy was deposited in a ring of
inner and outer radii 30 and 60 pm, respectively. Beyond
the outer radius, circular diffraction rings could be ob-
served. However, based on the film calibration, the inten-
sity beyond the 60 pm radius is less than 1% of the aver-
age intensity in the ring. Despite the strong azimuthal
structure evident in the intensity pattern, it possessed a
well defined spot radius and was therefore deemed suit-
able for the lateral transport studies.

For the case of modulated intensity experiments the
choice of the focal condition was dictated by the spatial
resolution of the instruments and the requirement that
the target plane be sufficiently into the far field to repro-
duce the strip pattern faithfully. On the diverging side of
the beam waist, the beam was deemed unsuitable as it
was observed to break up into hot spots. On the converg-
ing side of the beam waist, the radial profile exhibited a
ring structure consistent with the Hat top beam of
GEKKO IV. At this axial position the axirnuthal varia-
tions in the beam intensity could still fluctuate by a factor
of 2, due to spatial energy beam imbalance and imperfec-
tions in the optics. For this reason, a corresponding
asymmetry was often observed in the x-ray emission
profiles obtained from the transport experiments. At the
focal setting of 312 pm from the beam waist chosen for
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FIG. 2. (a) Visible Schwarzschild microscope image of the
tight focus energy distribution exhibits a well-defined radius and
azimuthal structure. (b) A lineout taken through the center of
the image and along the direction indicated by the arrows, and
converted to relative energy, is plotted against source plane
coordinates.
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these experiments, the beam mask resulted in a spatial
modulation of 112 pm being imposed on the intensity en-
velope on target. The modulations were not perfectly
sharp edged, but exhibited some diffraction into the sha-
dow regions. From converted densitometer scans taken
across the modulation, it was estimated that the fraction
of diffracted light into the shadow regions did not exceed
10% of that in the irradiated regions.

To provide an independent verification of the scatter-
ing measurements, a microablation study was undertaken
that involved taking low-energy shots on aluminum tar-
gets coated with 100 A of gold. The targets were then re-
moved from the chamber and photographed under a mi-
croscope. By identifying those areas of the targets from
which the gold layer had completely ablated under a
number of incident energies, an intensity profile for the
beam could be reconstructed. The resulting estimates for
the spatial periodicity of the modulations and the frac-
tion of diffracted light were found to be in good agree-
ment with the VSM measurements.

IV. EXPERIMENTAL RESULTS

X-ray data were acquired under modulated intensity
conditions from single-signature targets irradiated by
laser pluses of 860 ps. The data acquired under the tight
focus setting were collected from double-layer targets at
the shorter pulse setting. Representative pinhole images
for the two focal conditions are shown in Fig. 3. Image
(a) was obtained from single tracer targets irradiated by
the spatially modulated beam and image (c) from a dou-
ble tracer irradiated under tight focus conditions. The
position of the laser beam is marked by dashed lines. The
peak intensities and CH overcoat depths for these shots
were (a) 3.3X10' W/cm, 0.54 pm and (c) 2.3X10'
W/cm, 0.1 pm.

In all cases the pinhole images were dominated by the
coronal expansion plumes originating from the directly
irradiated regions of the target. Estimates of the density
scale lengths of these expansions were made from densi-
tometer scans taken along a direction normal to the tar-
get and through the centers of the irradiated regions and
converted to photon Aux using published measurements
for the DEF film response [17]. The shapes of the result-
ing profiles, which were relatively insensitive to the pre-
cise shape of the emission spectra over the collecting
bandwidth of the instrument, were assumed to reAect the
profiles of the electron density squared, since the col-
lisional and cascade decay rates that determine the line
and continuum emission scale as this parameter. The
profiles were fit to curves of the form exp( 2X/L), —
where I. is the characteristic density scale length of the
plasma, yielding characteristic density scale lengths for
the highest energy shots of 100 pm for the 860-ps shots.
In the tight focus conditions scale lengths of up to 50 pm
were inferred.

In Fig. 3(a) one may observe x-ray emission adjacent to
the target surface between the expansion plumes. A la-
teral densitometer lineout from the image, taken through
direction indicated by the arrows in (a), is shown in (b).
This emission is indicative of lateral heating and ablation

in the nonirradiated or shadow region of the target. For
this shot, which corresponds to the maximum intensity in
the modulated beam focal condition a minimum ablated
areal density of 0.59—0.86 gem pm in the shadow re-
gions is indicated. The lateral emission was not as visual-
ly prominent in images from shots of less energy. How-
ever, lateral densitometer lineouts from these images also
indicate x-ray levels of about 10% of those in the irradi-
ated regions for all of the targets. We estimated an upper
limit on the heating of the shadow region by diffracted
light, assuming the maximum intensity incident there was
10% of that incident on the irradiated regions. Measured
electron temperatures (see below) were assumed to
characterize the plasma expanding from the irradiated re-
gions and intensity scaling predicted by one-dimensional
(1D) models [2,6] were used to estimate electron tempera-
tures expected in the shadow region if no lateral energy
transport occurred. Using these temperatures the x-ray
emissivity of the lateral substrate could then be estimated
and compared to that of the irradiated region. We find
that the recorded x-ray emission levels from the lateral
region would then be less than 1% of those recorded
from the irradiated regions, once the instrumental filte-
rin was taken into account. We conclude that the
diffracted light levels alone cannot account for the ob-
served x-ray levels. However, there was clearly
insufhcient energy transported into the lateral substrate

(b)-

t -3-

1 div. = 50um

Cl
Al
II

1 dlv. = 50 pm

FIG. 3. Representative x-ray pinhole images for the (a)
modulated-beam and (c) tight focus conditions. The peak laser
intensities and CH overcoat depths were (a) 3.3X10' W/cm,
0.54 pm and (c) 2.3X10' W/cm, 0.1 pm. The position of the
laser beam is shown with dashed lines. (b) A densitometer
lineout taken along the lateral direction indicated by the arrows
in {a}.
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to create uniform ablation conditions across the modula-
tion. The width of the bright expansion plumes near the
ablation surface did not exceed the nominal 56 pm by
more than 10 pm. This value is in accordance with the
maximum spatial distance for which significant thermal
smoothing is predicted to occur, based on the 1D models
of Ref. [1].

For the case of tight focus conditions, observation of
x-ray emission beyond the focal spot was limited to tar-
gets of overcoat 0.1 pm or less, from which emission lev-
els not exceeding 10% of those from the focal region
were recorded out to a radius of 100 pm. Despite the
higher intensities prevalent in the tight focus shots, there
was no recordable evidence of x-ray emission from the
substrate beyond this radius.

The XCS data generally supported that of the pinhole
diagnostic. Representative spectra obtained by this spec-
trometer are shown in Fig. 4 for the two spatial beam
profiles and target types. The data of Fig. 4(a) were
recorded from a target with a single Al layer and 0.24-pm
overcoat irradiated by a modulated beam of peak intensi-
ty 2.3X10' W/cm; the data of Fig. 4(b) were recorded
from an uncoated double-signature target irradiated by
the tight focus beam of peak intensity 2.0X 10' W/cm .

The dominant emission features are the E-shell emission
lines from the Al"+ and Na +

( ls -lsnp) and Al' + and
Na' + (ls-np) series and their satellites. Densitometer
wavelength scans of the data were converted to spectra
using published film and filter response functions [18].
Theoretical spectra generated by the RATION code [19]
were fit to the experimental spectra to obtain temperature
estimates for the signature layers. The spectra were well
modeled under the steady state assumption of R.ATION,

except in the case of uncoated targets, for which evidence
of recombination was observed [20]. These data were not
included in the present analysis. Electron temperatures
fell within the range 300—600 eV for the case of the
modulated intensity shots and 300—700 eV for the tight
focus shots. Estimates for particular shots were found to
fall between theoretical values obtained from 1D iso-
thermal [2] and self-regulating models [6].

In order to assess the effect of energy transport into the
shadow regions of the target, lateral densitometer scans
of the resonance lines were converted to intensity profiles
and deconvolved from the instrumental slit function by
using an algorithm described by Jones, Venkataraghavan,
and Hopkins [21]. The sampling aperture of the densi-
tometer was kept small in order to minimize the effect of
the dependence of the instrumental source function along
the scanning direction. Lateral profiles of the Al' + 1s-2p
and Al"+ ls -ls2p (singlet) line emission, obtained from
Fig. 4(a), are shown in Fig. 5. These profiles are represen-
tative, exhibiting two prominent emission features origi-
nating from the irradiated regions and indicating limited
emission originating from the shadow regions. The aver-
age e-folding widths from the two prominences were
averaged for each profile and plotted as a function of the
areal density of the CH overcoats of the targets.
Discrepancies between the two e-folding values obtained

I I I
t

~ I I
t

~ I I
l

s s I

Na 1s-4p

Al +1s -1s2p

Al' '1s-2p

Al'"1s -1s3p

Al'"1s -1s4p

Al' '1s-3p (6.053 A)

CU

CA

6)

UJ

(b)

FIG. 4. Representative x-ray spectrometer images for the (a)
modulated-beam and (b) tight focus conditions. The spectra
were dominated by the K-shell lines identified in the figure. The
spectrum (a) was recorded from a single-signature target with a
CH overcoat thickness of 0.24 pm irradiated at a peak intensity
of 2.3 X 10' W/cm; the spectrum (b) was recorded from an un-
coated double-signature target irradiated at a peak intensity of
2.0X10' W/cm .

-224 -112 1 |2 224

lateral coordinate (p.ln)

FICx. 5. Typical lateral emission profiles for the Al + (solid)
and Al"+ (dashed) resonance lines as recorded with the crystal
spectrometer. The laser intensity and pulse width were
2.3 X 10 W/cm and 860 ps.
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from any given profile could be attributed to spatial ener-
ese iscrepancies weregy imbalance in the laser beam. These discre

ror due to target positioning uncertainty was also as-
sumed for each point.

ance ines are summa-Results for the aluminum resonance line
rize in ig. 6. The plots give 1ittle indication that the
ablation front extends beyond the nominal 56 pm widths
of the irradiated strips. The Al +e emission originated
chieAy from within these regions. The Al"+ emission
profiles exhibit a moderate widen' f 1

area densities, possibly indicating lateral heating of the
tracer to temperatures below 400 V f h' he, or w ic fractional
populations of the Al' + states are
low.

a es are expected to be very

keV re
In the case of tight focus shots, the emission b 1

corded by the XCS was again found to be essential-
ly confined to the focal spot region. Lateral densitometer
scans were again taken across the bright t ' ' 1'es emission lines
of each spectrum and converted to relative intensity us-

reAectivity curves. Lateral profiles obtained from three
shots of peak laser intensity 2.0X 10'" W/
in Fi . 7. The
(b) 0.1 an
in ig. . e overcoat depths of the targets w ( ) 0

. , and (c) 0.9 pni, respectively. In all figures the
emission levels beyond the focal spot radius of 55 pm are
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less than 20% of the peak value. Intensity levels above
10% of peak in the lateral region were observed only
from targets with overcoating of less than 0.1 pm. In ac-
cord with the XPC images, no significant levels of line
emission were recorded beyond a 100 pm radius for any
o the data. The emission curves originating from the
more deeply buried Al layer are invariably narrower th
t ose of the Na emission. Moreover, as the overcoat
thickness is increased the widths of the profiles are
confined within the nominal radius of the focal spot.

V. SIMULATION RESULTS

Inn this section we present the predictions of two simu-
lations that were performed using the 2D single-Quid hy-
drodynamic code IXANAMI. This code is based on an im-
proved particle-in-a-cell implementation of the Navier-
Stokes equations that exhibits second-order accuracy in
advection [22] and incorporates an average ion model for
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FIG. 6. Lateral w'al widths of the emission profiles of two K-shell
resonance lines for the 860-ps laser pulse data. The data are
plotted as a function of the areal densit f th
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FIG. 7.. Lateral profiles of K-shell lines recorded from double
. , an (c) 0.9tracer targets with CH overcoats of (a) 0.0, (b) 0.1, and c

pm irradiated by 400-ps laser pluses of peak intensity 2X10'
W/cm . The rofilp es exhibit progressive narrowing with in-
creasing overcoat depth.
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the atomic physics [23]. A multigroup diffusion model
for radiation transport is used in IZANAMI. In order to
model thermal conduction, a classical fIux-limited
Spitzer-Harm treatment is adopted. In addition, the gen-
eration and evolution of magnetic field structure and its
inhibiting effect on electron thermal transport is also in-
cluded, following the treatment by Braginskii [24]. For
the simulations discussed herein, a Aux limiter of 0.1 was
imposed on the thermal transport along both spatial
directions. This value has proved successful in modeling
a number of experiments performed at Osaka using 0.53-
pm lasers [25]. The code was capable of handling several
different macroparticle species, thus allowing the model-
ing of the multilayer targets used in the experiments.
The simulation runs were executed on an NEC super-
computer, with 10 particles loaded at the beginning of
the simulation.

The first simulation was designed to model the beam-
target interaction of the target shot of Fig. 3(a), with CH
and aluminum Quid particles initially distributed in a
CH~A1~CH sandwich of layer thicknesses 0.54~0. 1~ 15 pm.
The simulations were run on a nonuniform Cartesian Eu-
lerian grid of (69 axial cells) X (30 lateral cells) with cor-
responding axial (z) and lateral (x) domain dimensions of
730 and 112 pm. A rejective boundary condition was
applied at the boundaries parallel to the laser axis. Fluid
particles reaching these boundaries were rejected with
momentum change P ~—P„,P, —+P, . The spatial
profile of the laser was a step function deposited in the
central 56 pm of the domain. The temporal laser pulse
was a Gaussian (b,FwHM

=860 ps) and was switched on at
t = —1.56FwHM= —1290 ps, where the temporal origin
has been defined at the peak of the pulse. The peak in-
cident laser intensity was 3.3 X 10' W/cm . The laser
absorption mechanism was assumed to be inverse brems-
strahlung, with 100%%uo re6ection assumed at the critical
surface. Effects due to beam refraction were not included
in the present simulation.

The history of the ablation process for the first simula-
tion is illustrated in the series of contour plots of the
average ionization Z in Fig. 8. The temporal profile of
the laser pulse and the simulation times for the contour
plots, namely, t = —840, —240, +60, +360, and +810
ps, are shown in the top graph. Also included is the
profile of a typical experimental laser pulse as recorded
by the optical streak camera. In the contour plots the
laser propagates from the right within the central 56 pm
of the simulation grid.

In the first contour plot the laterally expanding plasma
has just reached the lateral boundaries of the simulation.
The expansion results in axial density profiles that exhibit
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FIG. 8. Ionization contours predicted by an IzANAMI simula-
tion of a single-signature-layer target irradiated by a modulated
laser beam. The temporal shape of the simulation laser pulse is
plotted in the uppermost frame (solid line), along with a typical
experimental pulse (dashed line). The remaining plots show the
average ionization at the instants indicated by diamonds in the
upper plot.
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FIG. 9. Time- and wavelength-integrated x-ray emissivity
pattern predicted by the average ion model for the IZANAMI

simulation of Fig. 8. The effect of the XPC filter response was
included in the calculation.

moderate variation in the lateral direction throughout the
remainder of the pulse. In the case of the real laser-target
interaction the presence of such density profiles in the
shadow region would ensure that low-level diffracted
laser light is efFectly absorbed before reaching the vicinity
of the target. The contour Z=4 may be interpreted as
the boundary between the aluminum and CH, which is
essentially fully ionized to Z=3. 5 in the corona. The
tracer begins to ablate at about —300 ps and has finished
by the time of the third plot (+60 ps). The simulation
predicts that there is sufficient lateral transport of energy
to ablate away the tracer in the shadow region during the
falling phase of the laser pulse. The last of this tracer is
ablating at t =+810 ps. By way of comparison, in
another simulation run under identical laser conditions
but with a target of 0.12-pm overcoat, ablation of the la-
teral tracer had completed by 100 ps after the peak of the
pulse. The areal density of material removed from the
target in the irradiated and shadow region were about 1.6
and 1.1 g cm pm, respectively.

In the present simulation the average ionization state
of the lateral tracer was less than 9 and the electron tem-
perature less than 300 eV. Such conditions imply low
population levels in the highest ionization states of Al,
which is consistent with the absence of observed Al' +

X-shell emission from the lateral region. X-ray emissivity
spectra generated by the IZANAMI atomic physics rou-
tines were convolved with the XPC filter response func-
tion and integrated over energy and time to produce the
spatial emissivity pattern shown in Fig. 9. Emission
from the lateral Al tracer moderately enhances the x-ray
flux from the shadow region, at levels of about 10% of
those from the irradiated region, in qualitative agreement
with the XPC images.

The spatial characteristics of the energy transport were
determined by a balance between laser absorption, advec-
tion, and electron thermal conduction mechanisms. Fig-
ure 10 shows the magnitude (Wjcm ) and direction (ar-
rows) of the thermal flux in the vicinity of the target sur-
face and lower half-domain at t =60 ps. Contours of n,
and 10n, are also indicated with dotted lines. At t =60
ps most of the laser absorption occurs in the region
10—60 pm downstream from the critical surface. The

56
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FIG. 10. Thermal Aux in the vicinity of the target at t =+60
ps for the IZANAMI simulation of Fig. 8. Half of the lateral
domain is shown, with the laser absorption region in the top
half of the plot. The magnitude of the Aux in W/cm is shown

by the contours and the direction of the heat How is indicated
by arrows. Contours of n, and 10n, are indicated by dashed
lines.

thermal energy is transported axially and laterally from
this region toward the target along rather moderate tem-
perature gradients and against the hydrodynamic How. A
significant amount of axially directed heat transport does
occur in the shadow regions of the target, facilitated by
the lateral advection of plasma, which creates a thermal
bath adjacent to the lateral substrate. This region of in-
ward transport is characterized by electron temperatures
below 300 eV and an axial energy flux below 10' W/cm .

The magnetic fields were predicted to have a very lim-
ited effect on the lateral ablation process. The fields gen-
erated by the Vn X VT effect at the boundary between the
irradiated and shadow regions reached peak values of
7X10 G early in the simulation. These field strengths
were not sufficiently strong to seriously affect transport
near the target surface. The imposed Aux limit of 0.1

inAuenced transport in this ablation region more strong-
ly, typically reducing the Spitzer-Harm conductivity by a
factor of -2. The magnetic fields induced considerable
heat Qow inhibition in the underdense corona, but in this
region the outward plasma expansion effectively decou-
pled the thermal transport from the target.

A second IZANAMI simulation was run to model the
conditions of a tight focus, 6.6-J, 400-ps FWHM laser
shot on an uncoated double-tracer target. This simula-
tion was run on a cylindrical Eulerian mesh system of ax-
ial and radial dimensions 616X 150 pm, with a rejective
boundary condition applied at the laser axis and a free
boundary condition (allowing the escape of macroparti-
cles and energy from the simulation domain) at the outer
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radius of the simulation. Three species of Quid particles
multilay-were distributed so as to simulate a NaF AI CH
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FIG. 13. Spatial profile of the Na' + 1s-2p line from the up-
permost plot of Fig. 8 (solid line) is overlaid with a spatial
profile (dashed line) calculated using the K-shell line emissivity
generated by the IzANAMI simulation of Fig. 11.

FIG. 12. Magnitude (contours) and direction (arrows) of the
thermal energy fiux at the peak of the pulse for the IZANAMI

simulation of Fig. 11. The contour units are W/cm . Contours
of n, and 10n, are indicated by dashed lines.

the Vn X V T term was highest.
In Fig. 13 the experimental lateral profile of the Na"+

ls-2p line (solid curve) is superimposed on a theoretical
profile generated by transport calculations done along the
line of sight of the XCS (dashed curve). The total tracer
K-shell line emissivity predicted by the atomic physics
package of IZANAMI was used to generate a sequence of
emission profiles at simulation intervals of 100 ps. In
generating the profiles, account was taken of the effective
instrumental source function contributing to the recorded
densitometer scan, based upon the plasma size and the
published dispersion properties of the TIAP crystal [18].
The sequence of curves was then time integrated to pro-
duce the final profile. Both profiles have been normalized
with respect to the laterally integrated signal. Fairly
good agreement is achieved with respect to the overall
shape of the profiles.

VI. CONCLUSIONS

Lateral x-ray emission structure from multilayer solid
targets irradiated under two focal spot conditions were
studied and compared with the predictions of a 2D hy-

drodynamic code with heat conductivity corrected for
self-generated magnetic fields and axial and lateral
thermal Aux limiters set to 0.1. Experimentally observed
fractional emission levels on the order of 10% were ob-
served from the lateral substrate. Such emission levels
were indicative of lateral energy transport, although the
experiments did not allow us to set any definitive limits to
the lateral Aux. Good agreement was demonstrated be-
tween the spatial structure of the x-ray emission as pre-
dicted by the IZANAMI code and the data, under the as-
sumption that lateral energy transport into the substrate
was determined mainly by the mechanisms of advection
and classical Aux-limited electron thermal transport. A
significant fraction of the final ablated mass may origi-
nate from the nonirradiated substrate. However, the en-

ergy Aux into this material was insu%cient to heat it to
the temperatures that would result in x-ray emission lev-
els comparable to those of the irradiated regions.
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