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Fig.!. Overview of the system functions 

formance is technically based on the physician's expe­
rience. Therefore, we introduce projection-based visual 
assistance to directly support physicians undertaking ul­
trasonography diagnosis of a patient located in the same 
site. 

3. Proposed M ethod 

Our approach is based on integration of heterogeneous 
measurement and synthesis of intersectional image to 
project onto the body surface (Fig.I). Projection-based 
display has two significant points that must be taken 
into consideration for preparing the visual contents to 
display. One is that the area of the object surface to be 
illuminated from a projector is limited. In other word, 
occluded surface from the projector is not available for 
display use. Depending on the viewer's position, some 
part of the imagery may be calculated as the one to show 
up on the surface in the "backside" from the projector. 
The other point is that displayed graphics has distortion 
because of the surface shape and the position difference 
between the projector and the viewer. To cope with 
these problems, we use the same projector for both dis­
playing and shape measurement for avoiding complexity. 
The number of devices require the same number of local 
coordinate systems, calibration and computational error 
for integration. 

This research brings together several fundamental 
components to implement three major functionalities: 
a 3D shape measurement system, a 6 degrees of freedom 
(DOFs) position tracking system, and an ultrasound 
echographic measurement system (Fig.2). Each compo­
nent has a different local coordinate system. Therefore, 
synchronisation of these three components also means 
that a global coordinate system can be defined and each 
local coordinate system related to this global coordinate 
system. Each component and its underlying methods 
are described in more detail in the following sections. 

The proposed display system will work as follows: as 
each echography image is acquired by an ultrasound 
scanner , its position and orientation in 3D world space 
are tracked with 6 DOF. Simultaneously, the position 
and orientation of a viewer are also tracked with 6 DOF. 
Using this geometry, an image-generation system pro­
duces 3D renderings of 2D ultrasound images that sat­
isfy the viewer's perspective. These images are then pro­
jected onto the real world by a projector. To produce 
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distortion-free images, knowledge of the object's sur­
face is required. Therefore, 3D measurement of the real 
scene is conducted beforehand, using a CCD camera and 
a projector . The result is a see-through perspective 2D 
ultrasound image registered in its true 3D location. 

4. Distortion-free Projection 

Interpreting 3D intersectional data and understand­
ing spatial relation ships within the patient's body is 
intrinsic performance to achieve the image diagnosis. 
However, such mental 3D fusion may not sufficient for 
scheduling of operation in which the exact quantitative 
geometry relation ships between the skin surface and the 
inner information is crucial. Therefore, ideally a physi­
cian would like to see the image data directly inside the 
patient's body. Furthermore, ultrasound echographic 
images need to be not only displayed at the correct po­
sition pointed by ultrasound probe but also displayed to 
match a user field of view. 

To generate see-through images, first it is necessary 
to make registration of ultrasound echographic images 
to the position directed by the ultrasound transducer . 
Measurement reports from tracking device are used to 
determine the ultrasound probe's location. Next a 
user's viewing plane is defined to estimate the shape of 
the echographic images observed from user 's viewpoint. 
Fig.3 describes an algorithm for creating see-through 
images. A see-through view of intersection is approxi­
mately produced by parallel projecting every image pixel 
of an echographic image to the previously defined view­
ing plane. To give enough space for the projected im­
age, the viewing plane is assumed to have two times 
bigger size than the original echographic image. This 
image is then utilized to form an array of texture im­
age which is mapped onto reconstructed measured sur­
face later. Fig.4 depicts the situation. The figure also 
shows a procedure for determining projection surfaces 
for every texture image pixel. Here, the 3D model of 
the computer-reconstructed patient 's body is used to es­
timate the projection surfaces. A parallel projection is 
also used in this procedure to determine corresponding 
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