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Programing of optical array logic. 2: Numerical data processing based on pattern logic

Jun Tanida, Masaki Fukui, and Yoshiki Ichioka

A new technique for space-variant processing with optical array logic and a new concept for parallel processing called pattern logic are proposed. Optical array logic is a technique for achieving any parallel neighborhood operation by simple coding, optical correlation, and parallel OR operation. Using pattern logic, various kinds of parallel processing can be realized, which can be implemented by optical array logic. Several kinds of numerical data processing are presented to verify the capability of pattern logic.

I. Introduction

Specialized algorithms are required for parallel computation on an optical computing system using the excellent capabilities of optical parallel processing. Optical processing has the capability of performing massively parallel computation, making good use of the inherent nature of light propagation. However, direct photon control is difficult, so that an optical computing system should be designed on a different basis from that of electronic computers. One reasonable architecture is that composed of a large number of simple processors capable of using the parallel nature of light propagation. In such a system, designing and executing operational procedures differ from those in electronic computers. Thus a new concept is required to use the optical computing system effectively.

One promising concept for optical parallel processing is coded pattern processing in which data to be processed are converted into patterns in images, which are processed with operations for the images. Since pattern manipulation is required as a basic operation for 2-D data, the coding technique is useful to increase the usable field of optical parallel processing. Coded pattern processing has many advantages such as flexibility and capability of parallel manipulation for a large amount of data.

Several techniques have been proposed to implement coded pattern processing. Symbolic substitution provides a generalized concept of coded pattern processing. Whereas several practical procedures have been developed with symbolic substitution, we aim to achieve coded pattern processing through another approach, i.e., using optical array logic (OAL). OAL is a technique for parallel neighborhood operations by simple coding, optical correlation, and parallel processing. OAL can be executed effectively with the OPALS (optical parallel array logic system). However, OAL is a SIMD (single instruction stream multi-data flow) system, so that its field of use is restricted. Thus, we have considered one approach to break through the limitation.

In this paper we propose a new technique for space-variant processing with OAL and a new concept for parallel processing called pattern logic (PTL). In Sec. II we explain OAL and space-variant processing by OAL. In Sec. III we describe the concept of PTL and its implementation method by OAL. In Sec. IV we demonstrate some kinds of numerical processing to verify the capabilities of PTL. In Sec. V the possibility of data-driven processing is presented. In Sec. VI we discuss the computational advantages of our approach.

II. OAL and Space-Variant Processing

OAL is a technique to achieve any parallel neighborhood operation for two 2-D binary data. Figure 1 shows the processing procedures of OAL. Two binary images to be processed are encoded according to the coding rule shown in Fig. 1 and converted into a coded image. The coded image is separately correlated with different operation kernels. The individual correlated images are spatially sampled at one-pixel size intervals (double the structural cell size) in the vertical and the horizontal directions. Parallel NAND (exactly, OR for data expressed by negative logic) operation for all the sampled images provides the result of a parallel neighborhood operation.
The features of OAL are as follows:

(1) Any parallel neighborhood operations can be designed, described, and executed systematically.

(2) Since OAL has a close relationship to both array logic and cellular logic in electronics, their programming resources can be used in programming OAL.

(3) SIMD type of parallel processing is achieved.

Although the third feature is attractive for global or space-invariant processing, e.g., some kinds of image processing, it restricts the usefulness of OAL. For example, when multibit numerical data processing is attempted, localized or space-variant processing is required, which cannot be achieved by the original procedure of OAL. Although many bit-plane memories enable us to execute such processing, we have devised a technique for space-variant processing with OAL to extend the application field of OAL.

The fundamental of the technique is that one of the 2-D inputs of OAL is used for data to be processed and the other is used for the selector of the operation to be executed. When OAL is considered as a system with two inputs and one output, it is regarded as a space-invariant system. However, if one of the inputs is assigned to the selector of operation, OAL is regarded as a space-variant system with one input and one output. Therefore, using the one 2-D input image for the selector, space-variant processing can be achieved with OAL.

Using logical expression, the parallel neighborhood operation by OAL is written as follows:

\[ c_{ij} = \sum_{k=1}^{K} \prod_{m=-L}^{L} \prod_{n=-L}^{L} f_{m,n,k}(a_{i+m,j+n},b_{i+m,j+n}), \quad (i,j = 1, \ldots, N) \]  

(1)

where \( a \) and \( b \) mean binary data in images \( A \) and \( B \), respectively; subscripts \( m \) and \( n \) indicate the relative address of a pixel in the neighborhood area centering on \( (i,j) \); and \( k \) is an identifier of product terms. \( \Sigma \) and \( \Pi \) denote logical sum and logical product operators, respectively; and \( N, L, \) and \( K \) are image size, neighborhood area size, and product term number, respectively. Since OAL executes SIMD processing, the same operation is used for all pixels in the images. Thus Eq. (1) can be written without specifying the pixel location, \( i \) and \( j \),

\[ c = \sum_{k=1}^{K} \prod_{m=-L}^{L} \prod_{n=-L}^{L} f_{m,n,k}(a_{m,n},b_{m,n}). \]  

(2)

This abbreviation is used in this paper to describe OAL operations.

The proposed technique for space-variant processing with OAL is explained as follows: We assign image \( A \) to the image containing the selector of operation and image \( B \) to that containing the data. Then Eq. (2) can be rewritten as

\[ c = \sum_{k=1}^{K} P_k(a,b)Q_k(b), \]  

(3)

where

\[ P_k(a,b) = \prod_{m=-L}^{L} \prod_{n=-L}^{L} p_{m,n,k}(a_{m,n},b_{m,n}), \]  

(4)

\[ Q_k(b) = \prod_{m=-L}^{L} \prod_{n=-L}^{L} q_{m,n,k}(b_{m,n}), \]  

(5)

\[ f_{m,n,k}(a_{m,n},b_{m,n}) = p_{m,n,k}(a_{m,n})q_{m,n,k}(b_{m,n}); \]  

(6)

\( p(a,b) \) and \( q(b) \) are also binary logic functions with two and one variables, respectively.

In Eq. (3) evaluation of \( Q_k(b) \) is valid only when \( P_k(a,b) = 1 \). This \( P_k(a,b) \) is called a function selector, which becomes 1 when \( a \) and \( b \) match predefined patterns, respectively. Note that \( a \) and \( b \) express specific patterns of pixels in the neighborhood area. Then combining \( P_k(a,b) \) and \( Q_k(b) \), we can select operations by patterns of \( a \) and \( b \), so that space-variant processing can be achieved. The reason \( b \) is applied in the function selector is to use the value of the data for the selecting condition.

For convenient description and intuitive comprehension of OAL, a symbolic notation is used, in which a neighborhood operation is expressed as follows:

\[ \begin{bmatrix} \overset{\ldots}{0} & \overset{\ldots}{0} & \overset{\ldots}{0} \\ \overset{\ldots}{1} & \overset{\ldots}{1} & \overset{\ldots}{1} \\ \overset{\ldots}{0} & \overset{\ldots}{0} & \overset{\ldots}{0} \end{bmatrix} \]  

(7)

where the symbols in the brackets denote the two-variable binary logic functions tabulated in Fig. 2 and the underscore indicates the origin of the neighborhood area \( (m = 0, n = 0) \). Expression (7) denotes
In Eq. (8), if \( a_{0,0} = 1 \), then \( c = b_{0,0} \beta_{1,0} \) is evaluated, or else \( c = b_{0,0} \beta_{1,0} \) is executed. Thus \( a_{0,0} \) and \( b_{0,0} \) work as operation selectors, and two different operations are selected and executed according to the value of \( a_{0,0} \).

To execute OAL efficiently, we have proposed the OPALS. The OPALS is a parallel digital processing system, and several kinds of optical implementation have been discussed, for example, shadow-casting system with electronic parallel feedback loop,\(^6\) multi-imaging system consisting of spatial light modulators and optical flip-flop devices.\(^8\) Thus, the proposed technique for space-variant processing can be executed on the OPALS. In other words, this technique is addressed to one of the software techniques for the OPALS, which offers the means to execute space-variant processing on the OPALS.

The limitation of this method is the number of different operations to be executed. With a little thought, it can be realized that any attempt to increase the kinds of operations results in complication of the logical operation expressed in Eq. (3), i.e., increase of the product terms. In OAL, a product term corresponds to a sequence of correlations with an operation kernel (shown in Fig. 1), so that many sequences are required for such a complicated operation and the performance of OAL is significantly reduced. Therefore, the proposed method is only useful when the number of kinds of operation is few, i.e., MSIMD (multisingle instruction stream multidata flow) processing.

III. Concept of PTL

PTL is a concept of parallel processing in which information is expressed as a coded pattern and processed by space-variant neighborhood operations. Figure 3 shows a conceptual diagram of PTL. In PTL, objects to be processed may have different data types, e.g., numerical data, character data. One object is coded into a binary data pattern and placed in the data plane. Every pixel in the data pattern has its own attribute pattern indicating its data type in the attribute plane. Both data and attribute patterns may be placed at an arbitrary location in the planes if the location of a pixel in the data plane corresponds to that of the origin of its attribute pattern. Many object patterns can be placed in a processing plane as long as the patterns do not overlap.

Here, we define the terminology for the pattern logic. A 2-D image used in PTL is called a processing plane and identified as a data plane or an attribute plane according to its use. A pixel is a primitive element of the processing plane. A set of localized pixels can express various kinds of information. We refer to the localized pixels as an object pattern, which is specifically called a data pattern (on a data plane) or an attribute pattern (on an attribute plane). An attribute pattern is defined for every pixel in a data pattern, so that every pixel in a data pattern has its own attribute pattern as shown in Fig. 4. The projected pattern of all attribute patterns is called an overlaid attribute pattern.

Fig. 3. Schematic diagram of pattern logic. Objects to be processed are converted into pixel patterns and placed in image planes. They are processed using parallel neighborhood operations.

Fig. 4. Data and attribute patterns. An attribute is defined for each pixel in a data pattern. The projected pattern of all attribute patterns is called an overlaid attribute pattern.
Since each data point has its own information of what operation is applied to it, the PTL programmer does not care about the absolute location of the data. This becomes significant as the degree of parallelism increases, namely, in a massively parallel system, much effort is needed to calculate the addresses of data to be processed. In an electronic computer, a memory managing unit executes this troublesome task and the programmer usually does not worry about the memory address. However, if PTL is used with the OPALS, such a memory management mechanism can be simplified and more efficient parallel processing can be expected.

The limitation of PTL is the number of data types because of the limitation of OAL as discussed in Sec. II. However, some kinds of processing do not require so many data types and can effectively derive the capabilities of PTL as discussed below.

**IV. Numerical Data Processing with PTL**

To verify the capabilities of PTL, some kinds of numerical data processing are attempted. Numerical data are assumed to be N-bit signed integers and coded by strip patterns as shown in Fig. 5. The signed number is represented by two complement. For a two-operand operation, the strip patterns are placed side by side in the processing plane. The data flow of the processing is assumed to be the same as that of the OPALS as shown in Fig. 6. A feedback loop is formed in the OPALS for efficient use of the system hardware; the output of the system is used as one of the system inputs at the successive processing stage.

Note that each algorithm consists of several processing steps. In this paper, we use the term step for a functional block of an algorithm and stage for each iteration of OAL.

**A. Addition and Subtraction**

One of the basic and important numerical operations is addition. When two N-bit signed integers, \( x_1 x_{N-1} x_{N-2} \ldots x_0 \) and \( y_1 y_{N-1} y_{N-2} \ldots y_0 \), are addends, addition is achieved by the following algorithm:

1. Execute the sum operation
   \[
   s_i = x_i \oplus y_i,
   \]
   and the carry operation
   \[
   c_i+1 = x_i y_i,
   \]
   for \( i = 0 \) to \( N - 1 \) in parallel, where \( s_i \) and \( c_i \) denote the ith bit of the sum and the carry, respectively; \( \oplus \) is an XOR operator.

   \( (1) \) Substitute \( s: s^N-1 s^{N-2} \ldots s_0 \) and \( c: c^{N-1} c^{N-2} \ldots c_0 \) for \( x \) and \( y \), respectively.

   \( (2) \) Repeat steps 1 and 2 until \( x \) becomes zero (maximum \( N \) iteration); then \( y \) provides the result.

These operations can be executed simultaneously with PTL.

Two attribute patterns are designed as shown in Fig. 7, which are used for the attribute patterns of \( x \)'s and \( y \)'s. While the attribute patterns consist of two pixels, they can be meshed without affecting the spacing of the data patterns and provide one overlaid attribute pattern as shown in Fig. 7. This is regarded as a sort of pattern degeneracy, which is useful for saving space in processing planes.

To detect the above attribute patterns, two operations are designed as operation selectors:

\[
\begin{align*}
S(b) &= b_0 b_1 \oplus b_{-1} b_0, \\
C(b) &= b_0 b_1, \\
\end{align*}
\]

These operations can be executed simultaneously with PTL.
\[ c = P_s(a, b)S(b) + P_c(a, b)C(b) \]
\[ = a_0\bar{b}_0 a_1\bar{b}_1 + a_0\bar{b}_0 a_1\bar{b}_1 \]
\[ = a_0 a_1 a_0 a_1 \]
\[ \text{Eq. (15)} \]

This operation is developed into the sum of products for the symbolic notation. Thus the following symbolic notation is obtained:

\[
\begin{bmatrix}
  \cdots & 10 \\
  \cdots & 01 \\
  \cdots & \cdots
\end{bmatrix}
\begin{bmatrix}
  \cdots & 11 \\
  \cdots & 00 \\
  \cdots & \cdots
\end{bmatrix}
\begin{bmatrix}
  \cdots & \cdots & 1 \cdot \\
  \cdots & \cdots & \cdots \cdot \\
  \cdots & \cdots & \cdots \cdot
\end{bmatrix}
\text{Eq. (16)}
\]

The advantage of the symbolic notation is that the operation kernels to be used in OAL can be generated using the rule in Fig. 2, namely,

\[
\text{Fig. 8. Simulated result of addition; (a) two addends, (b) their data plane, (c) attribute plane, (d) coded image in OAL, (e)-(g) correlated and (h)-(j) sampled images for each product term operations in Eq. (15), (k) result of Eq. (15) at the first iteration, (l)-(n) results of Eq. (15) at every iteration after second, (o) final result of addition.}
\]

While the above processing is for a data pair, two matrices can be added with the same procedure. Figure 9 shows the result of matrix addition. Addends \(X\) and \(Y\) are matrices of 7-bit signed integers and coded into the data plane. The attribute plane is also depicted, which contains sixteen overlaid attribute patterns corresponding to the data patterns coded from \(X\) and \(Y\). The results of Eq. (15) at each processing stage are shown with labels of iteration numbers. After seven iterations, the desired result is obtained. Subtraction can also be implemented using the same algorithm for addition with two's complement representation.

B. Multiplication

Multiplication requires a more complicated algorithm than addition. Here we explain the abstract of the algorithm using an example for 3-bit integers. Multiplication is composed of two fundamental operations: conditional duplication and addition. For 3-bit multiplication, \(x y^0 y^2 x^0 y^0(2) \times y y^0 y^0 y^2(2)\), the following steps are used (Fig. 10):

1. If \(y^0 = 1\), duplicate \(x\) to the register \(Y\) located in the data plane.
2. If \(y^1 = 1\), duplicate \(x\) to the register \(X\) also located in the data plane with one pixel offset to the left direction.
3. Add the data in the registers \(X\) and \(Y\) using the algorithm in Sec. IV.A.; then the result is obtained in the register \(Y\).
(2') If \( y^2 = 1 \), duplicate \( x \) to the register \( X \) with two pixels offset to the left direction.

(3') Add the data in the registers \( X \) and \( Y \); then the result is obtained in the register \( Y \).

For multiplication of more-bits numbers, steps 2 and 3 are repeated with appropriate offset in duplicating \( x \).

The main problem in this processing is how to realize the conditional duplication. For this purpose we use attribute patterns as shown in Fig. 11. Then the following operation selectors are designed:

\[
P_n(a,b) = \begin{cases} 
    \sum_{j=-2}^{2} a_{-j}b_{-j}, & (n = 0), \\
    \sum_{j=-1}^{1} a_{-j}b_{-j}, & (n = 1, 2), 
\end{cases}
\]

where \( P_0, P_1, \) and \( P_2 \) are operation selectors used in steps 1, 2, and 2', respectively. Equation (18) has information of the data patterns (e.g., \( b_{-2j} \) or \( b_{-1j} \)), so that conditional operation can be executed.

The duplication with shifting is expressed as follows:

\[
D_n(b) = \begin{cases} 
    b_{-3n}, & (n = 0), \\
    b_{-2n}, & (n = 1, 2). 
\end{cases}
\]

where \( D_0, D_1, \) and \( D_2 \) are operations used in steps 1, 2, and 2', respectively. Also the identity operation,

\[
I(b) = b_{00},
\]

is used to preserve the object patterns in the data plane.

Assuming that the pixels to which \( x \) is duplicated are always cleared (i.e., have 0 value), we can obtain the neighborhood operation to be executed as

\[
C_n = P_n(a,b)D_n(b) + I(b)
\]

Although Eq. (21) is sufficient for the processing, the inverse form enables us to reduce the number of processing stages. Then, the sequence of

\[
\tilde{C}_n = \begin{cases} 
    \tilde{b}_{00}b_{-3n} + \tilde{b}_{00} \sum_{j=-2}^{2} (\tilde{a}_{-j}b_{-j} + \tilde{b}_{-j}), & (n = 0), \\
    \tilde{b}_{00}b_{-2n} + \tilde{b}_{00} \sum_{j=-1}^{1} (\tilde{a}_{-j}b_{-j} + \tilde{b}_{-j}), & (n = 1, 2), 
\end{cases}
\]

is used for practical processing. Operations in Eq. (22) are expressed by symbolic notation as follows:

\[
\begin{bmatrix} 
    \ldots \ldots \ldots \\
    \ldots \ldots \ldots \\
    \ldots \ldots \ldots 
\end{bmatrix}
\]

\[
\begin{bmatrix} 
    \ldots \ldots \ldots \\
    \ldots \ldots \ldots \\
    \ldots \ldots \ldots 
\end{bmatrix}
\]

\[
\begin{bmatrix} 
    \ldots \ldots \ldots \\
    \ldots \ldots \ldots \\
    \ldots \ldots \ldots 
\end{bmatrix}
\]

Figure 12 shows a simulated result of multiplication for an array form of 4-bit unsigned integers. The figure depicts the attribute (left-hand side) and data (right-hand side) planes at individual processing stages. The result of a current stage is used as the data plane at the next stage. In this processing sequence, both operation kernels and attribute planes must be controlled by the program. In the twentieth stage, the desired result is obtained. Although this algorithm is not for matrix multiplication, the techniques used here are applicable in various other matrix operations.

V. Data-Driven Processing

In Sec. IV the system output is assumed to be fed back to the data plane as the input at the next processing stage. If the output is fed back to the attribute plane, a sort of data-driven processing is possible. Namely, one result of processing determines the contents of the following processing, so that several processes can proceed without control from outside the system.

As a simple example of data-driven processing, we design an algorithm to calculate the absolute value of a signed integer, \( x \). The signed integer is assumed to be represented by two's complement. The algorithm is as follows:

1. If the most significant bit of \( x \) (sign bit), \( x^{N-1} \), is 0, set 1 to the pixels in the attribute plane corresponding to \( x \) in the data plane; or else set 0 to the pixels.
2. If the pixel in the attribute plane is 1, inverse the value of the corresponding pixel in the data plane.
3. If the pixel in the attribute plane is 1, set the pattern 00...01 side by side with \( x \).
(4) If the pixel in the attribute plane is 1, execute addition for \( x \) and the pattern \( 00...01 \). To obtain a uniform data pattern, the addition provides the sum and the carry upside down compared with the addition in Sec. IV.A.

The result of each stage is fed back as the data plane at steps other than step 1; at step 1 the result is fed back as the attribute plane.

A simulated result is shown in Fig. 13. Figure 13 depicts the attribute and data planes at individual stages with contents of the processing. In this processing both attribute and data planes do not have to be controlled from outside the system. The desired result can be obtained for matrix data.

Extending the technique of data-driven processing, we can effectively use the capacity of optical parallel processing. For this purpose an extended version of OPALS is considered. Figure 14 depicts a schematic diagram of the extended version of OPALS. This OPALS can execute two kinds of processing to provide data and attribute planes at a time, and feed them back as a data pair. The system is constructed by two optical array logic processors. Technically, a wavelength multiplexing technique is used for the implementation.

VI. Discussion

OAL is regarded as an array of programmable logic arrays, so that it is needed to justify the computational capabilities of OAL in comparison with those of electronic implementation. Figure 15 shows a block diagram equivalent to the function of one processing unit in OAL and its optical implementation by a shadow-casting system. In OAL, pixel data in two input images, \( a_{i,j} \), \( a_{i+1,j} \), ..., \( b_{i,j} \), \( b_{i+1,j} \), ..., are the inputs, which are coded with the corresponding pixels, e.g., \( a_{i,j} \) and \( b_{i,j} \). The coded signals are selected according to the configuration signals, and the selected signals are logically produced. Finally, the product signals are logically summed, which will be the output of the processing unit. In this system, the configuration signals determine the contents of the processing.
The processing time for the operation in the processing unit is mainly determined by the time for coding, $\tau_{cd}$, that for selecting, $\tau_{sl}$, and that for logical sum, $\tau_{OR}$. Note that the time for the logical product can be neglected because it is performed by overlapping of light signals, namely, when a dark signal is assigned to a logical one, the overlapped signal becomes a logical one only if all the signals to be overlapped are dark; this is nothing but the logical product. Thus, the processing time by OAL is estimated at $\tau_{cd} + \tau_{sl} + \tau_{OR}$.

The same functional unit can be implemented by electronics, which is known as a dynamically program-
Table I. Estimation of Required Numbers of Pixels and Iteration for Numerical Processing

<table>
<thead>
<tr>
<th>Operation</th>
<th>Required Number of Pixels</th>
<th>Required Number of Iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Addition</td>
<td>$2(n + 1)$</td>
<td>$n$</td>
</tr>
<tr>
<td>(n-bit Signed Integer)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiplication</td>
<td>$6n$</td>
<td>$n^2 + n - 1$</td>
</tr>
<tr>
<td>(n-bit Unsigned Integer)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute Value</td>
<td>$2n$</td>
<td>$n + 3$</td>
</tr>
<tr>
<td>(n-bit Signed Integer)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table II. Required Size of Operation Kernel and Required Number of Kernel Units for Numerical Processing

<table>
<thead>
<tr>
<th>Operation</th>
<th>Required Size of Operation Kernel</th>
<th>Required Number of Kernel Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Addition</td>
<td>$6 * 6$</td>
<td>$4$</td>
</tr>
<tr>
<td>(n-bit Signed Integer)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiplication</td>
<td>$10 * 4n - 2$</td>
<td>$2n$</td>
</tr>
<tr>
<td>(n-bit Unsigned Integer)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absolute Value</td>
<td>$6 * 6$</td>
<td>$4$</td>
</tr>
<tr>
<td>(n-bit Signed Integer)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

VII. Conclusions

We have proposed a new technique for space-variant processing with optical array logic and a new concept for parallel processing called pattern logic. The processing capability of pattern logic has been verified by several kinds of numerical data processing; a possibility of data-driven processing has also been presented. We have shown a system architecture suitable for pattern logic extended from the OPALS.

We are developing effective hardware to achieve pattern logic and constructing a systematic procedure for programming in pattern logic.
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