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A neutron source for neutron resonance spectroscopy has been developed using high-intensity, short-pulse lasers. This technique will allow robust measurement of interior ion temperature of laser-shocked materials and provide insight into material equation of state. The neutron generation technique uses laser-accelerated protons to create neutrons in LiF through \((p,n)\) reactions. The incident proton beam has been diagnosed using radiochromic film. This distribution is used as the input for a \((p,n)\) neutron prediction code which is validated with experimentally measured neutron yields. The calculation infers a total fluence of \(1.8 \times 10^{10}\) neutrons, which are expected to be sufficient for neutron resonance spectroscopy temperature measurements. © 2010 American Institute of Physics. [doi:10.1063/1.3484218]

A concrete understanding of material equation of state (EOS) is of underlying importance in many fields (e.g., planetary physics, geophysics, shocked matter physics, and warm-dense matter physics). One of the most fundamental quantities in EOS measurement is temperature, which is rarely measured. A major hurdle to temperature measurements is that conventional optical diagnostic techniques cannot be used to probe the interior of opaque materials, such as metals, while surface or interface techniques are inherently complex. A technique known as neutron resonance spectroscopy (NRS) avoids this problem by using neutrons to diagnose temperature.

In NRS, a beam of neutrons, with energies of \(1–100\) eV, is sent through a sample made of or doped with a material possessing strong neutron absorption resonances at these energies (e.g., W and Mo). When passing through, the material neutrons are absorbed by nuclear resonances in the ions, which can be seen as negative-peaks in the resulting neutron spectrum. From these peaks, the spectral broadening and shifting can be measured, enabling determination of ion temperature and velocity, respectively.

So far, NRS experiments have been performed using spallation neutrons from a proton accelerator ring. These experiments probed a shocked Mo target doped with W and inferred a corrected temperature \(T\) of around 700 K with error bars of \(\pm 100\) K, these error bars are lower than currently demonstrated with other nonoptical measurement techniques (e.g., x-ray Thomson scattering). However, in order to provide shocked states for EOS investigation at these facilities, detonation of chemical explosives accelerates flyer plates into the material of interest. This technique is difficult and expensive to employ. On the other hand, nanosecond lasers have been used extensively to study shocked and warm-dense matter. Many of these laser facilities are equipped with high intensity, short pulse lasers that can be used concurrently with the nanosecond laser pulse.

The use of high power, high intensity laser beams to accelerate protons has been well studied. In 2004 Lancaster et al., according to our knowledge, were the first to show the conversion of these laser-generated protons into neutrons by directing these protons on a LiF slab and taking advantage of the \(^7\text{Li}(p,n)\)\(^9\text{Be}\) reaction. More recently, Davis et al. showed numerical modeling of the \(^7\text{Li}(d,xn)\) reaction using laser-accelerated deuterons. This work shows significant potential for creating a large amount of neutrons with high energy \((>15\text{ MeV})\) using a petawatt class laser.

In the NRS scheme, the laser-generated neutrons are moderated down to appropriate epithermal energies. The picosecond scale pulse length of the laser (as with the accelerator beam) and the ability to dope only a given section of the material, enables temporal and spatial effects (e.g., rarefaction) to be minimized. In this letter, it is shown that neutrons produced through \((p,n)\) reactions with laser accelerated protons are a route to performing NRS measurements in laser shocked materials.

The experiment was performed on the Titan Laser of the Jupiter Laser Facility at the Lawrence Livermore National Laboratory. The Titan laser is a Nd:glass laser with \(\lambda_{\text{laser}} = 1054\) nm, used at best focus (spot diameter of \(7\mu\text{m}\) with 20% of energy) and shortest pulse length, 0.7 ps. The laser was focused on Cu foil of 25 \(\mu\text{m}\) thickness, which accelerated high energy electrons in the forward direction setting up an electric field that accelerated a quasineutral proton beam from a hydrocarbon debris layer on the rear of the target. In phase I, these protons were incident on a radiochromic film (RCF) stack (see phase I of Fig. 1) to measure the proton distribution or, in phase II, they were incident on a 0.9 mm LiF converter foil (see phase II of Fig. 1). The LiF converter foil contains large cross-sections for \((p,n)\) reactions (see...
Fig. 2. (Color online) RCF data from a shot with 140 J on target and laser intensity of $1 \times 10^{20}$ W/cm$^2$. Each data point represents one layer of RCF, where the horizontal axis shows the minimum proton energy necessary to reach that layer. The experimental data are shown with circles (●). The dashed line is the best fit of a two temperature Maxwellian as described in the text.

In order to fit the data, a two temperature Maxwellian proton distribution was assumed, $dN/dE = (N_1/\sqrt{\pi E T_1})e^{-E/T_1} + (N_2/\sqrt{\pi E T_2})e^{-E/T_2}$, which is a function of proton energy $E$. The parameters $N_1$, $N_2$, $T_1$, and $T_2$ representing proton number and proton temperature, respectively, were optimized to minimize the reduced $\chi^2$ fit to the data. This fit is compared with experimental data, shown in Fig. 2. The best fit is given by $T_1=2.9$ MeV, $N_1=4.34 \times 10^{13}$, $T_2=10.27$ MeV, and $N_2=5.44 \times 10^{12}$, with a reduced $\chi^2$ of 0.41. The conversion efficiency into protons above 5.1 MeV is 3.5% with is consistent with previous results.\textsuperscript{9} The largest error in the RCF comes from the batch to batch error which is 10%.\textsuperscript{12} The spectral distribution from above is shown in Fig. 3. Also shown is the proton spectrum inferred from a shot with similar laser parameters to illustrate shot-to-shot variation.

In phase II, a LiF block of 0.9 mm was placed about 1 mm behind the rear of the Cu foil so that the proton beam was incident on the LiF converter. RCF was not used concurrently, as the proton beam was obstructed by the LiF converter. In order to record the neutron emission, three stacks of absolutely calibrated CR-39 detectors were placed at 22°, 90°, and 158° from rear target normal at distances from 5 to 8.5 cm from the target. CR-39 is a plastic that can be damaged indirectly by neutrons through knock-on protons and has been used previously in laser generated proton experiments.\textsuperscript{10} Due to the sensitivity of CR-39 to protons, the CR-39 was shielded with 3.175 mm thick Al on the 90° and 158° pieces and 6.35 mm thick Al on the 22° piece. The effectiveness of these filters was demonstrated by using RCF...
instead of CR-39 and verifying that there was no noticeable signal.

To determine the sensitivity of CR-39 to neutrons, a $^{252}$Cf source was used. This is a reasonable assumption given that the CR-39 sensitivity is nearly constant with neutrons, 0.5–5 MeV. The error in this measurement is calculated by adding in quadrature the variation in the background of unexposed CR-39 and the variation in the signal of the three CR-39 pieces within the detector stack.

The code DOWNSPEC (Ref. 15) was used to calculate the production of neutrons created in a given $(p,n)$ converter material by given energy protons. The code simultaneously calculated the stopping of incident protons as well as calculating their cross-sections for $(p,n)$ type reactions (see Fig. 4). This allows for determination of angular and energy resolved neutron yields. The code uses the continuous deceleration approximation model so it does not account for scattering or for energy broadening for a single energy incident proton.

A useful way to evaluate a material’s ability to produce $(p,n)$ neutrons is to look at neutrons produced per incident proton at a given energy, as shown in Fig. 5. This is more useful than the cross-section alone because it also takes into account the stopping of protons in the material.

To predict the number of neutrons produced, the proton distributions (see Fig. 2) were used as inputs in DOWNSPEC, which gave angularly resolved neutron yields. These predicted yields are plotted in Fig. 6 against experimentally measured CR-39 yields. It is worth noting that there is shot-to-shot variation even with the same laser energy. This fluctuation is common in short pulse laser experiments.$^8,9$

In this letter, the capacity to predict and generate beams of $1.8 \times 10^7$ neutrons within a few picoseconds has been demonstrated. Using statistical error analysis, the predicted fractional uncertainty in NRS temperature measurements is $\Delta T/T = 2/\sqrt{N}$ where $N$ is the number of neutrons that are usable for NRS measurements (i.e., they pass through the target and are in the region of resonance), $\sqrt{N}$ is the statistical noise and 2 is the number of degrees of freedom (i.e., location and width of resonance). Thus for temperature measurement with 1% accuracy, $4 \times 10^4$ usable neutrons are required. The moderator setup must therefore capture the high energy neutrons, direct them toward the shocked target, and downshift their energy with an efficiency of $>2.2 \times 10^{-5}$.

The feasibility of NRS is highly dependent on the shock experiment to be measured. The choice of material being shocked or used as a dopant is significant due to the variation of incident neutron energies at which neutron resonances occur and the strength of these cross-sections. Other factors...
such as the dopant level and the solid angle subtended by the neutron detector during the shock experiment are also critically important. Preliminary analysis using a polyethylene moderator, in a geometry relevant to a laser facility, suggests that NRS can be successfully fielded as a temperature measurement technique in the laser environment.

To conclude, the viability of short-pulse laser produced epithermal neutrons as viable path for a NRS temperature diagnostic has been shown. Future experiments on the Titan laser will illustrate the capacity to moderate and collimate neutrons for NRS and to ultimately perform NRS temperature measurements on a sample ablatively loaded with a nanosecond laser pulse.
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