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CHAPTER 1

Introduction

1.1. Damped wave equations

The damped wave equation
Ut — Au + U = 0

is a model which describes the propagation of the wave with friction. This equation
is also known as the telegraph equation developed by Oliver Heaviside(1850-1925).

It has been investigated by many mathematicians that the solution of the
damped wave equation has so-called diffusion phenomenon, that is, the solution
behaves like that of the corresponding heat equation

vy —Av =0

as t — +oo.

In this thesis we are concerned with the damped wave equation with variable

coefficients

uy — Au+ a(t, x)uy = f(u).
Our aim is to study whether this equation still has a diffusive structure. Here
a(t, z) denotes a coefficient of the damping depending on time and space variables
and f(u) is a nonlinear term.

Roughly speaking, it is expected that if a(t,z) does not decay fast, then the
damping is effective and the solution behaves like that of the corresponding heat
equation

—Av + a(t,x)vy = f(v);
if a(t,z) decays sufficiently fast, then the damping becomes non-effective and the
solution behaves like that of the wave equation without damping

wy — Aw = f(w).

There are many literature on the damped wave equation with variable coefficients
and the above conjecture has been confirmed in several situations. In this thesis,
we focus on the damping of the form

a(t,x) = (1+|a?) "1+ )"

with «, 8 > 0. In this case, roughly speaking, it is known that if a + 8 < 1, then
a(t, z) is effective damping and if o + 3 > 1, then a(t, z) is non-effective damping.

Here we give an intuitive observation for understanding the diffusion phenom-
enon. Consider the linear damped wave equation

(111) Utt—AU+Ut:0
with initial data (u,u:)(0,2) = (0, g)(z). Using the Fourier transform, we have
Qe + €70+ @ = 0.

5



6 1. INTRODUCTION

Solving this ordinary differential equation, one can obtain
At e) = —— (e-m_mw N wmmw) 50
VIR :

When [¢] is sufficiently small, we can consider
1o JI-WEP 2
2 14 /1 —4[¢?

and hence, if ¢ is sufficiently large, ignoring some terms decaying exponentially, we
can see that

~ &

i(t,€) ~ e g (¢).

The right-hand side is of course the Fourier transform of the solution of the cor-
responding heat equation with initial data g. Thus, we can naturally expect the
diffusion phenomenon.

We also give an another observation by scaling argument. For a solution u(t, x)
of (1.1.1), putting

u(t,z) = oA, N 2x), A= s, N2z =y

with a parameter A > 0, we have

A¢Ss(sv y) - A¢(S7 y) + ¢S(8a y) = 0.

Thus, letting A — 0, we obtain the heat equation
—A¢+ ¢ps = 0.
We note that A — 0 is corresponding to t — +o0.
This observation is also applicable to variable coefficient cases. Let u(t,z) be
a solution of
U — Au + |x\7°‘t75ut =0.
When —1 < <1, a<2and a+ [ <1, we put
u(t,z) = ¢()\1/(1+5)t, )\1/(2—(1)30)7 A/A+8)y — s, A/ @2-a), — y
with a parameter A > 0 and have
N g (s,) = N/ EDAg(s,y) + X CmIH Y70 P (s,) = 0.
We can rewrite this equation as
)\2/(1+ﬂ)_2/(2_a)¢ss - AQS + |y|_as_ﬁ¢8 =0.
Note that
2 2 20 —a—p) -0

148 2—a @(A+p2-a)

Therefore, letting A — 0 again, we obtain the corresponding heat equation
—Ad+ |y s Pps = 0.

On the other hand, when o+ 3 > 1, we put

u(t,z) = ¢\, Ax), M =sdx=y

and have
Bos(5,y) = Ad(s,y) + AT y| 757 g (s,y) = 0.
In this case, letting A — 0, we obtain the wave equation without damping

Pss — A = 0.
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This indicates that the asymptotic behavior of solutions essentially depends on the
behavior of the coefficient of damping. In this thesis, we investigate in what way
the damping influences the behavior of solutions.

This thesis is organized as follows. In the next section, we introduce selected
results described in the following chapters. Then, in Section 1.3, we give a review
of previous results related to ours. We also explain the method used for the proof
of main results in Section 1.4.

In Chapter 2, we introduce some basic results on the study of damped wave
equations, including solution representation formula, asymptotic behavior of solu-
tions and some semilinear problems.

Chapter 3 concerns with the diffusion phenomena for the linear wave equation
with space-dependent damping. We prove the asymptotic profile of the solution is
given by a solution of the corresponding heat equation in the L?-sense. We also
give weighted energy estimates of solutions for higher order derivatives.

Chapter 4 is devoted to the existence of global solutions for the semilinear wave
equation with damping depending on time and space variables. In this case we can
find an appropriate weight function related to the corresponding heat kernel and
we can obtain an a priori estimate of the solution by a weighted energy method.
As a corollary of this a priori estimate, we can see that the energy of the solution
is concentrated in some parabolic region much smaller than the light cone. This
behavior is quite a contrast to that of the wave equation without damping.

In Chapter 5, we consider the critical exponent problem to the semilinear wave
equation with scale-invariant damping 1L+tut with g > 0. This equation is invariant
under the hyperbolic scaling and known as the threshold between effective and
non-effective damping. In this case the asymptotic behavior of the solution is very
delicate and the coefficient p plays an essential role. We prove an L? — L' type
decay estimate of solutions and a small data global existence result for sufficiently
large p. We also show some blow-up results for all ¢ > 0 by using a modified test
function method. Moreover, we prove that when p < 1, the critical exponent is
larger than that of the corresponding heat equation. This shows that the equation
loses the parabolic structure and recovers its hyperbolic structure as p gets smaller.

Chapter 6 concerns with the blow-up of solutions to the one-dimensional semi-
linear wave equation with time and space variables. In this case we cannot apply
the test function method directly. However, in one-dimensional case, we can con-
struct an appropriately multiplier function by the method of characteristics. We
prove that when the damping is non-effective, the critical exponent agrees with that
of the wave equation without damping, that is, the small data blow-up holds for
any power of the nonlinearity.

In Chapter 7, we prove upper estimates of the lifespan of solutions to the
semilinear wave equation with several types of damping in subcritical case. In
particular, our results give almost optimal estimates of the lifespan from both above
and below in the constant and time-dependent coefficient cases. This is a joint work
with Mr. Masahiro Ikeda.

In Chapter 8, we prove the LP-L? estimates of the solution to the linear damped
wave equation. These estimates, which show the diffusion phenomenon, has been
already proved by several mathematicians. In this chapter we introduce an im-
provement of these estimates in higher dimensional cases and give a simpler proof
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by using the solution representation formula. This is a joint work with Mr. Shige-
hiro Sakata.

Finally, in Appendix, we explain the notation used in this thesis, some useful
lemmas, definitions of solutions and the proof of local existence theorem.

1.2. Results

In this section, we collect the selected results described in this thesis. For
the sake of simplicity, we introduce only simplified results. We state the results
more precisely in the following chapters. We consider the Cauchy problem of the
semilinear damped wave equation

(1.2.1) { ug — Au+ alt,x)us = f(u), (t,x) € (0,00) x R,

- (u,u)(0,2) = (up, u1)(x), x € R",
where u = u(t,x) is real-valued unknown, a(t,x) is nonnegative smooth function
and f(u) = 0 or |ulP. In what follows, we assume that 1 < p and (ug,u;) €

CP(R™) x C§°(R™).

The first result is about the asymptotic profile of solutions to the linear wave
equation with the damping having the form (z)~® with 0 < « < 1. In this case
the damping can be seen as effective and it is conjectured the asymptotic profile is
given by a solution of the corresponding heat equation. The following result gives
an affirmative answer and is explained in Chapter 3:

THEOREM 1.1 ([112]). Let f(u) = 0 and a(t,z) = (z)"* with 0 < a < 1 and
let w be the solution of (1.2.1). Then we have

n—2a
u(t,-) = v(t, )]l 2 = o(t™2C=7)
as t — +oo, where v(t,x) is the solution of the corresponding heat equation
()" %vy — Av =0
with the initial data v(0,z) = ug(z) + a(z) " tuy ().

The second result is the existence of global solutions to the semilinear wave
equation with damping depending on time and space variables. We consider the
damping of the form (z)~%(1+ )% with o, 3 > 0,a + 3 < 1 and the nonlinearity
|u|P. We prove that if p > 1+ 2/(n — «), then the global solution exists for small
data having the finite weighted energy. We note that the exponent 14 2/(n — «)
agrees with the critical exponent of the corresponding heat equation.

THEOREM 1.2 ([109]). Let f(u) = |u|P and a(t,x) = ao(z)~*(1 + t)=% with
ap>0, a,0>0, a+ 6 <1, and let

2—a 1
W(t,z) = AL’ __ (+Pag
(14¢)1+7s (2—a)?(249)
with § > 0. If
2 n 2
1+ —<p<——n>3), 1+ ——<p<oo(n=12),
n—a« n—2 n—au

then there exists a small positive number dg > 0 such that for any 0 < 6 < &g the
following holds: If

If = / O (ug(2)* + [Vuo (2)|* + wa(2)?)da



1.2. RESULTS 9
is sufficiently small, then there exists a unique solution u € C([0,00); H(R™)) N
C1([0,00); L2(R™)) to (1.2.1) satisfying

n—2«a

/ eQw(t’”)u(t,x)de < C(;Ig(l + t)_(H'B) 7=a 1€

/ ) (uy(t,)” + |Vt o)) de < CsIg (14 ¢)~ DG,

where

and Cs is a constant depending on 9.

The following two theorems are about the critical exponent problem for the
semilinear wave equation with the scale-invariant damping a = u/(1+t). It is known
that if p is sufficiently large (resp. small), the solution of the equation with f(u) =0
behaves like the corresponding heat equation (resp. the free wave equation). We
give a global existence result for p > 1 4 2/n, provided that p is sufficiently large.
The exponent 1 + 2/n is known as critical for the corresponding heat equation.
Thus, in view of the linear problem, the assumption on p is reasonable. We also
give a blow-up result for all 4 > 0. We remark that if 4 < 1, then the blow-up
result holds even when p > 1+ 2/n. This phenomena can be interpreted as that
if v is small, then the equation recover the hyperbolic structure and the critical
exponent rises.

THEOREM 1.3 ([110]). Let f(u) = [ul? and a(t,z) = {£5 with p > 0, and let

_ =l __n

Ifl+42 <p<n/n—=2)(n=>3),1+2 <p<oo(n=12ad0 <e <
2n(p — (1+ 2))/(p — 1), then there exist constants § > 0 and po > 1 having the
following property: if u > po and

1§ = / 00 (g (@) + Vo (@) 4w (2)*)da

is sufficiently small, then there exists a unique solution u € C([0,00); HL(R™)) N
CL([0,00); L2(R™)) of (1.2.1) satisfying

/ VDt ) de < Cp T2 (1 +t) 7",
/ VD) (uy(t, 1) + |Vult, ) [})de < C, I3 (1 4 t) =2t

fort >0, where C, . is a positive constant depending on p and €.

THEOREM 1.4 ([110]). Let f(u) = |ul? and a(t,z) = {5, p > 0.
(i) 1 <p<142/n and p > 1. Moreover, we assume that

R—o0

1iminf/ (1 — Dug + urdx > 0.
|z|<R

Then there is no global solution for (1.2.1).
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(1i)Let 0 < pn <1 and

2
l<p<1l+4+—0r——.
T (R §
We also assume
lim inf uy(x)dz > 0.

R=oo Jiz|<R
Then there is no global solution for (1.2.1).

The next one is a blow-up result for the one-dimensional semilinear wave equa-
tion with damping depending on time and space variables. We consider a non-
effective damping and prove a blow-up result for any 1 < p < oco. This is corre-
sponds to the result of the corresponding semilinear wave equation without damp-
ing.

THEOREM 1.5 ([111]). Let n =1 and f(u) = |[ul?, and assume that a(t,z) €
C>([0,00) x R) satisfies

o
(67 ﬁ <
|at aza(tvx)l — (1 +t)k+a

with some k > 1 and sufficiently small 6 > 0. If 1 < p < 0o and

(a,8=0,1)

ug =0, w1 >0, liminf up(z)dz > 0,
R=00 Jiz|<R

then there is no global solution (1.2.1).

The following result is about estimates of the lifespan of solutions to the semi-
linear wave equation with time or space dependent damping. Even for the constant
damping case, to obtain the estimates of lifespan was open problem for higher
dimensional case n > 4. Here we give the optimal estimate from above for the
constant and time-dependent damping case. We also give an upper estimate for
space-dependent damping, which does not seem to be optimal, but the first result
for this area.

THEOREM 1.6 ([26]). Consider the initial data £(ug,u1) instead of (ug,u1) in
(1.2.1), where € > 0 is small parameter. Let f(u) = |ul? and a(t,z) = ()~ *(1 +
)P witha € [0,1),8 € (=1,1),a8 =0, and let 1 <p < 1+2/(n—a). We assume
that the initial data (ug,u1) satisfy

R—o0

0o -1
B = </ e~ fot(lJrS)_ﬁdsdt) .
0

Then there exists C > 0 depending only on n,p,a, B and (ug,u1) such that the
lifespan T is estimated as

lim inf /x<R(<x>_O‘Bu0(sc) + uqp(x))dx > 0,

where

g~/ if 1+a/(n—a)<p<l+2/(n—a),
T. <C Qe @ Dlog(e )Pt if a>0, p=1+a/(n—a),
g=(r=1) if a>0,1<p<l+al/(n—a)
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for any € € (0, 1], where

214 5) 1 n—a
T ( p—1 2 ) '

The final result is the LP-L9 estimate of the solution to the linear damped
wave equation. This has already shown by Marcati and Nishihara [58], Hosono
and Ogawa [23] and Nishihara [78] for the case n = 1,2, 3, respectively. Narazaki
[73] proved the same type estimate with arbitrary small loss of decay rate . In this
thesis we prove that the loss € can be removed and give a simper proof by using
the solution representation formula. Let u,v be the solutions to the linear damped
wave equation and the corresponding heat equation

{ Ut — Au+up = 0, (t,x) € (0,00) x R™,
(u,ue)(0,2) = (0,9)(x), z€R",

ve—Av=0, (t,z)€ (0,00) x R",
v(0,z) = g(x), =eR",
respectively.

THEOREM 1.7 ([98]). For 1 < ¢<p<oo andt> 1, we have
_n(l_1y_
lu(t) = v(t) — P W,(t)glle < Ct~ 20707 jg]|a,

where

(n—3)/2 (n—3)/2—1
1 11/10 1
W, ()= — ~ (22 Z d
(t)g (n — 2)N|S"1]| ; ]l (t 8t> <t /zy|—tg(y) Sy)

if n > 3 and an odd number,

(n—2)/2 (n—2)/2—1
1 11(10

R — (2=

wn(t)g (n_1)|[|5n| ; 8! (tat)

1
x / ———g(y)dy
le—yl<t 51/1% — [z — y[?

if n is an even number, where |S™| denotes the measure of the n-dimensional unit
sphere.

1.3. A review of some previous results

In this section, we give a review of previous study for the damped wave equation
with variable coefficients from the view point of the diffusion phenomenon. We
clarify the relation between the results stated in the previous section and some
earlier literature.
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1.3.1. Linear damped wave equations. We consider the linear damped
wave equation

(1.3.1) { uy — Au+a(t,r)u; =0, (t,x) € (0,00) x R",

(u,u)(0, ) = (ug,u1)(x), x€R™,

where v = u(t,z) is a real-valued unknown function and (ug,u;) is given initial
data. The simplest case is the constant coefficient case, that is

Ut —AU+Ut :0,

(u, u)(0, ) = (uo, ur)(2).
As we mentioned in the first section, it is well-known that the solution of (1.3.2)
has the diffusion phenomenon. This means that the solution of (1.3.2) behaves like
the solution of the corresponding heat equation

vy — Av =0,
1.3.3

( ) { v(0,2) = ug(x) + ui(x)
as t — +oo. First, we note that by the Duhamel principle, the solution u of (1.3.2)
is expressed by

(1.3.2)

u(t,x) = Sp(t)(ug + u1) + 04 (Sn(t)uop),
where S, (t) denotes the solution operator of the Cauchy problem

Uy — Au+ug =0 (t,z) e R x R",

(uaut)(ovx) = (ng)(x) MAS Rna

that is, S, (t)g is the solution to the above problem.

The asymptotic behavior of solutions to the equation (1.3.2) has been initi-
ated by Matsumura [59]. He proved the following estimates by using the Fourier
transform:

(1.3.4)  [|8}025u(8)g| e < O+ )=V (|Ig| L 4 || g| rinsrsivien),
10{07 S (t)g| Lo < C(L )/ A/ GmImimlal/2 (| g)

rm + gl gitiar-1),

where 1 < m < 2. The decay rates above are the same as those of the corresponding
heat equation (1.3.3).

The study of the precise asymptotic profile of solutions to (1.3.2) was triggered
by the observation by Hsiao and Liu [24]. They considered a system of hyperbolic
conservation laws with damping

Vi—=U, =0,
(1.3.5) Ui+ p(V), = —aU,
(V,U)(0,z) = (Vo,Uo)(z) — (Vi,Uz), & — +oo,

where (t,2) € (0,00) x R, a > 0, p(V) > 0,p (V) < 0 for V > 0 and V,, V4 > 0.
They proved that the asymptotic profile of the solution (V,U) of (1.3.5) is given by
a solution of a system given by Darcy’s law:

‘7;5 = _ép(v)xmv . ‘7t - Ux = 0»
(1.3.6) { p(V)e = —all, "\ p(V). = —al

with V' (0, £00) = V.. By putting W (t,z) = ffOO(V(t, y) =V (t,y+xo)— V(t, y))dy

with some auxiliary function V and suitably chosen z(, they reduced the system
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(1.3.5) to a quasilinear second order hyperbolic equation with damping

{ Wy + oWy + (p(We + V + V) = p(Wo))e = Lp(V),

(1.3.7) (W, W)(0,2) = (Wo, Wy)(z) — 0 as  — +oc.

Using this formalization, they obtained
IV = V)@l nrz = OE?), & — 400,

here || fllpoonr2 := max{||f||zs, || fllzz}- Under the additional assumption

oo

(V. Uo) (200) = (V. 0). / (Vo(2) — Vao)d = 0

—o0
with some V,, > 0, this convergence rate was improved by Nishihara [76] to
IV =V)®)llz~ = OF™).
Moreover, he also consider in [77] a generalization of (1.3.7) in one space dimension

uy + aup — (a(ug))y =0,
(1.3.8) { (u,u)(0, ) = (uo,u1) ()

and proved that the solution of (1.3.8) behaves like that of the corresponding linear
parabolic problem
avy — a' (0) vz, =0,
{ v(0,2) = uo(z) + Luy ()

as t — +o00.

Yang and Milani [121] further extended the result of Nishihara [77] to any
space dimension. In particular, for the linear damped wave equation (1.3.2), using
Matsumura’s estimates (1.3.4), they showed that

[u(t) = v(®)]l L (rny = O 271)  (t — +00),

where u is the solution of (1.3.2) with (ug,u;) € (H™A+3(R™) N LY(R")) x
(H!"/2+2(R™) N LY (R™)) and v is the solution of (1.3.3). In general, |[v(t)||ze~
does not decay faster than ¢~"/2. Therefore, the estimate above shows that the
asymptotic profile of u is actually given by v.

After that, Marcati and Nishihara [58] proved the following LP-L? decay esti-
mates of the difference of u and v in the one-dimensional case n = 1:

(1.3.9) [Ju(t) —v(t) — e~ (uo(- + ) +uo(- —))/2l|zr < O FE=3) 7Y (ug, ur) | e

fort >2and 1 < ¢ < p < co. The estimate above implies that u can be expressed
asymptotically by

e_t/zuo(x +1t) +ug(z —t)
2

as t — +oo. Here the term (ug(x +1t) 4+ uo(xz —t))/2 is the solution of the free wave
equation

u(t,z) ~v(t,z) +

Wit — Wrg = 0

with the initial data (ug(z),0). Noting that in the estimate (1.3.4), we need some
regularity on (ug,u1), we can interpret that the term e /2 (ug(x +t) +uo(z —t)) /2
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has the singularity of u. The estimate (1.3.9) was extended by Hosono and Ogawa
[23] to n = 2 and by Nishihara [78] to n = 3. More precisely, they obtained

u(t,-) —o(t,.) — e /? ((; - ;) W (t)ug + 8, Wy (t)uo + Wn(t)u1>

Lp
<t~ 2G5 71 (ug, ua) | s

for 1 < g < p < oo, where W, (t)g denotes the solution of the Cauchy problem of
the free wave equation

wy — Aw =0, (t,z) € (0,00) x R™,
(w,w)(0,z) = (0,g9)(x), z=e€R"
In particular, we obtain the following decomposition formula of S, (t) as t — 4oc:
Su(t)g ~ g + e~ /2W,(t)g,

where e?® denotes the evolution operator of the heat equation. For higher dimen-
sional cases, the corresponding LP-L7 estimates were given by Narazaki [73]. He
proved the following estimate for the lower frequency of the difference of solutions
to the damped wave equation and the heat equation when n > 2:

(1.3.10)  [|F (@) (a(t) — o) le < O + )~ 2 G571 | (ug, wy) | £

where 1 < ¢ < p < 00, € is an arbitrary small positive number and x(£) is a com-
pactly supported smooth radial function satisfying x(¢) = 1 near £ = 0. Moreover,
in the case where 1 < ¢ < p < o0, (p,q) = (2,2) or (p,q) = (00,1), we may take
€ = 0. He also proved the following high frequency estimate

|71 = x(€)(@(t) — e~ /> (Mo(t, )ip + My (£, -)1ir) Ml o < Ce™*|(ug, us)| Lo
where 6 >0, 1 < ¢ < p < o0, x(§) is as above and

. 1 sin (=¥ 2k 2k

_1\k
— cos(t|€]) Z (2(kJ1r)1)'t2k+1®(§)2k+1 7
0<k<(n—3)/4 ’

(=1 ok o2
Mo(t,§) = cos(tlg)) > *0(¢)

(2k)!
0<k<(n+1)/4

Nk
s 3 gl eER 4 M0,
0<k<(n—1)/4 ’

with ©(&) = [¢] — v/|&|?> — 1/4. We note that his proof is based on an argument
using the Fourier transform and there is a loss € of decay rate in (1.3.10). Theorem
1.7 shows that the loss € can be removable and in Chapter 8, we shall give a simpler
proof based on the representation of the solution.

Matsumura [60] also investigated when the energy of solutions to (1.3.1) decays
to 0 as t — +oo. He proved that if a(t, z) satisfies

ag(1+ Jz| +4)7! <a(t,z) <a
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with some ag,a; > 0 and a;(t,x) < 0, then the energy of the solution

1

E(t) = §/n(ut(t,x)2—|— Vult,2))dx

tends to 0 as ¢ — +o0o. This result was extended by Mochizuki and Nakazawa [66].
They put the following condition on a(t, z):

(1.3.11) ao{(em + || +t) log(em + |2 +1) - - - log™ (e, + 2| + 1)} ! < a(t,z) < ay
with some ag,a; > 0 and m € Z>(, where

e R e Em_
ep:=1, e :=e€,...,e, =™

(0] B (m—1]

y:=vy, logy:=logy,... ,log[m} y := log(log Y).

They proved that if a(t,z) satisfies (1.3.11) and as(¢t,z) < 0, then the energy of
solution decays as

1(Vu, u) (8)]]2 < C{log!™ (e + 1)}~ mmte0/21),

On the other hand, for (1.3.1), Mochizuki [63] proved if n # 2 and a(t,z)
satisfies

log

0<a(t,z) <CA+|z[)~+°

with some ¢ > 0 and a.(t, z) is bounded and continuous, then the energy of solution
does not decay in general. Moreover, he proved that the Mgller wave operator exists
and not identically zero. The scattering solution u(t, x) is asymptotically equivalent
to a solution w(t, x) of the free wave equation in the following sense:

Jim [[(u, ) () — (Yo, w,) (1) 2 = 0.

For the case n = 2, we refer the reader to [72]. When n > 3, this result was also
extended by [66] to a(t,x) satisfying

0 <a(t,z)

v
< a3 {(em + [2]) log(em + 2]} -+ Togt™ U(en + [2]) [l0a™ (e + [2])] '}

with some ap > 0, v > 1 and m € Zx>.

The energy decay problem in general exterior domain 2 C R™ has been in-
vestigated for a long time. It is well known that for the wave equation without
damping, if 2 is nontrapping, then the local energy

Er(t) = 3/ (u(t,2)? + [Vu(t, 2)?)dz
2 JanBx
decays exponentially fast if n is odd and polynomially fast if n is even, where
Br = {x € R" | |z]| < R}, R > 0. This is reasonable because the energy
propagates along the wave front and the motion in the bounded region stops after
time passes. Shibata [100] considered the initial-boundary value problem of the
damped wave equation

uy — Au+up =0, (t,z) € (0,00) x Q,
(1.3.12) u=0, (t,x) € (0,00) x 09,
(u,us)(0,z) = (up,u1)(x), €€,
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where n > 3 and 9 is smooth and bounded. Let R > 0 be a constant such that
Q° C Br. He proved the following estimate of the local energy:

Er(t) + [[u(t)1F20npm) < CO+ )" ([uolFraqy + llutllFs(q));

provided that supp (ug,u1) C 2N Bg. We note that his result does not require any
geometrical condition of ). Because the trapped energy also decreases by virtue of
the dissipation term wu;. After that, Dan and Shibata [9] extended the result above
to n > 2 and improved the estimate as

Br(t) + [u®)lZ2@npq < CO+ )" (luollzy + [lurll72),

provided that supp (ug,u1) C Q@ N Br. Nakao [68] considered (1.3.12) with the lo-
calized dissipation a(x)u; instead of u;, where a(z) = 0 for |z| > L with sufficiently
large L > 0 and a(x) > ¢ > 0 with some constant ¢ > 0 on a neighborhood of the
closure of

(1.3.13) [(zg) = {x € 0Q | v(x) - (x —x9) > 0}

with some z9 € R". Here v(z) denotes the unit outward normal vector of {2 at the
point x € 9. We note that if Q° is star-shaped with respect to xg, then T'(zg) is
empty. He proved that if supp (ug,u1) C By, then the local energy decays as

Epiet(t) < Cos(141)71+°

with arbitrary 0 < €, < 1. Moreover, for the case of odd dimensions, the local
energy decays exponentially. This result says that we need only the dissipation on
a part of 99 for the local energy decay. Matsuyama [62] considered a dissipation
depending on time and space variables a(t,z)u; and removed ¢ in the above rate
and relaxed the assumption on a(t,z) as 0 < a(t,z) < a1{(em + |z|) log(em +
z]) - - - [log™ (e + |2])]7} " with some a; > 0,7 > 1 satisfying a1 < v~ (v —
1), instead of the condition a = 0 for large |x|. Moreover, under some suitable
additional assumptions on a(t,x) and the initial data, he proved that the total
energy of solutions does not decay in general and the solution is asymptotically free
as t — +o00.
For the total energy decay of solutions to

u — Au+ a(z)uy, =0, (t,x) € (0,00) x £,

u =0, (t,x) € (0,00) x 09,

(u,1)(0, ) = (up,u1)(x), x€Q
with an exterior domain 2 C R™ has been also considered by Nakao [69] (see also
[71]). He put the following assumptions on a(z): (i) a(z) > ¢ > 0 holds on some
neighborhood of the closure of I'(zg) with some ¢ > 0 and zg € R™. Here I'(z)

is defined by (1.3.13). (ii) a(z) > ¢ > 0 for all || > L with some ¢, L > 0. Under
these assumptions, he proved

lu(®)ll2 < Clluollmy + lluallz2),
E(t) < CE(0)(1+1t)~",
where E(t) is the total energy of u, that is,

E(t):= %/Q(ut(tmc)Q + |Vu(t, z)|?)dz.
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When Q¢ includes the origin and is star-shaped with respect to the origin and
a(x) > ¢ > 0 holds for all |x| > L with some ¢, L > 0, Ikehata [28] improved the
decay rates in the above estimates as
[u(®)l|72 < CL+8)7 (| (uo, )7z + 1dC) (wr + al-)uo)[122),
B(t) < O+ 0720, w2 + 140 (w1 +al o) 32,

[l (n>3)
(@) {|wlog<B|x|> (n=2)

where

with some constant B > 0 satisfying B inf,cq |z| > 2.
Tkehata [30] considered the special dissipative term ag|z|~*u; with 0 < o < 1.
He obtained the boundedness of the weighted energy

o |z|2—
/62a0(2*a) = (w8, 2)? + |Vt 2)[)dz < C.
Q

Todorova and Yordanov [107] improved the above estimate by introducing a new
weighted energy method. They considered the Cauchy problem for the wave equa-
tion with space-dependent damping

{ up — Au + a(z)uy = 0, (t,z) € (0,00) x R™,

(1.3.14) (u, ug)(0,2) = (uo,u1)(z), x€R™

They assumed that
a(z) = ao(1 + [x])~*
with some a € [0,1) and there exists a solution of the Poisson equation

(1.3.15) AA(z) = a(x)

having the following properties:

(al) A(z) >0,

(a2) A(x) = O(|z|*~) as |z| — +oo,
g 204G

(a3) m(a) = I|IHOOf VA2 > 0.

It is known that such solutions A(x) exist if a(z) is radially symmetric and satisfies
ap(1 4+ |z))~* < a(x) < a1 (1 + |z])~* with some ag,a; > 0 and « € [0,1). Using
the function A(x), they constructed a weight function of the form

e(m(a)—e)A(z)/t
and obtained the following weighted energy estimates:
(1.3.16) / M@ =A@/t (yu(t, )2 de < Co(||Vuo |2z + [Ju||2)t =™ @+,
(1.3.17) / M@ =A@/ (y, (1 )2 + [Vu(t, 2)[2)dz

< Ce(lIVuolze + flur||Z2)¢ @1+
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for large ¢ > 0 and any € > 0, provided that the data (ug,u;) have compact support.
In particular, if a(z) is radially symmetric and behaves like a(z) ~ aglz|~® as
|z] — 400, then it follows that

ao 22—«
Alg) ~ ——m———— 5
(@)~ el as o] = o
n—aq
m(a) = 5o

and hence,

[t atapult,a)d < Co(|Tunlfs + funl)e 5,

|t + [Vult, ) o < Ol Tl + fur )¢ 551+

for large t > 0 and any € > 0, where

ag “TlQ—a

22— a+e)?t’

Their method is also applicable to the corresponding heat equation

a(x)vy — Av =0

w(t’ .Z‘) =

and we can obtain the same decay rate. This indicates that in this case the equation
(1.3.14) still has the diffusive structure. However, the precise asymptotic profile
was remained as an open problem. Recently, Nishiyama [88] proved the diffusion
phenomenon for the abstract damped wave equation

v’ 4+ Au+ Bu' = 0.

His result includes space-dependent damping which does not decay near infinity.
Due to the authors knowledge, Theorem 1.1 stated in the previous section is the first
result for the precise asymptotic profile of solutions to the damped wave equation
with space-dependent decaying potential.

We also mention that the above result by Todorova and Yordanov was extended
to damping depending on time and space variables a(t, x) = a(z)b(t) satisfying

ao(1+ |2))™ < a(z) < ar(1 + |z))™%  bo(1+1)"P < b(t) < by(1+1) "

with « € [0,1),8 € [0,1),a+ 3 € [0,1) by J. S. Kenigson and J. J. Kenigson [45].
Recently, Ikehata, Todorova and Yordanov [37] considered the critical case

a()(;v)_l <a(z) < a1<x)_1.

They obtained several optimal energy estimates of solutions with compactly sup-
ported data. More precisely, they proved

| (ue, V) (t)|| 2 = O(t*% min(aoyn)Jrs)

as t — 400, where ¢ is arbitrary small positive number. When n > 3,1 < ag < n
orn =1,2,n < ag, we can remove ¢ in the above estimate. Moreover, if a(z) is
radially symmetric, a(z) ~ ag|z|~* as |#| — oo and 0 < ag < n, then the decay rate
—ap/2 in the above inequality is optimal. We note that when ag > n, the decay rate
—n/2 agrees with that of the corresponding heat equation. Therefore, we expect
that this decay rate is also optimal. However, this optimality is still open and the
asymptotic profile of solutions is completely open as far as the author’s knowledge.
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For the time dependent damping cases, more specific asymptotic behavior of
solutions was investigated by Wirth [114, 115, 116, 117, 119]. He considered the
linear damped wave equation
For simplicity, we assume that b(t) is positive, smooth, monotone and satisfies
—b(t)| < Cr(1+1t)""b(t
0] = Gtk o0

for k € Z>q. A typical example of b(t) is (1 +¢)~# with 3 € R. We also consider
the free wave equation

(1319) Wit — Aw =0
and the corresponding heat equation

(1.3.20) b(t)vy — Av = 0.

We denote by
1 t
A(t) = exp (/ b(s)ds)
2 Jo

an auxiliary function. He determine the behavior of solutions to (1.3.18) as time
tends to infinity in the following five cases:

(i) (scattering) If b(t) € L'((0,00)), then the solution to (1.3.18) is asymptot-
ically free. More precisely, there exists an isomorphism W, on H'(R") x L*(R")
such that for the solution u(¢, x) to (1.3.18) with initial data (ug,u1) and the solu-
tion w(t, ) to (1.3.19) with the initial data W, (ug, u1), the asymptotic equivalence

A {[(V, ug) (t) = (Vw, we ) (8[| 22 = 0

holds.
(ii) (non-effective dissipation) If limsup, . tb(t) < 1, then the solution u to
(1.3.18) satisfies the LP-L7 estimate

C ne
S 0T G ol + )

for p € [2,00), ¢ is the dual of p and s > n(1l/q — 1/p). Moreover, A(t)u is
asymptotically free in the sense that there exists a solution w of (1.3.19) satisfying

i [A(E) (V1) (€) = (T, 04 (8)) 2 = 0.

1V, u) ()| e <

(iii) (scale-invariant weak dissipation) If b(t) = /(1 + ¢) with g > 0, then the
solution u of (1.3.18) satisfies the LP-L? estimate

[V u) (O)llr < O+ 5™ G873 (g s + s )
for p € [2,00), ¢ is the dual of p and s > n(1/q — 1/p).

(iv) (effective dissipation) If tb(t) — +o00 as ¢ — 400, then the solution u of
(1.3.18) satisfies the LP-L? estimate

-
2

t
I(Fua ol < (14 [ b0s)as) (ol + s llwea)
0

Q=
3=
Nl
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for p € [2,00), ¢ is the dual of p and s > n(1/q — 1/p). Moreover, if b(t)™> ¢
L'((0,00), then the lower frequency part of the solution u of (1.3.18) is asymptoti-
cally equivalent to that of a solution v of (1.3.20) in the L2-sense. This is called the
local diffusion phenomenon. It is also follows that when b(t)™3 € L*((0,00)), u is
for each frequency asymptotically equivalent to that of v. This is called the global
diffusion phenomenon.

(v) (overdamping) If b(t)~! € L'((0,00)), then the solution u of (1.3.18) with
data from L?(R"™) x H~'(R"™) converges as t — 0o to the asymptotic state

u(oo,z) = tli)rgo u(t, x)
in L?(R™). Furthermore, this limit is non-zero for non-zero initial data.

He also treated in [119] the time periodic dissipation, that is, b(t+7") = b(t) > 0
for ¢t > 0 with some T > 0, and proved that Matsumura’s estimates are still true in
this case.

We remark that for the time-dependent speed and damping case

ugr — a(t)Au + b(t)u, = 0,

recently, D’Abbicco and Ebert [6] gave an extension of the results (i) and (ii) above.
We also mention the abstract damped equation

{ u’ +u + Au =0,

(1.3.21) w(0) = g, u'(0) = uy

and the corresponding the heat equation

{ v+ Av =0,

(1.3.22) 2(0) = g + s

in a separable Hilbert space H. Here A is a closed, self-adjoint and nonnegative
operator on H with a dense domain D(A). The diffusion phenomenon for the
abstract equation (1.3.21) is closely related to the problem on exterior domains.
TIkehata [27] considered the concrete case H = L?(Q), A = —A, D(A) = H*(Q) N
H} () with an exterior domain  C R™ having compact smooth boundary, and
proved for solutions u to (1.3.21) and v to (1.3.22) that

[u(t) = v(t)l|L2(0) = O((VElogt) ")

as t — +oo. After that, Ikehata and Nishihara [32] considered abstract case and
improved the above estimate as

lu(t) —v()| i = Ot~ (log t)/?+*)

with arbitrary small ¢ > 0. They conjectured the optimal rate is given by O(¢t~1).
Chill and Haraux [3] solved this conjecture. They proved that

(1.3.23) lu(t) = v(®)l parrz) < Ct (lluoll par/z) + llull)

for ¢ > 1, where [| - || p(41/2) denotes the graph norm of AY/2 (note that this operator
is well-defined):

il 4172y 2= 1AM 2ully + [l
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Moreover, they proved the decay rate above is optimal. Radu, Todorova and Yor-
danov [97] obtained the following estimates, which are stronger than (1.3.23):

lu(t) = o)l < Ct*(lle™ 4 uollzr + lle™ 2 uallzr)
+ 01 (Jluollzr + [1(AY2 + 1) a1 1),
1A% (u(t) = o) < Ct 1 (lle™ ol + lle™ || )
+ O 10(|| APl + [1(AY2 + 1)~ APy | )

for any ¢ > 1 and k > 0. These estimates allow us to transfer the decay from the
heat equation to the hyperbolic equation. They applied these estimates to operators
A generating a Markov semigroup on L'(Q, 1) with some o-finite measure space
(2, 1). They obtained faster decay of the difference u(t) — v(t) with L' data and
they also proved an abstract version of Matsumura’s estimates (1.3.4). Recently,
TIkehata, Todorova and Yordanov [38] proved similar estimates for the strongly
damped wave equation
u”’ + Au+ Au' = 0.

Yamazaki [120] extended the results of Chill and Haraux [3] to time-dependent
damping cases:

u” +b(t)u + Au =0,
(1.3.24) { U(O) = u, u/(()) —
and
b(t)v' + Av =0,
(1.3.25) { v(0) = vo,

where b(t) is a C! function satisfying

bo(1+8)P <b(t) <bi(1+t)77, 0<p<1, |b/(t)]<by(1+1)F!

v0=u0+b’(‘8)—u1/ooogé‘§lexp (—/Osb(a)da) ds.

Let k,1 > 0 and (ug,u1) € (D(A*1/2) N R(AY)) x (D(A*) N R(AY)), where R(A!)
denotes the range of A'. Then she proved that

A% (u(t) — v(t) | pearse
< Ctﬁ—l—(l-‘rﬁ)(k-‘rl)(

1A% (u(t) = v(®))ll
< Cpf 28 ket

and

[woll pearsr/zy + [[dolla + [lutll pear) + 1@l a),

[wollpar+rrzy + [[doller + l[urllpary + [[nller)

for t > 1, where |- || p(ar+1/2), || - [ p(ax) are the graph norm of A*1/2 A*, respec-
tively, and g, 1] are elements of H such that Aliy = ug, Al = u,, respectively.
Wirth [118] treated the critical case 0 < b(t) < by(1 +¢)~!. He proved that if b(t)
satisfies [b'(t)| < ba(1+t)72, b ¢ L1((0,00)), limsup,_, . tb(t) < 1 and ker A = {0},
then for the solution u(t) of (1.3.24), it holds that

Jim (A (u(t), u'(8) = (w(t), w' ()| 2 = 0,
where w(t) is the a solution of the free wave equation

w” + Aw = 0,
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A(t) = exp( [y b(s)ds) and [|(¢, )| is the energy norm ||(¢,9)[3 = A2 u +
I\l . Moreover, the operator mapping (ug,u1) to (w(0),w’(0)) is injective.

1.3.2. Damped wave equations with nonlinear source terms. We con-
sider the Cauchy problem for the semilinear damped wave equation
uy — Au+ a(t, z)uy = f(u), (¢,z) € (0,00) x R,
(1.3.26) n
(u,ut)(0,z) = (ug,u1)(x), zeR”,
where f(u) denotes the nonlinear term. Here we treat source semilinear terms,
namely
flw) = fi(u) = [ulf"u or fa(u) = |uf?
with p > 1. First we mention the constant coefficient case a(t,z) = 1. In this case,
for the corresponding semilinear heat equation
vy —Av = f(u), (t,z)€ (0,00) xR,
U(O,SL’) = ’Uo(l'), T € an
there are many literature on the structure of solutions. In particular, it is well
known that there is the critical exponent

(1.3.27)

2
pr=1+—
n

dividing the behavior of solutions into the following way (see [13, 15, 52, 10]):
(i)If p > pr, then for any small data vy € L*(R™) N L (R") there is a unique
global solution v of (1.3.27) satisfying

v(t,x) ~ 0oG(t, x)

as t — 400, where

6o = / vo(x)dx —l—/ f(v)(t, z)dxdt.
RTL 0 R’IL
(ii)If p < pp, then for the data vy satisfying vy > 0 and vy # 0, the locally-in-
time solution v(¢,x) blows up in finite time, that is,
lim v(t, ) = 400
t—T*
for some z € R™ and T* > 0. Moreover, for the data evy with small parameter
e > 0 and fixed vy, the lifespan of the solution
T. =sup{T € (0,00] | v(t,z) < 400 for ¢t € [0,T]}
is estimated as
Ce— (=1 —
(1.3.28) e 1 (p=pr),
Ce™/®  (1<p<pr)
with

and some C > 0.
From the viewpoint of the diffusion phenomenon, it is expected that for the
damped wave equation

{ Uy — Au+up = f(u), (t,z) € (0,00) x R™,

(1.3.29) (u,ug)(0,2) = (ug,u1)(z), =€R",
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the same results hold. For fi(u) = |u|P~!u, existence of classical solutions has been
investigated for a long time (see [99, 59, 60]). For weak solutions, it is well known
that if (ug,u1) € HY(R?) x L>(R") and 1 <p <n/(n—2) (1 <p < ocifn=1,2),
then there are some 7' > 0 and a unique solution
ue C([0,7); H'(R™)nC'([0,T); L*(R™)).
Moreover, the finite propagation speed property holds, that is, if
suppuo Usuppus C {x € R" | |z| < L}
with some L > 0, then it is true that
suppu(t) C {zx e R" | |z| < t+ L}
(see [101, 39]). Levine [51] proved that if the initial data satisfy

1 +2
gl <o
then the local solution blows up in finite time. This result shows that the existence
of global solution requires some smallness condition on the data. Nakao and Ono

[67] proved the existence of global solutions with suitably small and compactly
supported data in H'(R") x L?(R") when

1
3 lullzz + 1 Vuollz2) —

n+2

n—2

Their proof was based on the so-called (modified) potential well method which was
originally introduced by Payne and Sattinger [94]. When n < 3, Ikehata, Miyaoka
and Nakatake [31] proved that if the initial data (ug,u;) € (H' N LY) x (L2 N LY)
are sufficiently small and

4
1+-<p<
n

1+% <p<oo(n=12), 2<p§nL (n = 3),
then there exists a unique global solution satisfying the decay estimates
[u(®)]z2 < C(L+8)7"4,
(e, Va) ()| 2 < C(1+) /4712,

Their method is also applicable for fo(u) = |u[P. We note that there is a gap
between the exponent p = 2 and the critical exponent p = pr = 1 4 2/3 when
n = 3. Moreover, in view of Matsumura’s estimate (1.3.4), we can expect that the
decay rate of |lu(t)|| 2 is faster than that of ||Vu(t)||z2. On the other hand, Li
and Zhou [53] obtained small data blow-up results for f; and f when n = 1,2 and
1 < p <14 2/n. These results show that when n = 1,2, the critical exponent for
(1.3.29) with the nonlinearity f; and f; is actually given by pr = 1 + 2/n. After
that, Nishihara [78, 79] determined the critical exponent for (1.3.29) with f1, fa
when n = 3. He proved that if the initial data

(ug,u1) € (W N W) x (L' N L™)

are sufficiently small and p > 1 + 2/3, then the Cauchy problem (1.3.26) admits a
unique global solution

u € C([0,00); L' N L¥) N C([0,00); H') N ([0, 00); L?)
satisfying the decay estimates

Ju@®)||ze < C(1+t)~3(-7)
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for 1 < ¢ < oo and
IVu(t)|2 < C(1+ t)*3/4*1/2’
e ()] 12 < C(1+8)=3/4 1,

Taking into account the linear estimates described in the previous subsection, we
can expect the above decay estimates are optimal. When n = 2, Hosono and Ogawa
[23] obtained the corresponding results. They proved that if the initial data

(uo, u1) € (Byy NWHY) x (Byy NLY)
are sufficiently small and p > 2, then there exists a unique global solution
u € C([0,00); H* N L) N C([0, 00); L?)

of (1.3.26) satisfying

lu@llze < CO+1H~073)
for 1 < ¢ <ooand

[Vu(®)lle <C(+1)7

Here B3, denotes the Besov space defined by

B5 (R"):= q f:R" = R; [ fllpg, ==Y 27y * fllrz < +o0 o,

Jj=20
where {¢,} is the Littlewood-Paley dyadic decomposition (see [1] for detail).
Ono [92] relaxed the assumption on the data of [78] to (ug,u;) € (H' N LY) x
(L? N L') and proved that the problem (1.3.26) admits a unique global solution
u € C([0,00); H N LY) N C*(]0, 00); L?) satisfying
(1.3.30) lu(®)||e < C(1+1)~50=%),
(1.3.31) [Vu(t)|e < C(L+1)" 1712,
(1.3.32) llue(t) || < C(141)" 571
for 1 <g<oowhenn<3andp>1+2/n.
For n = 4,5, Narazaki [73] obtained the global existence results for f1, fo. He
proved that if pr < p < n/(n—2), p <2 and the initial data satisfy
(ug,u1) € (H2NWEP/ =D qwle N LYy x (H' NP/ =Y PN LY
and sufficiently small, then there exists a unique global solution
ue C([0,00); H> N LY/ P~V 0 LPY 0 CH([0, 00); HY) N C2([0, 00); L?)

satisfying the estimates (1.3.30)-(1.3.32) for p < g < p/(p — 1). Ono [93] obtained
the estimate (1.3.30) for 1 < ¢ < 2n/(n — 2) under the assumption

(ug,ur) € (H' nW2h) x (L2nWhh).
For higher dimensional cases with fa(u) = |u|P, Todorova and Yordanov [105,
106] developed a new weighted energy method and proved the existence of global
solutions with small and compactly supported data when pr < p < n/(n — 2)

(pr < p < o0 when n = 1,2) and local solution blows up in finite time if the initial
data satisfy

/n u;(z)dz >0
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for i = 0,1 and 1 < p < pp. After that, Qi S. Zhang [122] and Kirane and
Qafsaoui [47] proved that the critical exponent p = pp belongs to the blow-up
case. In particular, Kirane and Qafsaoui [47] obtained blow-up results for more
general semilinear dissipative wave equation of the form

uge + (—1)" |2 AT 4wy = f(E, @) |ul” + w(t, @),

where m > 1, p > 1, f(t,z) > 0 satisfies f(R*t, RY™x) > CR* for large R > 0 with
some A >0, 0 < o < m(A+2), and w(t, ) satisfies |z|~*w(t,z) € L'([0,00) x R")
and [[ |z|~*w(t, x)dzdt > 0. In this case, they proved that if 1 <p <1+ (m(A+
2) —a)/n and fR" |x|~*(uo + u1)dz > 0, then there is no global-in-time solution.

The method by Todorova and Yordanov [106] for proving the global existence
result is a weighted energy estimate by using a weight function of the form e?¥(-:).
They pointed out the following identity:

2¢

ewut(utt — Au + Ut) = 8,5 |:€

u? + |Vul?)| = V- (e*u; Vu
2

+ﬁ|qu—uV¢|2 (1+| 1/)|2 + (- 1/))>u2
— ' — v)

They chose the weight function ¢ so that

Ye <0, e+ |V —vf =0.
More precisely, they put

wt.2) = (14~ VTH 7~ oP)

with p > 0. To make sense the definition of 1, they need the compactness of the
support of the data, that is, supp (ug,u1) C {x € R™ | |z|] < p}. Ikehata and
Tanizawa [35] chose the function ¢ as

w(ta) = 2
: 41 +t)

and succeeded to remove the assumption on the compactness of the data.

For the estimate of the lifespan in the critical and subcritical cases 1 < p < pp,
Li and Zhou [53] and Nishihara[79] obtained the same estimate as (1.3.28) when
n = 1,2 and n = 3, respectively. Theorem 1.6 described in the previous section
shows when the subcritical case 1 < p < pp, the same estimate as (1.3.28) holds for
solutions to (1.3.29) with f = f5. However, to estimate the lifespan in the critical
case p = pr with n > 4 remains open.

The asymptotic profile of the global solution in supercritical cases p > pr was
investigated by Nishihara [78], Hosono and Ogawa [23] and Hayashi, Kaikina and
Naumkin [16]. Nishihara [78] and Hosono and Ogawa [23] proved that for suitably
small data, the corresponding solutions behave as

Jut) — 6G(®) e — o(t=30—2))
for 1 < ¢ < oo when n = 3 and n = 2, respectively. Here

G(t,z) = (drt) /2~ 12I?/(41)

and

6= /n(uo—&-ul)(x)d:c—k/ooo - f(u)dxdt.
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Hayashi, Kaikina and Naumkin [16] extended these results to any space dimen-
sions. Let H“™ be a weighted Sobolev space defined by
H'™ ={¢ € L? | | (x)™(i0.) ¢l 12 < oo}

They proved that for f; and fs, if p > pp and the initial data belong to

(1.3.33) ug € H¥°NH®, wy € HO~ 10 g9
and sufficiently small, where 6 > %,[a] < p; a > § — p—il forn > 2 and a €

[% — 2(177171), 1) for n =1, then there exists a unique solution

u € C([0,00); H*O N H%)
satisfying
o) n n

(1.3.34) u(t) — 0G(t, )| La < ot~ 3(1-¢)-min(1,5-%.3(-1)-1)

fort >0 and q € [2,2n/(n —2a)] (a < n/2), g € [2,0) (. =n/2), q € [2,00] (>
n/2). We note that their result also does not require the compactness of the support
of the data. Kawakami and Ueda [43] obtained more precise asymptotic expansion
of solutions to (1.3.26) when n < 3. For k > 0 and | € Z>, we define

lolly = [ 1+ e lole)lda.

||¢>||W£,1 = o< 10201 and Ly ={¢ e L] ¢llL: < +oof, ngl ={¢ €
wht | ||¢||W£‘1. They proved that if (ug,u1) € (W N W) x (L>° N LE) and
u € C([0,00); LY) N L>(0, 00; L*) is a solution of (1.3.26), then it follows that
1070 () = V(b)) o
_fou + 0B oY) (3p—1) — 14 %
O(t*?logt) + O(t™) (5(p—1)-1=7%)
as t — +oo for g € [1,00]. Here

Vo(t) = Z Ma(v(t)vt)ga(t’x)v

|| <[K]

where g, (t,z) := (_(11)!\&\ 08G(1 +t,x),

=Y M0 | atgplta)de (fol = 2)

and v(t, x) is the solution of the inhomogeneous linear heat equation

{ vy — Av = f(u), (t,x) € (0,00) x R",
v(0,2) = up(z) +u1(z), =€ R™
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We also mention the critical exponent for (1.3.26) with initial data not be-
longing to L'(R™). Ikehata and Ohta [34] proved that if the initial data belong
to

(1.3.35) (uo,u1) € (H' N L™) x (L2 N L™)
and
2 2
1+ cp<oo(n=1,2), 1+-2<p< (3 <n<6),
n n n—2
where m lies in
vn? +16n —n n

1<m<2(n=1,2), 1 §m<min<2,n_2) (3<n <6),
then there exists a unique global solution u € C([0,00); H') N C1([0,00); L?) of

(1.3.26) satisfying
Ju@lle < C 4+~ 3G,
(g, Vo) (8)| 12 < C(1 + )~ F(H—3)-1/2,

Moreover, they also showed the nonexistence of global solution even for small data
in the subcritical case 1 < p < 142m/n for all n > 1. This indicates that the critical
exponent of (1.3.26) for the data belonging to (1.3.35) is given by p. = 1+ 2m/n
at least when n < 6. We expect that this is also true for higher dimensional cases.
After that, Narazaki and Nishihara [75] considered the initial data satisfying

ug,uy = O((x)™*")

as |x| — +oo with some k € (0,1]. For the corresponding heat equation (1.3.27),
Lee and Ni [50] determined the critical exponent as

1 2

Pe=1+ o
for the data satisfying vy = O((z)~*") as |z| — +o0. Narazaki and Nishihara [75]
obtained the asymptotic profile of the solution v of (1.3.27) with the initial data
satisfying vo € C(R"), (x)""vo(x) € L> and lim|;| o0 (x)"vo(x) = 1 # 0. They
proved that the profile of v is given by Vy(t,z) = ¢1 [g. G(t,z — y){y) k" dy, where
G denotes the heat kernel G = (47775)_"/26_'””‘2/(4”. They also proved that if the
initial data (ug,u;) € CI"2(R") x C(R") satisfies (2)"|0%uo| € L™= (o] < [n/2]),
(x)*mu; € L™ and p > 1+ 2/(kn), then the problem (1.3.26) admits a unique
global solution u € C([0, 00) x R™) satisfying (z)*"u(t,x) € L>°(R") for all ¢ > 0.
Moreover, if the initial data satisfy lim|;_ e ()" (uo,u1)(z) = c1 # 0, then the

asymptotic profile of  is also given by Vy (¢, x) defined above.

Next, we consider the variable coefficient cases. Ikehata, Todorova and Yor-
danov [36] considered the semilinear wave equation with space-dependent damping

uy — Au+ a(x)u, = |ul?,  (t,x) € (0,00) x R™,
(1.3.36) { (, u0) (0, %) = (ug, u1)(z), x € R".

Under the assumption that a(z) is radially symmetric and a(x) ~ agl|z|~* as |z| —
400, they proved that the critical exponent is given by

pc:1+

n—«oa
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for compactly supported initial data (the global existence part is also true for
fi(u) = |uP~tu). This exponent agrees with that of the corresponding heat equa-
tion. The proof of global existence part is based on a weighted energy method by
using the weight function

w(t,x) =t~ ™0)/2=eg=(mla)/2=¢/2)A(z)/t

where ¢ is arbitrary positive number, A(z) is the positive solution of the Poisson
equation (1.3.15) satisfying (al)-(a3) and m(a) is defined by (a3). The proof of
the blow-up part is done by the test function method developed by Qi S. Zhang
[122]. This method requires the positivity of the nonlinearity and is not applicable
to fi(u) = |u[P~'u. We mention that Theorem 1.6 gives an estimate of the lifespan
from above.

For the time-dependent damping case

{ w — A+ b(tyuy = [uP’,  (t,7) € (0,00) x R,
(u, us)(0,z) = (uo,u1)(x), = €R"

with b(t) = bo(1 +¢)~#, =1 < B < 1, Nishihara [83] and Lin, Nishihara and Zhai
[66] determined the critical exponent as

(1.3.37)

2
Dec = 1 + )
n
which also coincides with that of the corresponding heat equation
(1.3.38) b(t)vy — Av = |v|P.
Note that for (1.3.38), by changing the variable as

t
s = B(t) := / b(s)"tds, wu(t,z) = ¢(s,z) = ¢(B(t), ),
0
the equation (1.3.38) is reduced to
¢s — Ad = [9]".
The global existence part was proved by a weighted energy method by using a

weight function
w(t,r) = B(t)—7%/‘1-5-8/2€|96\2/(4(2-5-6)!5’(15))7

where € is arbitrary small positive number and § is a suitably chosen small positive
parameter. To obtain the blow-up result, they introduced a modified test function
method. By multiplying the equation (1.3.37) by a nonnegative function g(t) €
C1([0,00)), it follows that

(9(t)w)ee — Algu) — (¢'(B)w)e + (—9'(t) + b()g(t))u = g(t) |ul”.
They chose g(t) by the solution of the Cauchy problem of the ordinary differential

equation

—g'(t) + b(t)g(t) = 1,

9(0) = [3% exp (— fot b(s)ds) dt.
Then we can obtain the equation of the divergence form and so we can apply the test
function method by Zhang [122]. D’Abbicco and Lucente [7] applied this method to
more general dissipative wave equations with time-dependent coefficients. This idea
is also based on Theorem 1.5 in which we consider the one-dimensional semilinear
wave equation with damping depending on time and space variables. D’Abbicco,
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Lucente and Reissig extended the global existence result in the above one [56] to
more general effective damping.

The author [110] considered the critical exponent problem for the critical case
b(t) = %H with p > 0 and proved that if p > pr and p is sufficiently large depending
on p, then there exists a unique global solution for the small data decaying very
fast near the infinity (see Theorem 1.3). After that, D’Abbicco [5] improved the
global existence result for 4 > n+ 2 and p > pp.

For the semilinear damped wave equation with time and space dependent co-
efficients

g — Au+ ag(x) (1 + ) Puy = [uP, (t,z) € (0,00) x R",
(1.3.39) { (u, ug) (0, z) :O (ug,ur)(x), x € R,

the author [109] proved the small data global existence of solutions under the
assumption

2
a, >0, a+06<1, p>1+ ,
n—ao

provided that the initial data decay sufficiently fast near the infinity (see Theorem
1.2). Recently, a similar result is obtained by Khader [46]. The exponent above
is expected to be critical. However, this problem is still open. The difficulty is
that when the damping depends on time and space variables, we cannot apply the
test function method directly. The author [111] proved that in the one dimensional
case, if the damping term decays sufficiently fast as ¢t — 400, then we can transform
the equation into divergence form and apply the test function method (see Theorem
1.5).

1.3.3. Damped wave equations with nonlinear absorbing terms. Here
we consider the semilinear damped wave equation with absorbing nonlinearity

{ g — Au+up = —|uP"u,  (t,z) € (0,00) x R™,

(1.3.40) (u,u)(0,2) = (ug,u1)(z), z€R™

In this case, there is a unique global solution any large data in L'(R™). For the
corresponding heat equation

(1.3.41) { :t(o_,gﬁizv&lﬂp_lv’ itéci{i’(o, 00) x R™,
it is known that the asymptotic behavior of solutions divide in the following way:
p>pr = v(t,x) ~ 0G(t,x),
p=pr = v(t,z) ~ f(logt)"/2G(t, x),
p<pr=v(t,x) ~wy(t,z) =t~ CD f(x /),

where pp = 1+ 2/n, G(t,z) = (drt)~"/2e~12l*/(41),

oo
90:/ vo(:v)dx—/ / |o|P~ todxdt
R" 0 n

and wy(t,x) (b > 0) is the self-similar solution with the profile f,(¢,z) satisfying

-1 1
il (; + ) R e SO Ll (R
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For (1.3.40), it is expected that the same results hold. Kawashima, Nakao
and Ono [44] proved that if (ug,u;) € H' x L?, then there exists a unique global
solution

u € C([0,00); H') N C ([0, 00); L?)
for (1.3.40). Moreover, if ug,u; € L' and p > 1 + 4/n, then the solution decays as
lu(®)lze < C(1+)7"/
for n < 4. Using this result, Karch [40] proved
[u(®) = 0G(®)][22 = ot~

as t — +oo when p > 1+44/n. After that, Nishihara and Zhao [87], Nishihara [80]
and Tkehata, Nishihara and Zhao [33] improved the results above as follows:
(i)Let (ug,u;) € H' x L? satisfy

1)/2 0,
'LLO,Ul,v’U,O,|U()|(p+ )/ eH m,

where
2 n—2ao

p—1 2

with some 6 > 0. We assume that 2m >nifp>1+2/n. If 1 <p <n/[n—2];
and p <1+ 4/n, then the solution decays as

(1.3.42) u(t)]|Le < C(14t)~ Y/ P=D+n/(20)

for1 <g<oo,1<g<oo,1<qg<2n/(n—2)whenn=1n=2n2>3,
respectively.

(ii)If n < 3 (vesp. n = 4), (ug,u1) € H* x H' (Aug,Vuy) € H®™ and
pr <p<144/n (resp. pr <p < 1+4/n), then it follows that

u(t) — B0G (¢, z)|| Lo = o(t~51=1/D)

for 1 < g < oo, where

90:/ (U0+U1)($)dl’—/ / |u|P~ tudzdt.
" 0 .

The decay rate in (1.3.42) agrees with that of the self-similar solution wy (¢, x).
Thus, we expect this rate is optimal in the subcritical case 1 < p < pp.

Hayashi, Kaikina and Naumkin [16, 17, 18, 19, 20, 21] and Hayashi, Naumkin
and Rodriguez-Ceballos [22] proved several results on the asymptotic profile of
solutions. In [16], it is proved that for the initial data satisfying (1.3.33), the
solution wu satisfies (1.3.34) (the condition on «,d,p are the same as before). This
result shows that our expectation in the supercritical case is true. In the subcritical
case with n = 1 and p € (3 — ¢,3) for some small € > 0, in [18] they obtained the
following asymptotic behavior:

u(t,z) ~ (tn) "IV (2/VE) + O~ D)
for the small data satisfying
(ug, (1407 uy)) € (L N L) x (L N LY*)
with a € (0,1), where vy =  min(a,1 — 1’2;1), V € L*° N LY is the solution of the

integral equation

1 2 1 ! 1 2
V(E) = €/ / / (€02 P\ dyd
(E) (47‘()1/26 77(477)1/2 0 Z(l _ 2)1/2 Re (y) yaz,
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p—1 »
UZW/RV@) dy

Fly) = VP = Vo) [ Vierds
Here L™® denotes the weighted Lebesgue space
LY ={¢pe L' ||{)"¢lrr < oco}.

In the critical case, they considered in [17] the initial-boundary value problem
on a half line

and

Ut — Ugy + Ut + [uju =0, (t,2) € (0,00) x (0,00)
(1.3.43) (u, ut)(0,z) = (ug,u1)(x), =z € (0,00),
u(t,0) =0, t € (0,00).
They put the following assumption on the initial data
uy € HY°NH®?, ;€ HO?
and

6= 2/0Oo x(ug(z) + up (z))dx > 0,

where

Hi™® = {¢ € L* | |(i0:)* ¢l > < 00, ¢(0) = 0}.
Under the above assumption, they proved if the data are sufficiently small, then
there exists a unique global solution v € C([0, c0); Hg"o N H%?2) satisfying

< C(logt)™2(1 + )~ 11/

Hu(t) —0(m)V2E (logt)Le
L1(0,00)

2t
ast — +oo, where 1 < ¢<2/(1-2a)if0<a<1/2,1<g<oc0if a=1/2, and
1<¢g<xifl/2<a<].
For the Cauchy problem on the whole space in the critical case

(1.3.44) { wg — Au+ ug + [u[¥"u =0, (t,z) € (0,00) x R",
- (w,ue)(0,2) = (ug,wr)(x), = €R",

they proved in [19, 20, 21] that if the initial data are in uy € H>*(R") N C(R"),
up € HY*(R™) with & > n/2 + 1, then there exists a unique global solution u €
C([0,00); HVE(R™) N C([0, 00); H¥(R™)) having the only one of the following
asymptotic behavior as t — oo:

n/2
o n/24~ u _ ﬁ o —n/2 z
(og)"/>* ((t) () o2 )) <c

X
or

Ilog )"+ u(t)|x < C,
where n = (47)"1(14+2/n)"™2,0 < v < 1/n and

Iéllx = sup (<t>”/4”“/2||¢(t)||Ho,k (OO 2 + O 2RV (0) ) o

)2V )
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Hayashi, Naumkin and Rodriguez-Ceballos [22] obtained the asymptotic for-
mula for the periodic problem

Ut — Uz +up + [uP"lu =0, (t,2) € (0,00) X [—7, 7],
(1.3.45) (u,u)(0, ) = (up, u1)(x), x € [—m, 7,
u(t, z) = u(t, 27 + x), (t,x) € (0,00) X [—m, 7.

They proved for the initial data (ug,u;) € H' x L%, where
H' ={¢ € L*([-m, 7)) | Y_(1+[n])?|b(n)[* < oo},

there exists a unique global solution u € C([0, 00); H') satisfying
[u®)[[z= < CA+1)"VED 1 ou(t)|[p= < C(1 417V E=H72,

Moreover, if the initial data are sufficiently small and ¢(0) > 0, then the solution
has the asymptotic formula

u(t,z) = At~V =1 O(t—l/(p—l)—1/2)

with A =2(2/(p — 1))"/=1),
Next, we consider the variable coefficient damping cases. Nishihara and Zhai

[86] and Nishihara [84] treated the time-dependent damping

e — Au+ b(t)ug + [ulP~lu =0, (t,x) € (0,00) x R",

(u, us)(0, ) = (ug,u1)(x), x eR",
where 1 < p < (n+2)/[n — 2|4, b(t) = bo(1 + )77, by > 0, 8 € (—1,1) and the
initial data (ug,u;) € H' x L? have compact support. They obtained the existence
of global solution and the decay estimates

Ju()||z: < C(1+¢)~F/ @=D=n/20+6)

C(1 +t)~W=D=n/90+8) (1 < p <1+ 2/n),
C(1 4 t)~(+B)n/a+e (1+2/n<p<(n+2)/[n—2)

(1.3.46)

[u(®)llz> < {

with arbitrary small € > 0. Moreover, in one-dimensional case, Nishihara [84]
proved the asymptotic profile of the solution with small data is given by 0G5 (¢, z),
where

t
Gi(t,) = (4nB(t)) /271 /4BO) | () = / b(s) " ds
0

+/OOO [W(l—i—T)_@_m/Ru(T,x)dw—blo(l—i—T)ﬁ/Rmp_ludx] dr.

Nishihara [81] considered the space-dependent damping case
ugy — Au+ a(x)ug + |uP"ru =0

with compactly supported initial data (ug,u;) € H* x L?, where 1 < p < (n +
2)/[n — 2]+ and a(x) satisfies

ao(z)”" < a(z) < arfz)™*
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with some ag,a; > 0 and « € [0,1). He proved that there exists a unique global
solution
u € C([0,00); H'(R™)) N C*([0, 00); L*(R™))

satisfying
C(1+1) 7T L<p<i+g),
[u(®)|ze < C(L+1) 7T D log(2+1) (p=1+ 22,
2 1 n
C(l+t)y a1 (1+ —20‘ <p< [n”*ﬁ ).

Lin, Nishihara and Zhai [54, 55| further extended the above results to space and
time dependent damping

wgt — Au + a(@)b(t)us + [uP"ru =0
with a(x) = ag(z)™, b(t) = (1 +t)7%, a € [0,1),8 € [0,1), a+ 3 € [0,1) and
aop > 0. They obtained
(1 + t)” (Fr-20%w) A (1<p<ld+ 22
C(1+ 1)~ (Frmmm ) ) 10g(2 4 1) (0 =1+:2).
(1+

u(t <
u(®)||zz < O + 1) =G D0+) 20 cp<ly 2
C(1+ 1) Fem (T (4+ 2 <p< 2skh).

We expect that the above decay rates are almost optimal (if we can remove e,
then the decay rate will be optimal). However, the optimality of the above decay
estimates and the precise asymptotic profiles are still open.

1.3.4. Systems of damped wave equations. First, we consider the weakly
coupled system of damped wave equations
up — Au + up = g(v),
(1347) Vit — Av + v = f(u),
(U’7 Ug, U, Ut)(oa Z‘) = <u07 u1, Vo, U1>($)7
where u = u(t, x),v = v(t, z) are real-valued unknown functions of (¢, z) € (0, 00) x
R™ and (f(u),g(v)) denotes the nonlinear term.
We also consider the corresponding system of heat equations
- Au = g(’U),
(1.3.48) vy — Av = f(u),
(u,v)(0,z) = (ug,vo)(x).
Escobedo and Herrero [11] proved for (1.3.48) that when the data (ug, vo) is non-
negative, bounded continuous, (f(u),g(v)) = (u?,v?) with p,q > 0,pq > 1, the
exponents p, ¢ satisfying

1 1
(1.3.49) o= max{ pt g+ } =

pg—1'pg—1J 2
are critical. Here the “critical” means that (i) if & < n/2, then the local-in-time
solution can be extended globally for suitably small data and (ii) if « > n/2, then
every local-in-time solution blows up in finite time. We remark that they also proved
the existence of global solutions when 0 < pg < 1 without smallness assumption on
the data and the blow-up of solutions for large data when pg > 1, < n/2.

Sun and Wang [103] obtained the corresponding results to that of [11] for
(1.3.47) for (f(u), g(v)) = (|ul?, |v|?) with p,q > 1 in the one and three dimensional
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cases (for the case n = 2, see Narazaki [74] ). Nishihara [85] considered the
asymptotic behavior of solutions to (1.3.47) and (1.3.48). For (1.3.48) with small
data and the nonlinear term (f(u), g(u)) satisfying

[f(u) = F)] < Clul + [o)P " u =], |g(u) = g(v)] < C(lul + o))" u - o],

he assorted the supercritical case to two cases. The first one is the case p,q >
1+ 2/n. In this case he proved that the asymptotic profile of solution is given
by a constant multiple of the Gaussian. In the second case @ > n/2 and ¢ >
1+2/n > p (without loss of generality, we may assume that p < ¢), he proved that
the asymptotic profile of v is given by a constant multiple of the Gaussian and that
of u is given by the solution of the linear heat equation with the data ugy in some
sense. He also obtained the same results for the system of damped wave equations
(1.3.47) when n < 3.
Takeda [104] considered a generalization of (1.3.47)

Ofur — Auy + Oyuy = |ug|PL,
Ofuy — Aug + Bpug = |uy |72,
(1.3.50) .
3t2uk — Auy, + Oruy, = |uk_1\pk,

where k > 2 and p; > 1for j =1,...,k. We put

0 0 - 0 m
pp 0 - 0 0
p=| 0 p3 --- 0 0
0 0 -+ pp O
and
a=(al,...,ap) =P —=TId)""-(1,...,1), ez = max(a,... o).

He proved that when n < 3, the critical exponent of the system (1.3.50) is given by
Omaxr = n/2a

that is, if amee < n/2, then there exists a unique global solution for small data; if
Qmaz > N/2, then the local-in-time solution blows up in finite time (see [108] for
the corresponding result for the system of heat equations). Moreover, he obtained
blow-up results for any space dimensions. Ogawa and Takeda [90] further extended
the above result to the strongly coupled system of damped wave equations

(1351) Ut — Au + U = F(u),
where u = (uq, ..., ug), F(u) = (Fi(u),..., Fx(u)) and

k
Fj(u) = [Tl
=1

As before, we put P = (pj;)i<ju<k and a = (P — Id)™' - ¥(1,...,1), Qmaz =
max(a,...,0x). Whenn < 3, they proved that if p;; € [1,00)U{0}, Zle i1 > 1,
det(P — Id) # 0 and 0 < a; < n/2, then the system (1.3.51) admits a unique
global solution for suitably small data. Moreover, they obtained blow-up results
for maxi<;<i oj > n/2and alln > 1. In [91] they also obtained the decay estimates
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of global solutions and that the asymptotic profile is given by a constant multiple
of the Gaussian under the condition

k
min, ;pu > 1+2/n.
We conjecture that the above results can be suitably extended to higher dimen-
sional cases n > 4. We are also interested in the damping depending on variable
coefficients
02uy — Auy + aq(t, )0puy = Fy(u),
OFuz — Aug + as(t, ©)Opua = Fa(u),

O?up — Aug, + ag(t, x)Oyup = Fi(u).

However, as of now, these problems are open as far as the author’s knowledge.

1.3.5. Other nonlinearities. Here we mention some results on other nonlin-
earities. We first consider the wave equation with nonlinear damping

{ g — Au+ Jw|P7luy =0, (t,x) € (0,00) x R™,

(1.3.52) (u,u)(0,2) = (ug,u1)(z), xe€R",

where p > 1. It is known that for the initial data (ug,u;) belonging to H? x
(H' N L?P), there exists a unique global solution u € C([0,00); H')NC([0,00); L?)
satisfying the energy identity

B0+ [ [ s dsds = 5(0),
where ) ) )
Et) = i/Rn(ut(t’ ) + |Vu(t,z)|*)dx

(see Lions and Strauss [57]). Mochizuki and Motai [64, 65] considered the energy
decay problem for (1.3.52) and proved the following.
(i) Ifn>1and 1 <p <1+ 2/n, then lim; o, E(t) =0.
(ii) f n > 2 and p > 1+ 2/(n — 1), then the energy does not decay to 0 in
general. Moreover, if

2 {oo (1<n<6),
1+ ——<p< n
—1 —— (n>7),
" n—=©6 (n=7)
the solution is asymptotically free as t — 4o00.

Recently, Katayama, Matsumura and Sunagawa [41] proved that if n = 2 and p = 3
(note that in this case p = 1+2/(n — 1) holds), then the energy of solutions decays
to 0 as t — 4oo. From this, we expect that the threshold of the energy decay
problem is given by p = 1+ 2/(n — 1). However, the problem that whether or not
the energy decays to 0 when 1+2/n < p < 1+42/(n—1) in general space dimensions
is still open.

Mochizuki and Motai [64, 65] also considered more general nonlinear wave
equations

(1.3.53) { Uy — Au+ Mu+ B(t, z, ue(t, 2))uy = 0, (t,2) € (0,00) x R,
9. (u7ut)(0,$) = (uo,ul)(;(;)7 z € R",
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where A > 0 and [ is given by
(1.3.54) B(t, z,up) = b(t,x)|ut(t,x)|p*1
with b>0,p > 1 or

(1855 Altww) = (ol eud) = [ o=yl () dy

with 0 < v < n. They investigated when the energy of solutions
1
B(t) = 5/ (ua(t, 2)% + [Vu(t, )| + Mu(t, ©)?)de
decays to 0. They proved that for the power type nonlinear damping (1.3.54),
) ifn>1,1<p<1+2(1-90)/nand

bi(1+t+ [z]) 70 <b(t,x) < by

with some by,by > 0 and 6 € [0,1), then the energy of solutions decays to
0 as t — +o0;
(ii) if
2(1-9)

2(1 — 6)
n —
(1
p>1+T (n>1,2>0)
and
0 < b(t,z) < bz(1+ |z)™°
with some § € [0, 1], then the energy of solutions does not decay to 0 in
general.
This result shows that in the case that A > 0, the number

2(1 —
p:1+(75)
n

is a critical value which divides the energy decay and nondecay. However, in the
case that A = 0, the problems remain unsolved for
2(1-19) 2(1-19)

- .

1
+ n—1

<p<1l+

For the non-local nonlinear damping (1.3.55), they proved that
(i) if n > 1 and 0 < v < n,y < 1, then the energy decay occurs;
(ii) if
Lo <y<n (n>3,1=0),
l<vy<n (n>2,1>0),
then the energy does not decay to 0 in general.

This result indicates that in the case that A > 0, the number v = 1 is critical.
However, in the case that 1 < v < n/(n — 1), the energy decay problem is still
open.

Racke [95] considered the following nonlinear damped wave equation in un-
bounded domain :

g — Au+uy = f(t, z,u,us, Vu, Vug, V), (t,x) € (0,00) x Q,
u =0, (t,x) € (0,00) x 09,
(u,ut)(0,2) = (uo, u1) (), x € Q,
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where @ = R3 or Q C R? is an unbounded domain with bounded star-shaped
complement and smooth boundary. He proved that if f(¢, z, A) is smooth and

f(t,z,2) = O(A]%)

near A = 0, then there exists a unique global solution for sufficiently small and
smooth suitable initial data.

Recently, Watanabe [113] considered damped wave equations with nonuniform
dissipative term and quasilinear term

{ ugy — Au+ B(z)up = N(u,u), (t,2) € (0,00) x R™,
(u, u)(0,2) = (o, u1)(x), z € R,

where u = (u',...,u"), N(u,u) is a quasilinear term whose i-th component has

the form

n
(Nw,w)' = > N3, (O, u 0z "),
J,k,a,b,c=1
and B(z) is a smooth, bounded, nonnegative, symmetric n x n matrix-valued func-
tion satisfying B(z) > ¢ for |x| > R with some ¢, R > 0. He proved the existence
of global classical solution for small data and some energy decay estimates of solu-
tions.
The damped wave equation with nonlinear memory

up — Au+ug =[5 (t— ) u(s,)Pds, (t,x) € (0,00) x R,
(1.3.56) { (u, 4) (0, ) = (. 1) (), r€R"

has been also investigated. Here v € (0,1) and p > 1. We note that it holds that

lim P(1 =) [ (¢ = 9) 7 fuls.a)Pds = fu(t. )

almost everywhere x € R™. Therefore, it is expected that as v — 1, the structure of
the equation (1.3.56) gets close to the damped wave equation with the power non-
linearity |u|P. The Cauchy problem (1.3.56) is related to that of the corresponding
heat equation

(1.3.57) { v — Av = [ (t —s)Tv(s,)Pds, (t,x) € (0,00) x R”,

v(0,2) = vo(z) >0, xreR™

Cazenave, Dickstein and Weissler [2] proved that the critical exponent for (1.3.57)
is given by

ﬁ(n>7) = max{pn,(n),'y_l},
where

2(2 -7

[n =201 =)l4
that is, if p > p(n,v) then the global-in-time solution exists for small data; if
1 < p < p(n,7), then there exists no global-in-time solution in general even for
small data. Fino [12] proved that when p € (1,p,] and p(n,v) = p,(n), there is
no global-in-time solution. He also gives a partial result for the global existence
of solutions in the case that n < 3. After that, D’Abbicco [4] remarked that the
blow-up results still holds when p € (1,n/(n — 2)] and p(n,v) = v~ ! by the same
proof of [12]. He also improved the global existence result of [12] to any p > p(n,~)
and n < 5.

Pv(n) =1+
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1.4. Methods for proof

For the convenience of the reader, we introduce some methods used for the
proof of the results. We give only very simple examples but it might well suffice to
make out the idea.

1.4.1. Weighted energy method. We first introduce a weighted energy
method which was originally developed by Todorova and Yordanov [105, 106].
This method will be used to prove the existence of global solutions and to obtain
time-decay estimates of the solution. We consider the linear heat equation
{ ve—Av=0 (t,x) € (0,00) x R™,

(1.4.1) v(0,2) =vo(z) =€ R™

We use a weight function e2¥(:%) with

|z
t = .

vit.o) 8(1+1)

For the sake of simplicity, we assume that vy € C§°(R™). We will show how to
determine the weight function 1 in the proof of the following proposition.

PROPOSITION 1.8. Let vg € C§°(R™). Then it is true that

2¢(t,x) 2¢(0,z)
(1—|—t)”/2/ © 5 vz(t,x)dxg/ ¢ 5 va (x)d.

n

PROOF. By multiplying (1.4.1) by e?¥v, one can obtain

2
‘We note that

2e2YVp - vV = 4e*¥Vip - vV — 262 Vi) - vVo
=4V - vVv — V- (2 Vpu?) + 2| V| 20? + €2V (A,
Substituting this, we have

29
O [602] — V- (e®vV0) + 2V{(—)v? + |Vo]? 4+ 2V - vVo} = 0.

2

+ 2 {|Vol? + 4V - (0V0) + (=) + 2|VY|*)v? + (Ag)v?} = 0.
We assume that
(1.4.2) — > 2|V,

Then we obtain

e?¥
Oy {02] — V- (e** (vVv + Vyn?))

2
+e2{|Vu|? + 4V - (vVv) + 4|V [*0? + (Ap)v®} = 0.

e?¥
Oy [vz] — V- (e*¥(vVv + Vin?))

Noting
Vo2 + 4V - (vV0) + 4|Vy|*0? = |V + 2(V)]? > 0,
we have

0, {ezwvﬂ V- (0T + Vr?)) + P (AG)? < 0.
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Integrating the above inequality, we obtain
d e’V 2 2 2
— —vidx + e (Ay)v=dx < 0.

Multiplying this by (1 +#)* with k > 0, one can see that

d & e
Z 11 / Z
7 [( +1) / 5V dx

- g(l + t)k_l/ e v?dr + (1 + t)k/ (Ap)v?dx < 0.

n

We also assume that

(1.4.3) A(t,z) >

Then we obtain

and hence,

29 (t,z) 2¢(0,z)
(1+t)k/ < 5 v(t,x)deS/ € 5 vo(x)3da.

Therefore, it suffices to find ¢ and & such that both (1.4.2) and (1.4.3) hold. We
put

k||
t = —
vite) = oy
Then (1.4.3) holds with equality. We calculate
k|z|? kx 9 k2 |z|?
bt ) = — b)) = — ¢ =1
it ) dn(1 1 )2’ vyt ) (1 + 1) Vet )l An2(1+1)?
Therefore, (1.4.2) is true if
n
k< —.
-2
Thus, taking k = § and ¢(t,z) = %, we completes the proof. O

1.4.2. Test function method. Here we shall explain a test function method
developed by Zhang [122]. We give an application of this method for the semilinear
heat equation

(1.4.4) { v —Av=|vfP, (¢ z) € (0,00) x R",

v(0,2) = vo(z), =€ R™

It is well known that the critical exponent of (1.4.4) is given by so-called Fujita’s
critical exponent (see [13])
2
Pec = 14 —.
n
Here we give a proof of the subcritical part of this fact. We shall prove the following;:

PROPOSITION 1.9. If1 <p < 1+2/n and vo € L*(R"™) satisfies

/ vo(x)dz > 0,

then the classical solution of (1.4.4) does not exists globally.
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PROOF. Suppose that v is a global classical solution of (1.4.4). We define test
functions

1 (10— [a) (el =172
) = exXpl— — |T .

)=\ (el - 1) T oA ey (2 <ll <D
0 (2] > 1),
1 (0<t<1/2),

. exp(—1/(1 —t?))

n(t) = exp(—1/(t2 — 1/4)) + exp(—1/(1 — £2)) (1/2 <t < 1),

0 (t>1).

It is obvious that ¢ € C§°(R"),n € C§°([0,0)). We also see that

' (0] S n(®)'77, |Ag(2)] S ¢la)V/?.
In fact, we put ¢, 7 so that 1/p+1/q = 1,1/p+2/r = 1 and let u(t) = n(t)"/, v(z) =
#(x)Y/7. Then we have

7' (O] = ()| = lqu* ') S pf™" = 0P,
[Ag(x)| = [AW")| S [Avjp"! + IVV\ZV’”*2 Sy =gl
Let R > 0 be a large parameter and let

Yr(t,x) = n(t/R*)¢(x/R).

[es)
IR = / / |U‘p’(/JRdl‘dt.
0 "

We note that by the Lebesgue dominated convergence theorem, it follows that

/n vo(z)¢(x/R)dx > 0

for sufficiently large R > 0 Then by the equation, integration by parts and the
Holder inequality, we can calculate

Ir = /oo/ ”(Ut — Av)prdxdt
/ /n —0 - wRdmdt_/nvo(iﬁ)(/)(m/R)da:

SA [ 10100 + | Sl dade

(/ / |v|p¢Rdxdt> vy (/ORQ /BR dxdt> 1/q

<R 24+(n+2) /qjl/P

We also define

where ¢ denotes the Holder conjugate of p, that is 1/p+1/¢ =1 and Bg = {x €
R" | |z| < R}. We can rewrite the above as

Izlz_l/p < RT2H(H2)/a
Noting that p < 1+ 2/n if and only if —2 + (n 4+ 2)/q < 0, the right-hand side of

the above inequality tends to 0 as R — 4o00. In particular, Ip is bounded when
R — +o0 and this implies v € LP((0,00) x R™) and limpg—.0 Ig = ||v|\’£p((0_oo)an).
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However, by using the above estimate again, it follows that limg_ o, Igr = 0. This
means v = 0, which contradicts vy # 0. (]






CHAPTER 2

Basic facts and their proof

2.1. Linear damped wave equations

We consider the Cauchy problem for the damped wave equation

_ _ .
(2.1.1) { gy — Au+uy =0, (t,x) € (0,00) x R™,

(u,u)(0,2) = (ug,ur)(z), = e€R™

We denote the fundamental solution of (2.1.1) by S, (¢), that is, S, (t)g stands
for the solution of (2.1.1) with (up,u1) = (0,g). By the Duhamel principle, the
solution u of (2.1.1) can be written by

(2.1.2) u = Sp(t)(up + u1) + 0:(Sn(t)ug).
2.1.1. Decay estimates. First, we prove the following estimates obtained by
Matsumura [59].
PROPOSITION 2.1 (Matsumura [59]). Fori € Z>o and a € Z%,, we have
(213) (207 Sa(®)g]] oo < CU+ )T EM =2 gl + gl inasssia),
10105 S (t)g]| . < CA+ )47/ Cm=I2 g || L 4 g gresrai—1)
fort >0, where 1 <m < 2.

PROOF. We use the representation of S, (t) by the Fourier transform. By
applying the Fourier transform to the equation (2.1.1), we have

. - 25
(2.1.4) { oo

Solving this ordinary differential equation, we obtain

et/ < 14m2>A
——————sinh | Y———-t ] §(¢), (¢ <1/2,
(2.1.5) ﬂ(ta 5) = ; i:ﬂfp 4|€|22_ 1

42P_1$n< | t>g@x €l > 1/2

= R(t,£)3()-

We first prove the L™ estimate of (2.1.3). From Lemma 9.6, we have

1£llz < Cll fllr

43
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and obtain
; o d .
(2.1.6) 050 S (0)gll . < | (16)° 2 R(E)d
1
ol| & -
<O eSS R(E€)| 19(€)1de
R’IL
By a simple calculation, we can see that
i T 412 /T — 41€)2
d,R(t,E)‘ < Ce /2 __ sinh 174|§|t + cosh 174|§|t
dtt V1 — 42 2 2
: 1 —4)¢)?
for |£] < 1/2, where H denotes cosh or sinh. We also have
i VAR -1 VAR =1
‘d,R(t,f)‘ < Ce /2 L sin Lt + |cos Lt
dtt VAEP -1 2 2
‘ VAEZE =1
+o+ (VAER - )T <|§2|t> |)

for || > 1/2, where T is given by sin or cos. By Lemma 9.7, we have an elementary
inequality

5
(2.1.7) / rheetdr < O(1 + ¢)(BHD/2,
0

where 6 > 0,k > 0,¢ > 0,t > 0. We take 0 € (0,1/2) arbitrarily and divide the
di

integral of (2.1.6) as
loe g
[l | SR late)las

o Lot
|€1=1 1/2<[gl<1 6<|€<1/2 1€1<é

=L+ L+ 15+ 14

We first estimate I;. By the Schwarz inequality, it follows that

p [ O VIR
L<cC /w e 0

; 1/2
< Ce™ 2 sup <(1 VAP 1) > </ €|_2[3]—2d£>
=1

dg

jg1>1 \ €[t /4LEP -1

1/2
x ( / 5|2[’%]+“'+2i|g<e>2de>
[£1>1

< Ce ||g|l yizsitial-
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The second term I is estimated by

sin (wt) 12
I, <Ce '?{1+ sup —_— / |§(§)|2d§
1/2<g]<1 VAP -1 1/2<l¢|<1

< O+ t)e™?|gllLa.

Next, let us treat Is. We see that

2

sinh ( v 1_4|£|2t>

Ig,gCe_t/2 1+ sup

s<lgl<1/2 V1 —4[¢]2

— 1/2
4+ sup cosh (124|€|2t>} (/ |§(§)|2d§>
6<|€]<1/2 s<|E|<1/2

< O+ t)e UV g o

Finally, we estimate I;. In this region, it is also easy to see that

dl,R(uf)‘ < UV R o fmaiey
dti V1I—4[E?
+Cx1+{T4éJ%;tuﬂﬁluam_

Using this, we have

14 S C (1 — v/ 1-— 4|€|2)l|£|‘a‘ €_t(1_m)/2|§(5>|df

l€1<s V1-—4¢?
BRI
s - j%m S5 et T 2y )

Since

4l
1—+/1—-4lf2= — 5>
Kl 1+ /1T —4¢)?

it is obvious that

21¢)2 <1— /1 —4¢2 < 4)¢)?



46 2. BASIC FACTS AND THEIR PROOF

for |£| < 1/2. Therefore, by the Holder inequality, Lemma 9.6 and (2.1.6), we have

L<C €2l et 5 (&) de
[€]<é

et /M 19(6)|de

1/m 1/m’
C m(2it|al) ;—mtl€)? g G(EV™ d
< (/Wm f) </§<6|g<s>| s)
1/m’
+Ce /2 §(¢ m'dg)
(/mm( )

5 1/m
<c (/ rm(2i+0¢|)+"_le_mtr2d7'> llgllzm
0

< (L )/ Cmmel2 g

which shows the desired estimate for ||0;0%S,, (t)gl| L=
Next, we enter into the estimate of the L?-norm. The proof is almost same way
as before. We use the Plancherel theorem and have

2

(6 L R(1.)3

dt
2
< [ 1epel | SR o) laere

S P Y |
gzt Jipcga i< Dass

=L+ 1+ 13+ 14

0{025,(t)g |3 =

L2

di

The estimate of the terms I and I3 is the same as before. We have

1+ /4¢P —1)%
ot [ el e pag

< Cet / (14 €3l g(8)[2de
[€1>1

S Ce_tHgHH'H»\a\—l.
To treat I, we use an another elementary inequality

(2.1.8) sup rhe=er’t < C(1 +1t)~F/2
0<r<é
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for 6 > 0,k > 0,¢ > 0,t > 0. We give a proof of this inequality in Appendix (see

Lemma 9.7). As before, we can deduce that

b C/|g|<5 el = ;|«£4||§|2)2iet“V““H@(é)ﬁdf

+ C/ ‘§|2\a| (1 + 41— 4|§‘2)21 e_t(l+m)|g(§)|2df
l€1<é

1—4f¢J?

<C € [Plat i1 5 (e) 2ag
[€1<6

veet [ gt
|€]<o
The second term is estimated by

[ la©OPds =t [ leP) s 6P a(e) s < O gl
l§1<s

|€]1<d

When m = 2, we apply (2.1.8) and have

e g e P < sup (el i) g

< C(1+6)7 1 |g||7..
When m # 2, putting p = m’/2 and using Lemma 9.6 again, we have

1/p’
;o 240 . N 2 .
/|f|<5 2216 )P < </5<5 il e tdf) 1613,

Py 1/p/
N/ 7,2
S C (/ T(2|Q‘+4Z)p +n—1e—p r th> ||g|
0

< C(14 )~/ @Dl 12,
_ C(l + t)n/2—n/m—2i—|a\ ”g”%m7

2
m

since

This completes the proof.

O

2.1.2. Solution representation formula. In this section, we give a solution
representation formula for the solution operator Sy, (t) of (2.1.1). Let I,(s) denote

the modified Bessel function of order v, that is to say,

© 1 S 2m—+v
9= £ st ()
() 7nz::0 m!iD(m+v+1) \2
By using I,,, we can express S, (t) as follows:
PROPOSITION 2.2. (i) When n =1, we have

o—t/2
Sut)o(a) = 5= [ 1o (VPP st



48 2. BASIC FACTS AND THEIR PROOF

(ii) When n > 3 and is an odd number, we have

e—t/2 19 (n—1)/2 1 5 5
o) = i () .y (3VP R s
(iii) When n > 2 and is an even number, we have

2e~t/2 <1 0 >(n2)/2/ cosh($+/t? — |z — y|?)

(n—l)”|5”| t Ot lo—y|<t w/t2—|x—y|2
Here we use the notation (n — )!l = (n—1)(n —3)---1 and |S™| denotes the

measure of the n-dimensional unit sphere S™, that is, |S™| = 2n("+1/2 /T ((n+1)/2).

Sn(t)g(x) =

9(y)dy.

PROOF. The argument is the same as in the survey article by Nishihara [82].
Consider the Cauchy problem of the wave equation

{ wy — Aw = 0, (t,x) € (0,00) x R,
(w,we)(0,z) = (0,h)(z), =R

It is well known that the solution w(t, ) is given by

x4t
w(t,z) = %/ h(r)dr

ot
forn=1,

1 19\ 32 (1
w(t, z) = (n — 2)ll[S—1] <t8t) t/m_m_th(y)dsy :

for n > 3 and odd,

2 19\ 2/2 1
wlt,o) = (n — DH|S™| <tat> </|z—y9 V2 — |z — yzh(y)dy>

for enen n. From these formulae, we obtain the representation of S, (t)g by the
method of descent. We denote x,,+1 = (z1,...,Zn, Tnt1) = (Xn, Tny1) and consider
the Cauchy problem of the n + 1-dimensional wave equation

(2.1.9) Wi = Bpp1w =0, (t, Xp41) EJS?’ o00) x R+
(w, we)(0,%Xn41) = (0,h)(Xp41), Xnp1 € R

Here A, 41 denotes the n + 1-dimensional Laplacian. Let
w(t,Xpy1) = e(mn+1+t)/25n(t)g(xn)_
Then w is the solution to (2.1.9) with the initial data
h(xnt1) = €41/ %g(x,).

Thus, if we write the solution operator of (2.1.9) by W, 1(t), then we have the
relation
Woepa () [e7 71 2g(xa)| = 010728, ()9 (xc0).

Therefore, we have

(2.1.10) Sp(t)g(xn) = e~ @102, (1) [ewnﬂ/zg(xn) .
Using this relation, we can calculate the formula for S, (¢). By Lemma 9.2, we have
a 6ct

(2.1.11) dt = wly(ca).

—a 1/a2 —t2
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When n = 1, it holds that

_ 1 h()’z)
Wa(t)h(xz) = or /|x2y2|<t R — oy — y2|2d}’2.

Noting (2.1.10) and (2.1.11), we have

!/ el =2 2g(yy)

2 /Ixzyz|<t V(= Jzy — 1) — |22 — 12
o—t/2

= 9(y1)
2m '/Ll—yugt

dy2

Sn(t)g(z1) =

/12+ t2—|z1—y1]? e(y2—z2)/2
X
va—/T -y V(2 —[r1 = yi[?) — 2 — yo]?
o—t/2
== / 9(y1)
u |z1—y1|<t

/ 12—z —y1 |2 ev2/2
X dy2 | dy1
Ve V(8 — |z — i [?) — 43
e t/2 1
= / Io (2\/ t2 — |z — y12> g(y1)dy:.
|z —y1|<t

2

Changing variables imply

and we obtain the desired formula.
When n > 3 and is an odd number, we have

9 10 (n—1)/2
Wiy (t)h(Xn41) = S TIa] (t&t)

dy2> dy

h(y
X / 5 ( n+1) Qdyn-‘rl .
[Xnt1=Ynt+1|<t \/t — [Xn41 = Ynsi

49



50 2. BASIC FACTS AND THEIR PROOF

By noting [S"*!| = 2|S"~1| and using (2.1.10), one can see that

Sn(t)g(xn)

o t/2 1 9\ (D72
T = 2)NS"1|r (t@t)

X / el 722 (yn)
‘X7L+1_Y‘nr+1‘§t \/(t2 - |Xn - yn‘Q) - ‘$n+1 - yn+1|2

et/2 19\
= (== 9Yn
(n — 2)N[S" 1| (t@t) /|xn—yn|§t )

/mn+1+\/ t2—|xn—yn|? eWny1—Tny1)/2
X
Tpt1 =4/t —=|Xn—yn|? \/(t2 —[%n = ¥nl?) = [Tps1 — yn+1|2

e~ t/2 19\ V2
= ——uren=ti- \ 737 gin
(n —2)!1|Sn—1|x (t 875) /|xn)’n|<t )

/\/ 12 —|xp—ynl? eyn+1/2
Y (I R

eft/Q 19 (n—1)/2
T (n—2)N[SnT] (t@t)

1

X / Iy (2\/752 = [xn = yng) 9(yn)dyn.-
‘xn_er‘St
and hence,
eft/2 19 (n—1)/2 1
n(t = — | - — Io | =v/t2 — |z —y|? .
$u000) = =g (o) )0 (Vo) sty

Finally, when n is an even number, we have

Whia (t)h(xn+1 )

1 18>(”_2)/2 1/
= gt 7o : h(Yas1)dSy, ., |-
(n— 1)l Sn| (té)t N ¥ns1)dSy.s

We divide the integral into two parts:

dyni1

dyn+1> dy”

dyn+1 dyn

1

;/ h(yn+1)dSY7L+1
[Xn41—Ynt1|=t
_! + h(yns1)dS
Tt [%741=Ynt1]|=t, [Xn+1—=Ynt1|=t, Ynt1 Ynt1

Ynt+1—Tn4+1>0 Ynt1—Tn41<0
Since the surface of the integral region is given by the relation ¢(y,4+1) = 0 with
the function
A(Yni1) = t* — |Xnt1 — Yn+1|27
it follows that
ds | Volyns)l dv. — t

Yt |ayn+1¢(yn+1)| " 2 — |Xn - yn|2 "
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Moreover, we have e(¥n+1=Tnt1)/2 — eV =lxn=ynl® for Yn+1 — Tpy1 > 0 and
eWn+1=2n11)/2 = =3V E—ln—yal® for Ynt1 — Tnte1 < 0. Therefore, taking into
account (2.1.10), substituting h(y, 1) = e¥=+1/2g(y,,), we can calculate

_ 1
e $n+1/27/ h(Yn+1)dSyn+1
t [Xnt1—Ynt1|=t

/ (AT b F) S0
[%n—yn|<t

1 n
— / 2 cosh ( 2 — |x, — yn2> 9(yn) dyn
[%n—yn|<t 2 V t2 - |X7'L - yn|2

and hence,

9e—t/2 19\ @22 cosh (/12 — |z — y[?
5,(00(0) = e (151 [ ( ) st
r—y|<t

(n—10)NS"| \ t ot VE— |z —y]?

O

2.2. Diffusion phenomenon

2.2.1. L*°-estimate. In this subsection, we prove the result of Yang and Mi-
lani [121]. By using Matsumura’s estimates (2.1.3), they proved that the solution
u of the Cauchy problem

U — Au+ug =0, (t,x) € (0,00) x R™,
(2.2.1) { (w,u)(0,2) = (ug, u1)(z), € R

is asymptotically equivalent with the solution v of the Cauchy problem

{ vy —Av =0, (t,z) € (0,00) x R™,

(22.2) v(0,2) = up(z) + ur(z), ze€R"

in L°°-sense, namely,

THEOREM 2.3 (Yang and Milani [121]). If uo € H™2+3(R™) n LY(R"),
up € H2A+2(R™) N LY (R™) and u,v are the classical solutions of (2.2.1), (2.2.2),
respectively, then we have

(2.2.3) [u(t) = v(t)||L= = O™/
as t — +o00.

REMARK 2.1. In general, solutions of the heat equation (2.2.2) do not decay
faster than O(t="/?). Indeed, if we take a initial data f(x) satisfying f € C3°(R™),
f>0,f+#0, then it follows that fort > 1

1 _lz—y|?
ol = swp s [ 55 )y

1 lz—y|?
> sup ——— T fy)d
> sp s [ )y

x

1 ly|?
> B d
> s e
=t /2.
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PROOF OF THEOREM 2.3. From Matsumura’s estimates (2.1.3), we have

(2.2.4) lue(t)][ L2 = O ™/*7Y),
(2.2.5) e (8)]| Lo = O ™/272),
(2.2.6) [a(t)]| L= = O(1),
(2.2.7) u(®)]| > = O@E™*).

The third inequality immediately follows by (2.1.2), (2.1.5) and
[a(®)]|ze < C(lldollzee + [lda]lze<) < CJuollr + [luallr)-

We denote G(t,x) = (47rt)’”/26*|"”‘2/(4t). It is also well known that

(2.2.8) 1G@)]|zr = O(1),
(2.2.9) 105 G(8)] 22 = O(F="/*7F),
(2.2.10) 105 G()[ L = O ™/*7F)
(see [14]). By the Duhamel principle, we can write

u(t) —v(t) = —G(t) * ug — /0 G(t — 1) * uy (7)dr.

By the integration by prats, we obtain
t t
/ G(t — 1) xuge(7)dr = Gt — 7) x ug(7)dT
0 /2
+ G(t/2) % us(t/2) — G(t) * uy
t/2
+ WGt — 1) x ug(7)dT
0
and hence,
t
u(t) —v(t) = — Gt — 1) x ugy(7)dT
/2
— G(t/2) xus(t/2)
t/2
— Gt — 1) x wy(T)dT
0
=L+ 1L+ 1s.

It follows that

t t
|| < / Gt = )|t Juee (Tl pedr < C [ (14 7)7"22dr < (14 4)7/27!
t/2 t/2
and
|| <t /41 4+ )~/ = 0@ /2.
To estimate I3, we use the integration by parts once more and have

t/2
Is = —0,G(t/2) *u(t)2) + BiG(t) s uo — | 2G(t —7) % u(r)dr
0
= I31 + I32 + I33.
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By (2.2.7) and (2.2.9), we immediately obtain
| I31] < [18:G(t/2) ]2 llu(t/2)] 12 = O(™/*71).
From (2.2.10), it is also easy to see that
[Tsa] < 110 G(0) | s ol 1 = O(E="27),
Therefore, it suffices to prove that
(2.2.11) |Is3] = O(t~™/271).
Noting
G(t) x G(s) = G(t + s),
which is proved by using (:?’(t7 €)= e’t|§|2, we have
Gt—71)=G(t/4) «G(3t/4 —T).
By the Leibniz rule, it follows that

D2G(t — 7) = apd?G(t/4) * G(3t/4 — T)
+ a10:G(t/4) * 0,G(3t/4 — T)
+asG(t/4) * 92 G(3t/4 — 1),
where ag = 1/16,a; = 3/8,a2 = 9/16. Thus, we can rewrite I33 as
2 t/2 ) , 2
Iy = — Z/ a; 077G (t/4) * 01G(3t/4 — 7) * u(T)dT = Z J;.
i=0 70 i=0
We can see that

il = O/

for i = 0,1,2. Indeed, we first have
t/2
< [ 1RG22 IG 3t/ — 7) < o
0
2
< Ootn/A-? / 1G(3t/4 — 7)) o dr
0

t/2

< o2 / 1G(3t/4 — 7| g2 (7| p dr
0

S Ct*’ﬂ/Q*l'

Here we have used (2.2.6) and the fact

IG@3t/4—7)|7- < C A e 26t/ ge < © A e 1 2dg = O(t/?).
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Next, we estimate J; as

t)2
| < c/ 1O:G (/) [ 120, G (3t /4 — 7) % u(7)|| 2l
0
/2
< Ct—n/4—1/ 10:G(3t/4 — T)a(T)|| 2dT
0
t/2
< o/t / 18:C(3t/4 — 7|2 (7). 7
0

< e / P e - e
< ot/ O
Here we have used (2.2.6) and
/ ‘§|4672\§|2(3t/477)d§ < / |€|4€*|§|2t/2d§

< t*””“/ Inl'e " 2dn = O(t="/272).
In the same way, by using the fact
/ |£‘86—2\§\2(3t/4—7—)d§ _ O(t_"/z_‘l),
we can see that

t/2 R
1 <€ [ G121 3t/ )il padr
0

t/2 )
<ot / - 1*C(3t/4 — )| 2 |~

< thn/271’
which completes the proof. (I

2.2.2. LP-L9 estimates. In this subsection, we prove another result which
also represents the diffusion phenomenon in the LP-L? sense. For the sake of sim-
plicity, we consider the linear damped wave equation in three space dimension

ugy — Au+u, =0, (t,z) € (0,00) x R3,
(u,ut)(0,2) = (ug,u1)(z), € R3.

We also consider the corresponding heat equation with the initial data ug + uq:

(2.2.12)

vy —Av =0, (t,x) € (0,00) x R3,
(2.2.13) { v(0,2) = up(x) +ui(z), =€ R3.
We put
=~ 1 ¢
Waltiuo, ) = (5 + § ) Walt)uo + 0u(Wa(e)uo) + Wa(t)u,

where W3(t) denotes the solution operator of the three dimensional free wave equa-
tion, that is,

T amt

WyOge) = g [ owas,
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THEOREM 2.4 (Nishihara [78]). Let ug,u; € LY(R?) with ¢ > 1 and let u and
v be the solution of (2.2.12) and (2.2.13), respectively. Then the following LP-L?
estimate holds:

(2.2.14) Hu(t) —o(t) — e*t/’é’\’fvu;uo,ul)HL <t 3G 5) " (JJuoll po + [Juafl o)
fort>0.

To prove this theorem, we decompose the solution u into two parts. The first
one is e /W (t; ug, u1) and the other one behaves like v(t, z). By Proposition 2.2
and the Duhamel principle, the solution of (2.2.12) is given by

(2.2.15) u(t,x) = S3(t)(ug + u1) + 0:(S5(t)uop)
with

S5 (t) —e_ma/ w(Loe "= ) g(y)d
3\t)g = At t \z—y|§t0 B r—y g\y)ay.

Using I(0) =1, Ij(s) = I1(s), we obtain

o—t/2

(2.2.16) S3(t)g = /| Hg(y)dSy

47t

9(y)dy

o—t/2 / L (% 2 —|x — yP)
lo—y|<t

87 2 — |z —y|?
= e 2Ws5(t)g + J3(t)g.
By noting that I1(s)/s |s=o= 1/2, it follows that

1t
22D S0 = e ((_2 * 8) Ws(t)g + at(W3(t)g)>
AR
1 13
+ — 9, | e t/2 s
87r \x—y|§t ¢ t2 _ ‘.’I}' _ y|2 g(y) Yy

—: ¢ t/? ((—; - ;) Wa(t)g + at(Wg(t)g)> + J3(t)g.
Substituting (2.2.16) and (2.2.17) into (2.2.15), we can see that
(2.2.18) u(t,x) = e W (t; ug, ur) + Ja(t) (uo + u1) + Ja(t)uo.
Hence
u—v— e PWy(t;ug, ur) = (J3(t) — ) (uo + wr) + J3(t)uo,

where e'® denotes the solution operator of the heat equation (2.2.13), that is,
v(t,z) = e'®(ug +uy). Thus, it suffices to prove that there exists a constant C' > 0
such that

(2.2.19) 1(Js(t) — e)gll e < O3 3) 71 gl 1,
(2.2.20) 1T5()gll e < Ct35) 71 gl a

for ¢t > 0. More generally, we shall prove the following estimates:
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LEMMA 2.5. For any 1 < ¢ < p < o0, there exists some constant C > 0 such
that

(2.2.21) 1T5()gllr < C1+ 1)~ 2G5 g o
(2.2.22) 1Tl er < C1+ 1)~ 2G5) 71 g
fort >0 and

(2.2.23) 1(J5(t) = )gller < O 2G5 g||
fort>0.

PROOF. We first prove (2.2.21) and (2.2.23). The proof is divided into the case
t>1and 0 <t <1 We first assume that ¢t > 1. Let ¢ € (0,1/2). We note that
the assumption ¢ > 1 yields t(1+e)/2 < ¢ We divide the integral into three parts:

(J5(t) —e")g

= Iw_ylgt1/2+€

N T e R
e 21 (é 2 — |z — y|2) e~le=yl?/ (1)

+ - d
/t1/2+sg|x—y9 8my/t? — |z —yP? iy | SO

/ e—lz—yl?/(4t) ()d
- 30 9\y)ay
t<|z—y| (4’/Tt)3/2

= X1 +X2 +X3

By the Hausdorfl-Young inequality (see Lemma 9.9), it is easy to see that

— —|z|? —c
1Xs]|Le < CE372 e /0| s lgllee < Cem gl La

with some ¢; € (0,1/4), where 1/¢ —1/p =1 — 1/r. In the same way, we deduce
that

1/r

el <c| [ ) W)
2llLr = Y 9llra
1+l /2 <Jy|<t 2 —[yf?

— — | 2 L
+ Ct=3/2 || 1! /(4f)||L7‘(|m|2t(1+5)/2)”g”Lq'

We further divide the integral region of the first term into {y € R® | V2 —1 <
ly| <t} and {y € R? | t(0+2)/2 < |y| < V12 —1}. When 12 — 1 < |y| < t, noting
that I;(s)/s is bounded for s < 1/2; we can obtain

21 (3P TP
Ve TP

Next, we note that if |y| < v/t — 1, then /t2 — |y|2 > 1 holds. By using the
monotonicity of I,, and the asymptotic expansion

< Ce 2.

L) = = (1+0(7) (5= +o0).
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we can estimate
e 1 (3~ ToP)

< Ce-t/2HVE—TTE

2 —[yf?

if t(1+9)/2 < |y| < V12 — 1. Since

t 1 2 tite te

SN N S | <1

2 2 20t + /12 — [y[?) 2(t + V2 — t1+e) 4

we see that
21 (3P~ ToP)
< Ceft5/4
2 — |y|? a

for t(1+2)/2 < |y| < v/tZ — 1. Consequently, we have
[ Xal[Le < Ce™" gl La

with some co € (0,1/4). Thus, it suffices to estimate X;. Let p = |z — y| and we
rewrite X7 as

1 2
- - —p~/(4t)
X = (art)3/? /p<t<1+5>/2€ 7D, p)g(y)dy,
where
Dt p) = /el -tz L p <1 T p2) L
12 — /)2 2
Since
]. /t2— 2 2
h (2 t2_p2)_\/7?(t2 p2)1/a¢ o <1+O< p2>>’
we obtain

3/2
ptup e (V" (o))
t2 _ p2 t2 _ ,02

Here we note that

t B 1

VEE—pr 1= (p/t)?

2

0

1 p?

=1+-0|—

+30(%)

and

2 41 2 2
Pt e
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and hence, by the mean value theorem,
f 4

Therefore, we can obtain
B 1 p4 1 p2 3/2 1
1 P2 Pz N
<OoZ|l1+52 ... £
<C ( +o e (t

for some C' > 0 and N € N. Using this inequality and Lemma 9.9, we can deduce
that

r 1/r
2 1 2 2\ N
X1 || e < Ct3/2 / erviran L (W (1] a
ly|<t(i+e)/2 tr t t

* [|gll La
) , 1/r
< Ct=3/2-143/(2n) </ e (L 22 4 2 2Y) dz> llg|l La

< 020 g o,
which implies (2.2.23) for ¢ > 1. Moreover, by using the well-known fact
le2gllzn < Ct72G = gllza (¢ >0)
(see [14]), we can immediately obtain
15(D)gllrr < 1 T3(t)g — e gller + [l g Lo
<0t 3G g a,

which proves (2.2.21) for ¢ > 1. Next, we treat the case 0 < ¢t < 1. Noting that
I,(s)/s is bounded for < s < 1/2, we have

L (LV/E=TyR)
<C
8m/t2 — |y|? -

for 0 <¢ <1 and |y| <t and the Hausdorff-Young inequality (see Lemma 9.9), we
obtain

1/r

e (3P TP
gl <c | [ ay | lglles
lyl<t 8m\/t? — [y
< Ct*7 gl a
for 0 <t < 1, where r is determined by 1/¢ —1/p =1 — 1/r. This implies (2.2.21)
for 0 <t < 1. Moreover, we can see that

175(t)g — € glle < || J5(E)gllLr + gl Lr

1

< Ot |\glpa + Ct 2G5 g o

1

<t 3G9 |g|| o,
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which yields (2.2.23) for 0 < ¢ < 1.
Next, we prove (2.2.22). As before, we first assume that ¢ > 1 and put p =
|z — y|. By noting
1
I(s) = Tofs) = ~h(s),

which is proved in Lemma 9.3, we can see that
t5/2

- 1 1
J2(t)g = ——— —t/2) [ 2 /12 — 2
3(t)g 167372 ~/t(1+s>/2§pgt e 0|3 p 2 — p2
1 $3/2 4¢5/2
I (2\/152 _ pz) ( + 373 9(y)dy

t2—p2  (1*—p?)
£5/2

1 2 1
- I _ t2 _ 2
T 6r32 /pgt(ugw ¢ { 0 (2 A ) 22
1 t3/2 4t°/2
-1 <2~/t2 — p2> ( + CEYOEE 9(y)dy

t2_p2

= X4+ X5.
In the same way as the estimating X5, one can prove that
| Xallzr < Ce" ||g]|a

with some c3 € (0,1/4). In order to estimate X5, we rewrite as

1 >
Xs=—> —P/EO D, (¢t d
57 16713/2 //;gt(l+6)/2e 1(t, p)g(y)dy

with
24 1 £5/2
Dy(t,p) = e /40712 {IO <2 2 — PZ) 2 2
1 13/2 445/2
—.[1 ( t2 — p2> + E .
2 12 — ,02 (t2 _ p2)3/2
Since,

1 " 5/2 . 3/2
D, (t7 p) = —epz/(4t)—t/2+mp ot (ot
ﬁ 12 — P2 2 _ p2

e (o (1))

(o (E){ (o (7)) (e ()"
(7)) J0o ()

<12 (2))

hsY
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for some C' > 0 and N € N, we can deduce that

) 2 LA r
X5l < Ct-3/2-1 / erlvi/an (o WE o (WE dy
ly|<t(i+e)/2 t t

x ||gllza
, 1/r
< O3/2-143/2r (/ e TlI? /4 (1 + 224+ |z|2N)rdz) llgll La

< o123 g o,
which implies (2.2.22) for ¢ > 1. Finally, we prove (2.2.22) for 0 <t < 1. We put

Jwg= [ Ktz

—t/2 1 t
= / {[0 < 2 — ,o2> —
16r J,<, 2 2—p

1 1 At
1 <2m) < + p2)3/2> }g<y>dy,

t2—p2

where p = |x — y|. By the definition of the modified Bessel functions

b= 3 ol () 1= 3 Lt ()

we can deduce that

1 4 t
Io [ =12 — p2 = t
0(2 p>t2—,02 tQ—p2+O()

and

1 4t t
I (2\/152 - p2> G R0

t

as t — 0. Noting this, we can see that k(¢,y) is bounded for 0 <t < 1 and |y| < ¢.
Therefore, by Lemma 9.9, we have

1/r
IJ5(t)gllr < C (/ k(t, y)Tdy> gl
ly|<t

< Ct*" gl Lo,
which implies (2.2.22) for 0 < ¢ < 1. O

2.3. Semilinear damped wave equations with a source nonlinearity

In this section, we shall give the critical exponent for the Cauchy problem of
the semilinear wave equation
(2 3 1) Utt — A’U, + Ut = |u|p7 (t,l‘) € (0700) X an

o (u,ut)(0,z) = (up,u1)(x), x€R™

We prove that the critical exponent for (2.3.1) is given by 1 + 2/n. Namely, if
p > 1+42/n, then there exists a unique global solution and if 1 < p < 1+2/n, then
the local solution with suitable data blows up in finite time. We give a two types
of proof for global existence result. The first one is due to Ikehata and Tanizawa
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[35]. This proof is based on Matsumura’s estimate 2.1.3 and a weighted energy
estimate developed by Todorova and Yordanov [106]. Here we shall prove a better
estimate for ||us(t)| 2 than that of [35]. This is remarked by D’Abbicco, Lucente
and Reissig [8]. Another proof is given by Nishihara [78]. This proof is done by
the LP-L9 estimates described in Theorem 2.4. We also give blow-up results for
(2.3.1). We introduce the results by Li and Zhou [53] and Zhang [122]. The proof
of [53] is based on the method of differential inequality and the proof of [122] is
due to the test function method, which is explained in Section 1.4.2.

2.3.1. Global existence by Matsumura’s estimates. Here we prove a
global existence result by following [35]. For « € (0,1/4], we put

= [ (o) + [Vuo(a) P+ ua(2)*)d

and

We first note that for the data with I, < oo, there exists a unique local-in-time
solution

u€ C([0,77); H'(R")) N C([0,T%); L*(R™))

for some T > 0. Moreover,
/ 200 (u(t, 1) + [Vult, o)® + wi(t, 2)2)dz < oo

holds for any 0 < ¢t < T*, the above integral is a continuous function of ¢ € [0,7*)
and if T* < 400, then we have

P%@%/ V) (u(t, ) + |Vut, o) + ug(t,0))de = oc

(see Proposition 9.21).
Therefore, it suffices to prove a priori estimate for solutions to (2.3.1).

THEOREM 2.6. Let n > 1 and p > 1+ 2/n. Moreover, let p < n/(n — 2) if
n > 3. Let a € (0,1/4]. Then there exists an g9 > 0 such that if I, < €, then
there exists a unique global solution

u € C([0,00); H'(R™)) N C'([0,00); L*(R™))

to (2.3.1). Moreover, there exists some constant C' > 0 such that the solution u
satisfies the decay estimates

[u(t)]|2 < C(A+1)""I,,
[Vu(t)||z2 < C(L+1) /47121,
Jue(t)||r2 < C(1+1)~ 47,

REMARK 2.2. This theorem is still true for other nonlinearities, for example,
+|u|P~Yu, —|ulP. More generally, we can obtain the same global existence result for
the nonlinearity f(u) satisfying f(0) = 0 and the estimate (9.5.2) (see Section 9.5).
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PROOF. We shall prove a priori estimate for the functional

W(e) = sup {1l (e, V) 1)z + (14" 42 V)

FO O g ()22 + (L + 0 ut) 12 }
First, we prove an a estimate for a weighted energy:

LEMMA 2.7. Let u be a local solution of (2.3.1) whose existence is guaranteed by
Proposition 9.21 and let 6 > 0 be a small number such that v :=2/(p+1)+46 < 1.
Then there exists some constant C = Cs > 0 such that we have
(2.3.2)

e (, Vu) (8) 12 < Cla + CIPHI2 4 C sup (14 5) e Cus) | 17772).

0<s<t
PrROOF. A simple calculation gives
alz)? 20x 2na
2.3. — = — R, A -
(2.3.3) Ui(t, @) (1+1)2 Vy(t, x) 1+¢ Y(t, z) 1+¢
1
(234) ) = 1 V(D) > V()P
since a € (0,1/4]. Multiplying (2.3.1) by e*¥u;, we obtain
e?¥
\V4 2 621/)
+ e <1 + (=) — Vol > ui + ——|Vuy — 4 Vul?
—th —thy
P e e
=00 |l + (ool

Noting (2.3.4), one can easily see that
V|2
i

Integrating (2.3.5) over R™ with using the divergence theorem, which can be applied
by e?¥u;Vu € L'(R"), we can see that

i/ e D) (uy (b, )2 + |Vu(t, z)[?)da
dt Jrn

d " "
< —/ 62¢(t")|u(t,x)|p+1dx+/ 2D (p|u(t, )P d.

2
e*? (1 + (=) — ) w4 m |Vepus — 9, Vul? > 0.
— Wt

By integrating over [0, t], we have
(2.3.6) / V0D (gt )2 + [Vult, 2)[2)da

<IZ+crttyc 22 |y (t, )P da
R’n

t
v [ [ e s futs,n)p dads.
O n
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Here we used the inequality
/ 62a|$|2|u0|p+1dx <crrtt

which is easily obtained from the Gagliardo-Nirenberg inequality (Lemma 9.10).
Indeed, we have

/ e2“‘”|2|u0|f’+1dx = ||€2w|av\2/(p+1)uO||Izﬁ1
< C(| P g | 2 4 |V (T D ug) | 2)7
< CIET,
since |x\2e4a‘x|2/(7’+1) < Ce2el#l” . From (2.3.3), we see that

(—wt(s,x))e(z_”Y(p“)W(s’”) < w(s’x)e—é(p-%l)qb(s,x) < Cs(1+4s)7"

— 1+4s

and hence,

t

// 2P0 (—apy (s, 2)) [u(s, z) [P dads
O n
t
< 05/ (1+ 8)—1/ 67(P+1)w(5’m)\u(s,x)|p+1dxds
0 ks
< Cy sup ((1+ )7l Ou(s) 751 ).
0<s<t

Substituting this into (2.3.6), we reach the conclusion. O

The next lemma is a Gagliardo-Nirenberg type inequality, which helps us to
control nonlinear terms.

LEMMA 2.8. Let T > 0, 6(q) =n(1/2—1/q), 0 < 0(q) < 1 and let o € (0,1].
Ifv e HY(R") satisfies e¥ Vv, e?@ Vo € L2(R™) for all t € [0,T), then it follows
that

e vl < Co (14 6)I0D2|T0] 17|V 7
fort € [0,T) and some Cy > 0.

PROOF. From the Gagliardo-Nirenberg inequality (Lemma 9.10), we have
e Dellze < Clle Ol "9 (e Ov) 727,
On the other hand, using
7O Ty = V(e WDp) — g7 DyVip(t),
and (2.3.3), we can deduce that
le”¥ Vo[

= / (|V(ew<t>v)|2 + 022V |y 2|V ()2 — Qgeaw“)uwew“)mw) dw

= / (|V(e“w(t)v)|2 + J2e2g¢(t)|v|2\v¢(t)\2 + aAfL/J(t)(e‘”[’(t)v)Q> dz

2noa

> V(e O0) 3 + 25

le? O]
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Thus, we have
(2.3.7) 7Y Dv||La < Cp o (1 + 1) E70DV2| b7y 1

for some positive constant Cy o depending on o and a. By using the Hoélder in-
equality with o/2+ (1 — 0)/2 = 1/2, one can obtain

e V]| L2 = (7D V0|7 | Vol 7| 2
< "IV 2. Voll;27.

Substituting this into (2.3.7), we have the desired estimate. O

Now we estimate components of W (t):

LEMMA 2.9. Let u be a local solution whose existence is guaranteed by Propo-
sition 9.21 and let € > 0. Then we have the following estimate:

238) (L0 TUO i+ (0 el + (40 s
< Cly+ G s (149U ).

0<s<t

Proor. By the Duhamel principle, the solution u of (2.3.1) satisfies the integral
equation

u(t) = Sp(t)(ug + u1) + 0¢(Sn(t)uo) +/O Sn(t — s)|u(s)|Pds = ur(t) + un(t),
where
ur(t) = Sp(t)(uo + u1) + 0 (Sp(t)ug), un(t) = /0 Sn(t — s)|u(s)|Pds

and Sy, (t) denotes the solution operator for the linear damped wave equation wu —
Au+uy = 0, which maps a function g(z) to the solution u(t, z) with the initial data
u(0,2) = 0,ut(0, z) = g(z). By Matsumura’s estimate (2.1.3), one can calculate

lur(®)llz2 < C(lluollL2 + [luallL2) < Cla
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and

t/2
|18t = st s

: C/ ) a(s) Pl + ()P 2)ds
0<Su<ri/2 (49 = (lul)%s + luls)720))

t/2
X / (1+t—s)™41+s)"1%ds
0

<CA+6)7"* sup (14 8)" = (u(s)|T, + u(s)][F2))
0<s<t/2

t
/ 1St — 8)|u(s)P?]| p2ds
/2

t
<c [ luts)pPleds
t/2
t
<C [ (L) (o), ds
t/2

<C+0™ sup (L4 uls)l, ) -

t/2<s<t
To control the bad term ||u(s)||},, we use the inequality

lu(s)lf < Ce(L + )"/ e us) [},

which follows from

1/2
o < ([ o) ([ et npra)

< O+ )" e us)|[7,-

1/2

Consequently, we have

||UN(t)HL2 < C(l + t)fn/4 Oiugt ((1 + s)n/4+1+6”eelﬁ(s)u(s)”izp) .

We can prove the estimates of ||Vu(t)| 2 and ||us(¢)||z2 in a similar way by noting

t
[ IvSt = s)lu)l1eds
/2

¢
<C (1—|—t—s)71/2||u(s)||’£2pds

t/2
t

<C sup ((1+S)n/4+1”65w(s u(s )Hsz)/ (1+t78)71/2(1+5)7n/471d5
0<s<t t/2

§0(1+t)_n/4_1/2 sup <<1+S)n/4+1||€€w(8)u(8)||i2p)
0<s<t
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and
¢
[ ouSte = )luto)Pz2ds
t/2
¢
<C (1+t—s)_1||u(s)|’£2pds
/2
t
< C sup ((1+s)"/4+1+5||e€w(s)u(8)||1£2p)/ (1—|—t—s)_1(1+s)_”/4_1_5ds
0<s<t /2

< C(]. + t)fn/47176 log(l + t/Q) Oiugt ((1 + S)n/4+1+6”66w(8)u(8)||1£2p)

<CA+t)™4 1 sup ((1 + 5)n/4+1+8||65¢(S)u(5)||’£2p) )
0<s<t

O

Now we give an a priori estimate for W (t). We assume that I, < 1. By Lemmas
2.7 and 2.9, we can estimate

W(t) < CI,+ Cs sup ((1 + 5)5||ew’(8)u(s)||%)ptl1)/2)

0<s<t

L sup ((1+S)n/4+1+eHew(s)u(s)uizp)
0<s<t

for any small 6 > 0, ¢ > 0, where vy =2/(p+ 1) + 6 < 1. By Lemma 2.8, one can
obtain

le=¥ S u(s)l|zzn < C(1+ T2 Tu(s) | 12% e uls)|5
<C(1+ t)(1—9(2p))/2—(1—8)("/4+1/2)W(S)
and, similarly,
||e7¢(s)u(s)||,;p+1 <O+ t)(1_9(1’+1))/2_(1_7)("/4“/2)W(s).

A straightforward calculation shows that if p > 1 + 2/n, then both of the powers
of (1 +t¢) in the above two inequalities are negative, provided that § and ¢ are
sufficiently small. Therefore, putting

M(t) = sup W(s),
0<s<t

we obtain
(2.3.9) M(t) < CI, + CM(t)P+H)/2 L OM(t)P

for 0 <t < T*. We note that W(t) is a continuous function of ¢ € [0,7") and so is
M (t). By taking I, sufficiently small, we can deduce that

(2.3.10) M(t) < CI,

for 0 < ¢t < T*. Indeed, in (2.3.9), we may assume that C > 1. We take I,
sufficiently small so that

(2.3.11) 2CI, > CI, + C(2CI,)PTV/2 1 C(201,)P.
Let M, My(M; < Ms) be the positive roots of the identity
M = CI, +CM®)/2 L cMP.
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Note that M; < 2C1, holds by (2.3.11). By noting M(0) = I, < CI, < M; and
the continuity of M (t), the estimate (2.3.9) implies that M (t) < My < 2CI,, which
proves (2.3.10). Finally, by (2.3.10), we have

lim sup/ 202 (u(t, 2)? + |Vult, 2)|? + uy(t, 2)?)de < oo,
t—T*—0 n

which means T* = 400 (see Proposition 9.21). O

2.3.2. Global existence by LP-L9 estimates. In this subsection, we intro-
duce another proof of global existence of solutions to the semilinear damped wave
equation in three space dimensions

ugy — Au+ up = f(u), (t,r) € (0,00) x R3,
(2.3.12) { (w,u)(0,2) = (up, u1)(z), @ € R,

We shall introduce a proof by using LP-L? estimate (Theorem 2.4). This proof was
given by Nishihara [78]. We assume that the semilinear term f(u) satisfies

(2.3.13) [f(u) = f()] < C(lul + [v))P~ u — o]
with some p > 1 and some constant C' > 0. We define
Zy = (WhHLnWwheo) x (L' N L™)
1 D zo == [[fllwrr + [ fllwroe + llgllzr + [lgllz=
and
X ={ueC([0,00); L' N L) | ||Jullx < 4oc}.

Jullx = sup L)z + (1 + 6 Ju(®) = }
t€[0,00)

Here we call a function v a mild solution of (2.3.12) if u satisfies the integral equation

(2.3.14) u(t,x) = S3(t)(uo + ur) + 0 (S3(t)ug) + /Ot S3(t — s)f(u)(s, z)ds.

THEOREM 2.10 (Nishihara [78)]). If the semilinear term f(u) satisfies (2.3.13)
with some p > 14 2/3 and the initial data (up,u1) € Zy is sufficiently small, then
there exists a unique mild solution w € X of (2.3.12).

REMARK 2.3. In Theorem 2.6, we need the boundedness of the power of the
nonlinearity p < n/(n — 2) when n > 3. However, the proof of Theorem 2.10 does
not require any boundedness for p.

PROOF. Let

u O (t, ) = S3(t)(uo + u1) + 9, (S3(t)uo)
= 67t/2W3(t; Uuo, Ul) —+ Jg(t)(UO —+ ul) —+ jg(t)'l.to,
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W (£ 10, 1) = (; + ;) W (E)uo + 04 (Wa(t)uo) + Wi(t)us,

4rt —t
s = - | LGRS0 W
3(1)Uo ) = uoly)ay,
87 Jio—y|<t 2 — |z —yf?

I (L./t2 — |:,3 _ |2
. 1 1132 y
Tatota) = 5= [ o (e ( ) wo(y)dy,

lz—yl|<t V2 =z —yl?

and we define an approximation of the solution inductively by
t
um V(¢ 2) = uO (¢, z) + / Ss(t — ) f(u™) (s, z)ds = u O (t,z) + ug\?) (t,x).
0

It suffices to prove the following three claims:

(i) There exists a constant Cy > 0 such that [|u(® | x < Col|(uo,u1)| z,-

(ii) If || (uo, u1)|| 2, is sufficiently small, then ||u(™ | x < 2Co||(uo,u1)]||z, implies
lut™ D x < 2Col(uo, u1)]l z,-

(iii) When ||(uo, u1)|| z, is sufficiently small, it follows that

1
D = u™ < Sl - u D)l

In order to prove (i), we use the following lemma:
LEMMA 2.11. For g =1 or ¢ = 0o, we have

[Ws(t)gllze < Ctligl|La,
10:(Ws(t)g)l[La < Ctllgllwr.a-

PrROOF. This lemma can be easily proved by noting

Wat)glloe < Ct [ lglladw < Celgl

and the same estimate is true if we replace L' in L>. The second assertion can be
also proved by a similar way. O

By the above lemma and the estimates (2.2.19), (2.2.20), we can immediately
obtain (i).
Next, we prove the claim (ii). We have

™D x < [u® ) x + a3l x.

By (i), it holds that ||u(®||x < Co||(uo,u1)||z,- Therefore, it suffices to prove that

||u5\7;)||x < Co|l(uo, u1)||z, under the assumption Hu(”)HX < 20 ||(ug, u1)l z, and
|(uo, u1)|l 2, is sufficiently small. We write

t t
ugl)(t,x):/o e_(t_s)/2W3(t—s)f(u(”))(s,x)ds—i—/o Js(t — 8) f(u™) (s, z)ds.
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By Lemma 2.11, we see that

t
|| / e~ =/ 2W7, (1 — ) f(u™ (s, 2)ds]| s
0
t
<c / 21— )| F(u™)(s) | a3
0
t
SC/ ™ ()2 ™ (5| 1 s
0

t q
< [luE, / (1+ )10 Dds < Clu™ 2,
0

since p > 1+ 3/2. It also follows from (2.2.19) that
t
I e = o)) s )]
0
t
< [ (e = 1)) rds
0
t
< [ 1) 6) s
0
t
<C [ I ) ) 6) s
0

t
< a2, / (1+5) "3~V ds < Cllu™|2.
0

Similarly, we deduce that
t
[ / e~ =/2W (1 — 5) f(u™) (s, 2)ds]| 1o
0
t
< / le= 92y (¢ — 8 F(u™) (5) | s
0
t
<c / e =/2(t _ g)||F (u™)(5)] = ds
0

t
§C||u(”)||§(/ (1+t—s)" (1 +5) 5vds
0

<O+~ ™%
and, for p > 2,

|| / To(t — ) F(u™) (5, 2)ds]|
< / 175t — )7 (u™)(s) | o ds
<c / (14— ) F | f™)(s) | ads

t P P
SCHU(”)H%/ (L+1— )" 5145 30-Dgs
0

<OA+t)7F [u™|R,

69
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and, for 1 4+2/3 < p < 2,
t
n/<h@—$waU@JMQum
0
s/nh@—@fwwx@mxw
0

t/2 .
SCA (L4t — 8)" | F(u™)(s) | 2 ds

t
+C [ Q+t—)FE D) ™) ()| s
t/2

< Cllu™|B /Ot/2(1+ts)g(1+s)g(p1)ds
+ Cllu™] /:2(1+t—s>—%P—1>(1+s>—3ds
t
<O +1)73 u™%
Here we have used Lemma 9.8 and the inequality
1F ™) () Lo < Clu™ ()P e < Cllu™ (s) ] pe u™ ()]
Consequently, we obtain

™[ x < Coll(uo, ur)l|z, + Cllu™ %
< Coll(uo, u1)l z, + C(2Co][ (w0, u1) |l 2,)*
< 2CH||(uo, w1)|| 2o s

provided that ||(ug, u1)||z, is sufficiently small. This proves the claim (ii).
Let us turn to (iii). We see that

w D () :/Ot e~ T Wit — 7)(f(u™) — f(u™V))ds
+ /Ot Ja(t =) (f (™) = f(u™"V))ds
and hence,
HM“UUWMASC[jGt;U$*1NUWWUﬂM”UNU®
< 0[O + D — Y s

t
SC/G+@%W”WWW§“WM“WW5
0

X JJu™ — =V 1ds

< C(2C0]luo, ur]l 2o )~ lut™ —u®~Vix.
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Similarly, we have for p > 2,
D — ™) e
t, . . t .
<C </ e_T(t—s)(1+s)_5pds+/ (I+t—s)"2
0 0
x (™ x4 ut =D )x)P ™ = @Y

< O(1+ 1) 72 (2C0[uo, ua || 2) P Hu™ — u ]| x,

(I+s)~ g(p_l)als)’)

and, for 1 +2/3 < p < 2,

D — ™)

<o / S ) F@™) — F D) eds

e / (L4t — ) H ™) — fuD)||1ds
0

t
+C [ (4t F0 D f™) = f@ D) 1o ds
t/2
3 t/2 3 3
<C (1+t)’§”+/ (14+t—s)"2(14s)" 2P Vs
0

t
+/ (1+ts)2<p1>(1+s)3ds>
t/2

X (2C0]luo, un || 2o )P~ u™ — "V x
< C(1+ )7 (2Col|uo, ua | 2,)P~H u™ — ul*~V] x.
Here we have used the inequality
1F (™) = f @0 < OO s+ Ju® D) 20)P 7 u =l =D e
Consequently, we obtain
lut ) — u™||x < C(2C0|[uo, ur ] 2, )P~ lu™ =tV x.

Therefore, choosing ||ug, u1]|z, sufficiently small so that

1
a1 = u™ < Sfut - D,

we have the claim (iii).

By the claims (i), (ii), (iii), we can find a solution of (2.3.14) v € X for small
data (ug,u;) € Zo by u = lim,, o, (™. The uniqueness of solution is immediately
obtained from the above proof. In fact, if we have two solutions v and v in X.
From the above proof, we can see that

[u(t) =o@)]r < C/O (lullx + lollx )"~ u(s) = v(s)llzrds.

By the Gronwall inequality (Lemma 9.11), we have ||u(t) — v(t)||1 = 0. O
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2.3.3. Blow-up by differential inequalities. We shall give some blow-up
results for the damped wave equation with a source semilinear term

uge — Au + up = |uf?, (t,x) € (0,00) x R™,
(u,ut)(0,z) = e(ug, u1)(z), =€ R,

where £ > 0. We first introduce a useful comparison lemma developed by Li and
Zhou [53].

(2.3.15)

LEMMA 2.12 (Li and Zhou [53]). Let a > 0,T > 0 and let k,h € C%([0,T))
satisfy the differential inequality
(2.3.16) a(t)k”(t) + K (t) = b(t)|k(t)|*k(1),
o a(t)h”(t) 4+ B'(t) < b(t)|h(t)|*R(t)

with some positive functions a(t),b(t). Moreover, we assume

k(0) > h(0), K'(0) = h'(0)

k(0) > h(0), K'(0) > K'(0).
Then
(2.3.17) K'(t) > h'(t)

holds for all0 <t < T.

Proor. Without loss of generality, we may assume that
k(0) > h(0), Kk'(0) > A'(0).

Indeed, if k£(0) = h(0), k' (0) > h'(0), then there exists a small time 5 > 0 such that
k(to) > h(to), k' (to) > h/(to) and we can consider ¢y as the initial time. In the case
that k£(0) > h(0),k(0) = R'(0), using the inequality (2.3.16), we obtain £”(0) >
h'(0). Thus, taking a small time ¢ > 0, we can see that k(to) > h(to), & (to) >
R (o).

We suppose that the conclusion of the lemma fails, that is, there exists a time
t. € (0,T) such that

K'(te) = h'(t.)
Et)>h (@)  (0<t<t,).
This implies
E'(te) < h'(t,) and  k(te) > h(ts).
However, by using the inequality (2.3.16) and we can deduce that
alts) (K (8) = B"(£.)) = b(t.) (KI7k(£) — [BI°R(t,)) > 0,

which leads to a contradiction. O

Using the above lemma, we can prove the nonexistence of global solutions for
some ordinary differential inequalities. Our proof is based on the result of Todorova
and Yordanov [106] (see also Nishihara [83]).

PROPOSITION 2.13. Let 0 < <1 and let F(t) be a C?-function satisfying the
differential inequality

(2.3.18) F"(t)+ F'(t) > co(1 + ) |F(t)|*F(t)
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with some a > 0,¢cq > 0. Moreover, we assume that
F() >0, F'(0)>0, F(0)+F'(0)>0.

Then F(t) cannot exist globally. Furthermore, if F(0) = ¢ with sufficiently small
e > 0, then the lifespan

T, :=sup{T € (0,00) | F(t) < 400 (t € (0,T7))}
of F(t) is estimated as
Ce—o/1=7) <1),
(2.3.19) T.<{" .. (y<1)
€ (y=1
with some constant C > 0 depending only on «, cg, 7.

PRrOOF. Without loss of generality, we may assume that F'(0) > 0. Because, if
F(0) = 0, then the assumption implies F/(0) > 0. Hence there exists a small time
to such that F(tg) > 0, F'(tg) > 0 and we can consider ty as the initial time. In
what follows, we assume that F(0) > 0, F'(0) > 0 and we put F(0) =¢ > 0. For
this e, we consider the ordinary differential equation

Y (1) = Seoe® (1 + 1) y(t) e/

with the initial data y(0) = €, where § is a small positive constant satisfying

«
« — <
(2.3.20) 6 (deoc (14 5) +1) <1
and
(2.3.21) Scoe’T™ < F'(0).
Noting
2d

oG (?J(t)_a/2) = beoe2(1+1)77,

we can immediately solve the equation and obtain

N -2/«
[E—a/z — @fes® 2 (] 4 g)l=y 1)] (v<1),

y(t) - 9 25(17:22 —2/a
[sfa/ — 20— Jog(1 + t)} (y=1).
We put
1/(1=)
2(0-7) —« } B
(2.3.22) Ty = [ c;zscoj +1 1 (y<1),
et —1 (v=1).
Then we have
1. = .
lim () = +o0

We calculate
y'(t) = Scoe™ > (=) (1 + 1)y () He/?
+8coeP(14+1)77 (1 + %) ()Y (1)

< 522 (1 + %) (1+ 1)~ 27y(t) e
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and hence,
Y6+ () < e (1+ 5) (1+ ) 1y(e) e
+ 8coe®2 (1 + 1) y(t)1+o/2
= co(1+8) 7yt 5 (0= (145 ) (L+1)77 +2/2y()7/?)

< co(1+1)Ty(0) 5 (5epe” (1+%) +1)
<co(l+8) Tyt )Ha

Here we used that €*/2 < y(t)®/2, which follows from y(0) = ¢ and /() > 0, and
(2.3.20). Noting that y'(0) = 0051+a < F'(0), we can apply Lemma 2.12 with
k(t) = F(t),h(t) = y(t),a(t) = 1,b(t) = co(1 +t)~7 and obtain

F(t) > y/(t).
In particular, we have F(¢) > y(t) and hence, F(t) must blow up until the time
t="1Tp.
Next, we prove (2.3.19). We assume that & > 0 satisfies ¢ < 1 and coe! ™ <
F’(0). We take § > 0 so that

5(560(1+g)+1)§1.

In particular, it follows that § < 1. We note that in this case ¢ is independent of
€. Moreover, by the way of choosing § and ¢ above, the conditions (2.3.20) and
(2.3.21) are still true. Therefore, we can repeat the above argument and prove that
F(t) blows up until the time Ty defined by (2.3.22). Furthermore, noting that ¢ is
independent of £, we have a simple estimate for Tj:

Ce—o/(v=1) 1
T, < ci—o (v<1),
€ (v=1
with some constant C' > 0 depending only on «, ¢y, y. This completes the proof. [
REMARK 2.4. For a constant L > 1, the same result as Proposition 2.13 holds
for the differential inequality
F"(t) + F'(t) > co(L + t) 7| F(t)|“F(t).
This is immediately confirmed by noting (L +¢)™7 > L™ (1 +¢)~".

By using Proposition 2.13, we can obtain a blow-up result for the semilinear
damped wave equation (2.3.15).

THEOREM 2.14. Let (ug,u1) € CZ(R"™) x C3(R™) be initial data and let u €
C?([0,T) x R™) be a classical solution of the Cauchy problem (2.3.15) with some
T > 0. Moreover, we assume that 1 <p <1+ 1/n and

/ w(z)dz >0 (j=0,1), / (uo(2) + w1 (2))dz > 0.

Then u cannot exist globally. Furthermore, if € > 0 is sufficiently small, then the
lifespan

T, :=sup{T € (0,00) | sup |u(t,z)| < 4oo (t € (0,T))}
zER™
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of u is estimated as

—-1/k
(2.3.23) T < C’g o (I<p<1l+1/n),
O (p=1+1/n)
with
k= L n
=571

and some constant C' > 0 independent of €.
PrROOF. We first note that there exists some constant L > 0 such that
supp (ug,u1) C {x e R" | 2| < L}
and hence, suppu(t) C {x € R" | |x| < L +t}. We define

P(t) = / ult, ).

By the Holder inequality, we have

(r=1)/p 1/p
Ft) < ( / dx) ( / |u(t,x)de> < C(L + )" D/2 ()| o
el <L+t n

Therefore, integrating the equation (2.3.15), we deduce that
F'(t)+ F'(t) = |[u®)|}, > C(L+1t) "=V |F(t)P,
Hence we can apply Proposition 2.13 with « = p — 1,7 = n(p — 1) and obtain the

desired conclusion. O

By using Proposition (2.13), we can also obtain the nonexistence of global
solutions for (2.3.15) for 1 < p <14 2/n when n < 3. The following argument is
due to Li and Zhou [53] and Nishihara [79].

We first show a blow-up of solutions to an integral inequality.

LEMMA 2.15. Letty > 0 and let v = v(t) € C([tg, 00)) be a nonnegative function
satisfying the integral inequality

(2.3.24)
’U(t) Z Cl
Cs /t(t —s)s Tv(s)Pds (to < s <tg+2),
+ o 4 t—2
Cy (/2(t —s)s Tu(s)Pds + 2/ s”v(s)pds) (t >to+2),

where v € [0,1],p > 1,01 > 0,Cy > 0. Then v(t) must blow up in finite time.
Moreover, if C1 =€ > 0 is sufficiently small, then the lifespan

T. = sup{t > to | v(t) < +o0}

is estimated as

(2.3.25) T, < {05(“)/(1” (0<y<1),
A E =

eCs’(”’l) (7 _ 1)
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PROOF. Let 0 < Cf < C; and let J(t) be the solution of the integral equation
(2.3.26)

J(t)=0C4
t
o / (t — s)s~7J(s)Pds (to <t < to+2),
+ fo
t t—2
Cy (/ (t—s)s Y J(s)Pds + 2/ s"J(s)pds> (t >to+2).
t—2 to

We first note that such a solution J(¢) exists on some interval [tg,T]. Indeed, we
can rewrite the equation (2.3.26) as

J(t) = Cl + Cy / CB(1, 5. J(s))ds

to
with
O(t,s,J) = min{t — s,2}s77JP.

It is obvious that @ is locally Lipschitz continuous and we can construct the solution
by Picard’s iteration argument. Next, we claim that J(t) < v(t). In fact, if this
claim fails, then there exists a time ¢, > ty such that

{J(m) = (t.),

J(t) < v(t) (to <t < ty).

However, by (2.3.24) and (2.3.26), we deduce that

to

(
te—2
v(ty) > C1 + Co ( (t —s)s Tv(s)Pds + 2/ svv(s)pds)
> Cl + 02 (

te—2
(t—s) _WJ(s)pds—l—2/ S_’YJ(S)pdS)
t*—2 to
= J(t«)

which leads to a contradiction. Hence J(t) < v(t).
Let us prove that J(¢) blows up in finite time. When ¢ > ¢y + 2, we calculate

J'(t) = Cy /_2 sV J(s)Pds,
J'(t) = Co (VI — (¢ —2)77J(t —2)P).

In view of J(tp) = Cf > 0, we can see that J(¢) > 0 and J'(¢) > 0. Thus, using a
large parameter p > 0, we can deduce that

J'(t) + pJ' ()
=y (t”J(t)p —(t—=2)""J({t—-2)F + M[72 sVJ(s)pds)

>Cy (TP + (2ut™7 = (£ —2)77) J(t —2)P)
> Cot ™V J(t)P.
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Now we put I(t) = J(u~*t). Then it follows that
")+ I'(t) = p 20 () + =1 (0 ')

=u 2 (J" (w7 + pd (n ')

> p Oy (p ) T I ()P

= Cop 2tV I (u )P,
and hence,

I"(t)+I'(t) > Co(1 +t) " I(t)P

holds for ¢t > pu(to + 2). Therefore, we can apply Proposition 2.13 and obtain that
I(t) must blow up in finite time. By noting I(t) = J(p='t) and J(t) < v(t), it
follows that v(¢) must also blow up in finite time.

When C; = ¢ is sufficiently small, we put C] = £/2. Then we can deduce that
the lifespan T (I) of I(t) is estimated as

Ce=(r=D/0=7  (0<~y < 1),
TE(I) = {eCE(Pl) (’Y _ 1)

Therefore, the lifespan T.(v) of v(t) is estimated as

Cu~te=(p=1)/0-7) (0<y<1),
_ —(p—1) .
ptece (y=1).

T.(v) < {

This completes the proof. O

Let us turn to the Cauchy problem of the semilinear damped wave equation
(2.3.15). Let the initial data (ug, u1) belong to C§°(R™)NC§°(R™) and we consider
classical solutions. We recall that a function u is a classical solution of the Cauchy
problem (2.3.15) if u has the initial data u(0,x) = eug(x), us(0,x) = euq(x) and
satisfies the equation

upy — Au+ up = |ul?
at each point (¢,z) € (0,T) x R™ with some T > 0 (see Section 9.4.3).

We note that a classical solution u of (2.3.15) also becomes a mild solution
of (2.3.15) (see Proposition 9.17 and note that w is also strong solution defined
in Section 9.4.3, since in this case (ug,u;) € H? x H' holds). Here we recall the
definition of the mild solution of (2.3.15). We say that a function u is a mild solution
of the Cauchy problem (2.3.15) if u satisfies the integral equation

(2.3.27) u(t,x) = £0s(Sn(t)uo(z)) + S, (t)(uo +uy)(x) + /O Sn(t = s)u(s, z)[Pds,

where S, (t) denotes the solution operator which is expressed in Proposition 2.2.
By Proposition 2.2, for n = 1,2, 3 we have

o t/2
S0 == [ (GVEF) oty

o—t/2 / cosh (% 2 — |z — y|2>
le—y|<t

Ty,
. E— 9(y)dy
e /2 1
Sa)g(e) = 0 [ o (3VETTE ) sl
le—y|<t

Sa(t)g(x) =

4t
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THEOREM 2.16 (Li and Zhou [53], Nishihara [79]). Let n < 3 and 1 < p <
1+2/n. We assume that the initial data (ug,u1) are in C§°(R™) and

ug, u1 > 0, / (uo + u1)(z)dz > 0.

Then the classical solution u of (2.3.15) does not exist globally. Moreover, there
exists a small eg > 0 such that for any € € (0,&0], the lifespan T of u is estimated
as

Ce '/ (1<p<1+2/n),
TE S Ce—(P—1)
¢ (b=1+2/n)

with
1 n
K= ———.
p—1 2
In order to prove this theorem, we employ the following two lemmas

LEMMA 2.17. Let n < 3,e > 0 and g(z) € C§°(R") satisfy g(x) > 0 and

/ glaydz > 0.

Then there exist a constant Cy > 0 and a time ty > 0 such that for all |z| < /t we
have

S, (t)(eg(z)) > Coet™™/?
fort >tg.

Next, we describe an estimate for nonlinear terms. More generally, we consider
F(t,z) € C([0,00) x R™) and let u be a function satisfying u € C2(]0,00) x R")
and the identity

(2.3.28) u(t,x) = /0 Sp(t — s)F (s, xz)ds.

LEMMA 2.18. Let n < 3 and let F(t,z) be a nonnegative continuous function.
We assume that a function u € C?%(]0,00) x R™) satisfies the identity (2.3.28). Let
to > 1. Then there exists a constant C > 0 such that for all |x| < V/t we have
(2.3.29)

t
/ {— $)G(s)ds (to <t <tg+2),
to

</tt2(t —5)G(s)ds + 2/t2 G(s)ds) (t>to+2),

to

C
"2t z) >
C

where
G(s) = inf 8”/2F S, .
(#) Iyliﬁ( ( y))

We postpone the proof of the above lemmas and give a proof of Theorem 2.16.

PROOF OF THEOREM 2.16. First, we note that the classical solution u of (2.3.15)
also satisfies the integral equation (2.3.27). Moreover, by Proposition 2.1, we have
10¢(Sn(t)ug)|| L < C(1 4 t)~"/2~1. By the assumption on the data and Lemma
2.17, we see that

€S, (t)(ug 4+ u1) > Coet ™% (t > 1)
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holds with sufficiently large ¢y > 1. Hence, retaking tq larger if needed, we obtain
£04(Sn (t)ug) + €S, (t) (ug + uy) > Cret /2

for t > ty with some constant C; > 0. Combining this with Lemma 2.18 with
F(t,z) = |u(t,z)|P, we can see that there exists a constant Cy > 0 such that

" 2u(t,x) > Cre

t
/ (t — 5)s M P=D2Y (5)Pds  (tg <t < to+2),
+Co o, t—2
( / (t — s)s P~ D2V (5)Pds + 2 / 3”(1’1)/2V(s)pds> (t >ty +2)
t—2 to
for |z| < v/t, where

V(s) = inf (s"/2|u(s,y)|).

lyl<vs
Hence,
V(t) Z ClE
t
/ (t —s)s " P=D2Y (s)Pds  (tg < t < to+2),
+Co SN0y t—2
(/ (t — 5)s P~ D2y (5)Pds + 2/ 8_”(7’_1)/2V(s)pd8> (t >to+2).
t—2 to
Therefore, we can apply Lemma 2.15 and obtain the desired conclusion. (I

PROOF OF LEMMA 2.17. We assume that suppg C {x € R™ | |z| < R} with
some R > 0. Then for |z| < v/t and y € supp g, we have |z —y| < |z|+|y| < VI+R.
Noting this, we have

1
t22t2—|x—y|22t2—(\/E+R)2>§t2

for sufficiently large t. When n = 1, by using the asymptotic expansion of the
modified Bessel function (see Lemma 9.5)

Iy(s) = \/21%65 (1 + 0(571)) ,

we can see that

87t/2 1 1 2 2
S)(t)(eg(e) = / e BV
' 2 oyt TEE |z g

1
X <1 +0 <m>> eg(y)dy

1
> 15—1/24\/7?/| ‘ e—%(t—m)gg(y)dy
rz—y|<t

1
>¢ /2~ d
> Tem e 9(y)dy

= Co€t71/2
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for sufficiently large t. Here we have used that

1 1
140 | —— | =14+0@¢tH > =
( tz—x—y|2> )25
is true for large ¢t and that
|o—y|? o
e_%(,g_ /12 —|z—y|?) _ eiétJr ﬁ—ypcfyﬂ > e_\z23|2 > e_(ﬁ;rtR)z o 6_1

holds for large t and |z| < v/, |y| < R.
The case of n = 3 is proved by the almost same way. Indeed, by the decompo-
sition (2.2.16), we can write S3 as

Ss(t)(eg(x)) = e~ 2Wa(t)(eg(2)) + Js(t)(eg(x)),

where
1

Walb(eote) = g [ cowas,

and

[ hGYE )
|z—y|<t

We note that if ¢ is sufficiently large and |z| < /%, |y| < R, then Ws5(t)(eg(x)) = 0.
Therefore, we have to prove only the estimate for Jy(¢)(eg(z)). By noting that

I(s) = e’ (1 + O(s_l)) ,

1
V2rs
the desired estimate can be proved by the same way to the case of n = 1. Thus,

we omit the detail.
When n = 2, as before, we note that

e 2 cosh <;\/t2 — |z — y|2) > %67%“7 VEE=lz=yl?) > 2i
e

for sufficiently large ¢ and |z| < v/%, |y| < R. Hence, we can immediately obtain

(1) (eg(x)) > ﬁt‘l / <gly)dy = Cost™,

which completes the proof. O

PrOOF OF LEMMA 2.18. For the sake of convenience, we put

1 1
§€_t/210 (2 t2 — T2> (’n = 1)7
R cosh(1v12 —1?)

knlt,r) = < 5 T (n=2),
1l 1 L(3VE2 —r?)
— —0p— =3),
O
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where §,—; denotes the Dirac measure on the point r = ¢. Let tg > 1. We first
assume t >ty + 2. Using the above notation, we can calculate

t
(2.3.30) u(t,z) = / Sp(t — s)F(s,z)ds
0
t
= [ [ = s e = FGs.p)duds
0 Jz—y|<t—s
b G(s
= / 75/2) /x—y\gt—s kn(t — s,z —yl)dy | ds
t—2 S
lyl<v/s
t—2
G(s
-|-/ 7575/2) /$7y‘§ — kn(t — s, |z —y|)dy | ds.
to
lyl<vs

We note that the integral region {y € R" | |z — y| <t — s, |y| < +/s} of the first
integral includes a ball with the diameter (t — s)/2 if t > 1, |z| < v/t. In fact,

t—s N t—s
Vi+s 2
In a similar way, we can also prove that the integral region {y € R" | |z —
yl < Vt—s, |yl < /s} of the second integral includes a ball with the diameter

VE—sy/5/(2V/1) if x| < v/t. Indeed,
\/§—(|:c—\/t—s)Z\[—\/lg-i-\/t—s:\/t—s—m
T (YA MR
Vit /s T Vi T 2Vt

Next, we find estimates of k,(t — s, |x — y|) from below. We first treat the case
of n =1. When 0 <t — s <2, noting that Ip(s) > 1, we see that

1 . 1
falt = .o = o) = e 20 (G- -

1
2’
On the other hand, when t — s > 2 and |z — y| < v/ — s, noting that

Vi (al—(t—s) > t—s+vs—Vimt—s

>

Io(s) > cs™1/2%e°

holds for any s > 1/2 with some constant ¢ > 0, we can see that
L ——sy2p (1
kil = s.le = yl) = 520 (ST 5P — o — P

(& 1 /2 1
22<ZVH—sP—4x—y2> e (=)= TP

s—y|2
> 2(t- §) 120 By
> —5)7Y2,

C
2el/2 (t
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Combining these estimates with (2.3.30), we obtain

" G(s)
u(t,z) > C /a:fy|§tfs dy | ds

2 VB lyl<v3
t—2
G(s)
i m /x—ywsmdy -
lyl<vs
t— 2
>C / (t—s

to

> Ct1/? (/tQ(tS)G(S)dS+/t: 2G(s)ds>

and hence, we obtain the desired estimate in the case of n = 1 and t > tg + 2.

When tg <t <ty + 2, instead of (2.3.30), we obtain

t
G(s)
ult,z) > / s /m,y‘g,skl<t—s,|x—y|>dy ds.
fo lyl<vs

As before, by noting that the integral region includes a ball with radius (¢t — s)/2

and that

1
it = s.la —yl) > o,

we can deduce that

u@@)ECtUQ/Qt—@G@m&

to

which shows the assertion on the lemma in the case of n = 1.

We turn to the case of n = 2. We first assume that ¢ > ¢y + 2.

0 <t — s < 2, noting that cosh(r) > 1, we have

1 — P
kot — s, |z — y]) = ;e—(t—sszOSh(j;/t 5) - Iz |2y| )
s T —y
1

> —(t—s)"h
- 2e7r( )

When t — s > 2 and |z — y| < /t — s, we can deduce that

Fa(t — s, |7 — ) > o (t — 5) Lo b=V~ Ta=sP?)

27
|z—y|?

1
> —(t—s) te 2w
> 27r( s) e

>0t —s) L

When
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Using these estimates and (2.3.30), we have

"G
u(t,x) > C — /zfy|§tfsdy ds

_o 8(t —
-2 80— 9) \ I hes
t—2
G(s)
o w  s(t—s) /x—ylévt—s dy | ds
lyl<Vs
t t—2
>C (t—s)@ds—&-C @ds
t—2 $ to

> oL (/t:(t — G(s)ds + /tt2 G(s)ds> .

In a similar way, we can see that if tg <t < tg + 2, then it follows that

u(t,z) > Ot~ ! /t(t — 5)G(s)ds

to

for |z| < v/t. This proves the conclusion of the lemma in the case of n = 2.
Finally, we treat the case of n = 3. We first assume that ¢ > ¢ +2. We deduce
that

t

t—2 53/2 t—s
lyl<v/s

t—2 I — ]2
o[y (-sy/2 J )
to

e
§3/2 /I*ylﬁx/tfs — 2

> C/t 2(t7 s)%/z)ds

t—2
G(s) s TP ol?)
+C/O 53/2)3/2/m sevis € dyds

(t—s
lyl<v/s
' G(s)
>C t—s ds
e
2 G
+C/ $3/2(t — 5)3/2 | /x <viTs gdyds
fo lyl<v/s

> 32 (/t;(t—s)G(s)ds—i— tt 2G(S)d$>,

0

which indicates the desired estimate. When ¢y < t < ty + 2, in a similar way, we
obtain

u(t,z) > Ct=3/2 /t(t — 5)G(s)ds

to

instead of the above estimate. This completes the proof. O
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2.3.4. Blow-up by test function method. In this subsection, we prove a
blow-up result for a semilinear damped wave equation by using a test function
method developed by Zhang [122]. We consider the Cauchy problem for the semi-
linear damped wave equation

(2 3 31) U — Au+ up = ‘u|p, (tvx) € (07 OO) x R",
- (u,ut)(0,z) = (uo,u1)(x), z € R™
We shall prove that if p is critical or subcritical
2
p S DPec = 1 + )
n

then, in general, there is no global-in-time solution even if the initial data is suf-
ficiently small. The argument introduced in this subsection is applicable for any
space dimensions. However, we cannot obtain estimates of the lifespan of solutions
in the critical case p = p. (for subcritical cases, we discuss about estimates of the
lifespan in Chapter 7). We shall prove the following:

THEOREM 2.19. If 1 < p < 1+ 2/n and (ug,u;) € (C*(R™) N LY(R")) x
(CYHR™) N LY(R™)) satisfies

/ (uo(x) + u1(x))dz > 0,
then the classical solution of (2.3.31) does not exist globally.

PROOF. Suppose that u is a global classical solution of (2.3.31). We define test
functions

1 (1/(1 — |o) el =172
_ exp(— — |z N
) =\ IR — ) Tep A pEy V2 < <),
0 (| > 1),
1 (0<t<1/2),
o exp(—1/(1 —t?))
1=\ @ - 1d) + ey =) V2D
0 (t>1)

It is obvious that ¢ € C§°(R"),n € C§°([0,0)). We also see that

OISO, " OIS n®)Y?, |Ag@)] S ¢la)'/P.
Indeed, let ¢,r satisfy 1/p +1/q¢ = 1,1/p +2/r = 1 and let p = n/9, v = /7.
Then we have
0| = ()| = lgpt "W/ | St = n*/P
and
| = 107 S W WP S0 = g,
The estimate for A¢ can be proved in the same way. Let R > 1 be a large parameter
and let

Ur(t,x) = n(t/R*)¢(x/R).

[eS)
IR = / / |u\p¢3dxdt.
0 "

We also define
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We note that by the Lebesgue dominated convergence theorem, it follows that

/n(uo(ﬂﬂ) + uy(z))p(xz/R)dx > 0

for sufficiently large R > 0. Then by the equation, integration by parts and the
Hoélder inequality, we can calculate

Ir = /Ooo / n(utt — Au + ug)prdadt
= /000 / i w(0? — A — 0,)hrdxdt — / n(uo(x) + ui(z))o(x/R)dx

< / / il (1920 ] + |AGr] + |0br|)dadt = Ky + Ky + K.
0 R

We put

R? R?
. / / P (t 2)dadt, T = / / (P (t, 2)dadt.
R2/2 J|z|<R 0 R/2<|z|<R
By noting that

supp Osbr C {(t,x) € [0,00) x R™ | R*/2 <t < R?, |z| < R},
supp Ay C {(t,z) € [0,00) x R" |0 <t < R?, R/2 <|z| < R}
and the estimates
070r| < CR™r(t,2)'/7,  |Avr| < CR™¢p(t,x)'/?

and
|0itbr| < CR™ g (t,2)'/"
hold, it follows from the Holder inequality that
R2
K, + K3 <CR™? / |ufopy{Pdadt
R2/2 J|z|<R

R2 1/p R2 1/
< CR™ / / |u|Pp pdadt / / dadt
R2/2 J|z|<R R2/2 J|z|<R

< CR—2+(n+2)/qj11{/P’

q

where ¢ denotes the Holder conjugate of p, that is 1/p+ 1/¢g = 1. In a similar way,
we have
Ky < CR™2H(2)/af)/P,

Combining the above two estimates, one can obtain
(2.3.32) Ip < CR™2+(n+2)/q (f}%/p 4 j}%/p) _

In particular, using a trivial inequality I r < IR, In<I Rr, we deduce that
Ip < CR_2+("+2)/‘ZI}%/Z’

and hence,

(2.3.33) 1,717 < CR* (/g

We first consider the subcritical case 1 < p < 1+ 2/n. Noting that p < 1+ 2/n if
and only if —2 + (n + 2)/q < 0, the right-hand side of the above inequality tends
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to 0 as R — +oo. In particular, Ir is bounded when R — +oo and this implies
u € LP((0,00) x R™) and limpg—o0 Ig = ||u||’£p((07m)xR,,L). However, by using the
above estimate again, it follows that limg .o, Ig = 0. This means u = 0, which
contradicts (ug, u1) # 0.

In the critical case p = 1+2/n, we can obtain only the boundedness of I from
(2.3.33). However, u € LP((0,00) x R™) and limp oo Ig = Hu||’£,,((0’oo)an) is still
true. From this, we can see that

Al fn =0 g In =0

This and the estimate (2.3.32) imply
Jm T =0

which shows u = 0 and contradicts (ug,u1) # 0 again. O



CHAPTER 3

On diffusion phenomena for the linear wave
equation with space-dependent damping

3.1. Introduction and results

In this chapter, we consider the asymptotic behavior of solutions to the wave
equation with space-dependent damping;:
{ uge — Au+ a(x)u, = 0, (t,z) € (0,00) x R™,

(3.1.1) (u,u)(0,2) = (ug,u1)(x), =€ R"™

Here u = u(t, z) is real-valued unknown function and a(z) = (x)~* := (14 |z|?)~*/?

with 0 < a < 1. For simplicity, we assume that
(3.1.2) (uo,u1) € Cg°(R™), supp (uo,u1) C {x € R" | |z| <L}

with some L > 0. We also consider the Cauchy problem of the corresponding heat
equation started at the time 7 > 0:

{ a(x)vy — Av =0, (t,z) € (r,00) x R",

(313) ’U(T,I) = 'UT(Qj)’ z€R"

with initial data v, (z) € C§°(R").

When a(z) = 1, as we mentioned in Section 1.3, the asymptotic profile of the
solution of (3.1.1) is given by the solution of (3.1.3) with the initial data vy = ug+u1
in several senses (see [23, 27, 58, 73, 78, 121] and see also [3, 32, 97| for abstract
setting). On the other hand, Wirth [117] considered the wave equation with time-
dependent damping

uge — Au + b(t)uy = 0.
He proved that if the damping is effective, that is, roughly speaking, tb(t) — +o0
ast — +oo0 and b(t)~! ¢ L'((0,00)), then the solution is asymptotically equivalent
to that of the corresponding heat equation

b(t)vy — Av =10

(see also [120] for abstract setting). We also mention that Tkehata, Todorova and
Yordanov [38] recently proved the diffusion phenomenon for strongly damped wave
equations.

Recently, Nishiyama [88] proved the diffusion phenomenon for abstract damped
wave equations. His result includes space-dependent damping which does not decay
near infinity. Due to the authors knowledge, there are no results on the asymptotic
profile of solutions for decaying potential cases as (3.1.1). The difficulty is that we
cannot use the Fourier transform for (3.1.1) as the previous results.

We also refer the reader to [18, 19, 21, 20, 33, 40, 80, 84] for the asymptotic
profile for semilinear problems.

87
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Todorova and Yordanov [107] obtained the following L?-estimate for (3.1.1):
(3.1.4) Jutt, e < CL+6)7H=0F,

where & > 0 is arbitrary small number (see also [37] for the case « = 1). They
proved the above estimate by using a weighted energy method. Following their
method, we can also deduce an L?-estimate for (3.1.3) without any loss € > 0:

(3.1.5) lo(t, )llze < COL+ )73,

We will give a proof of this inequality in the next section.

It seems that the decay rate 2’52__22) is optimal. Because, the function

[E

Gt,z) =t 2ae a7
formally satisfies the equation
|z| "% — Av =0

and s
IG(t, e = Ot 5=
with some constant C' > 0. Indeed,

2 —2(n—a) _Z\r\2—2"
IlG(t?)||L2 =1 2—a / e (2-o) tdl’

_2(n—a) | n -
=Ct 2-a +27o¢/ e (2-a)? dy

n—2a
2—a |

=Ct~

We denote the solution operator of (3.1.3) by E(t —7), that is, v(t,x) = E(t —
T)vr(x) gives the solution of (3.1.3). It is known that E(t — 7) is a 0-th order
pseudodifferential operator having the symbol

lg)?
e(t - T, 5) = e*ﬁ(t*T) + 740(1; - T, 5)
with a remainder term 7 (see Kumano-go [49]). The main result of this chapter is
the following.

THEOREM 3.1. Let n > 1 and let u be a solution of (3.1.1) with initial data
(up,u1) satisfying (3.1.2). Then we have

(3.1.6) e = B0 [uo+ ] 0 = o)

L2
ast — +oo.

REMARK 3.1. (i)Our proof needs the compactness of the support of the data.
However, this assumption may be removed by using the energy concentration lemma
(see Lemma 3.4); but we do not pursue that here.

(i) Combining the above theorem and the estimate (3.1.5), we can remove the
loss of decay rate € from the estimate (3.1.4) by Todorova and Yordanov.

The crucial point of the proof of Theorem 1 is the following weighted energy
estimates for higher order derivatives of solutions to (3.1.1). Let
<x>2—(x A= 1
1+t T (2-)2(2+0)

(3.1.7) W(t,z) = A
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with small 6 > 0. We also put

fo= / 200 (ug(2)? + Vo (2)|* + |ur (2)[*)da,
I, = / e20(0:7) (14,,(0, )% + |V (0, 2)?)da + I,

I = / 200 (4,1, (0, )% + [Vugs (0, 2)2)da + Iy
and by inductively
I = / 2002 (540, 2)[2 + [VOFu(0,2)[2)da + Tp1.
Then, we can obtain weighted energy estimates for any order of derivatives:

THEOREM 3.2 (weighted energy estimates for higher order derivatives). For
any small € > 0, there is some 0 > 0 such that the following estimates hold: For
any integer k > 0, there exists some constant C' > 0 such that for a solution u of
(3.1.1) with initial data satisfying (3.1.2), we have

n—a

(3.1.8) (14 £) 55242k / 200) o () R u(t, 2) 2de < CI,,

n—a

(3.1.9) (14+t)z== +2k+175/ D) | oku(t, z)2dx < C1T4.

In particular, we use the following estimates for the proof of Theorem 3.1.

LEMMA 3.3. For any small € > 0, there are some constants 6 > 0 and C' > 0
such that the following estimates hold:

(i) For a solution u of (3.1.1), we have

(3.1.10) (1+ t)%'ﬂ_s/ eV (2 )y (t, 2)2da < CI4,

(3.1.11) (141 ’5i3+3*8/ 20 |Gy (t, 2)|?de < C14,

(3.1.12) (1+ t)ﬁﬁ*g/ e D) (2 uy (L, x)2de < Clh,

(3.1.13) 1+ t)%ﬂs*e/ 2P (1) gy (¢, )2 da < Cls.
(ii) For a solution v of (3.1.3), we have

(3.1.14) / a(2)|v(t, z)2dz < /R a(@)|vs () Pdz,

(3.1.15) (14— 7)sate—e / a(@)|ou(t, ) dz

< / ale)™ A, (@) da

+O(1 4 )R / 2V )|y, () 2da

n

+CA+7)=ac / e D) g (x) o, (x) 2 de.

n
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We also use an energy concentration lemma.

LEMMA 3.4 (exponential decay outside parabolic regions). For any smalle > 0,
there is some 6 > 0 such that the following holds: let
O<p<l—a, O0<pu<?2A
and
Qp(t) == {z € R" | ()7 > (1 + )7}
We also assume that v is a solution of (3.1.3) with T = 0. Then we have

(3.1.16) / ()v(t,x)zdx§0(1+t)z“ae(2Au)(1+t)”/ 2 0) o (z)vo () 2dz,
Q,(t

n

where C' > 0 is a constant depending on §,p and .

In the next section, we introduce a basic weighted energy method. This method
was originally developed by Todorova and Yordanov [106] and refined by themselves
[107] and Nishihara [81] to fit for the space-dependent damping. In Section 3.3,
we prove Lemmas 3.3 and 3.4 and Theorem 3.2 by using the basic weighted energy
estimates obtained in Section 3.2. In the final section, we give a proof of the main
theorem.

3.2. Basic weighted energy estimates

In this section, we first give a proof of the estimate (3.1.5) for solutions to
(3.1.3). Let
<x>2—a

0,r) = ————5—.
/(/)O( l’) 2(2 _ 04)2(1 +t)
We prove the following:

ProOPOSITION 3.5.

(1+t)%/ ew“(t’z)a(a:)v(t,:z:)deS/ 20 (02) g (1Yo () d.

PROOF. A straightforward calculation gives

()

(321) —8t1/)0(ta$) = 2(2 o a)2(1 + t)2’
(3.2.2) Vipo(t, ) = m
(3.2.3) Arpg = n(x)=*  afe) e
2 "7 202 -a)1+1) 202-a)1+1)
_ (n—a)e)™ afe) =
22-a)1+t)  22-a)1+t)
(n—a){z)~

T22-a)(141t)
By (3.2.1) and (3.2.2), we can easily obtain
(3.2.4) —bo(t, x)a(x) > 2|Vho(t, z)|*
Multiplying the equation (3.1.3) by e**°v, we have

2v0
Oy {e 5 a(z)vz} — V- (e2P°0Vv) + ¥ {(=0pbo)a(z)v? + |Vu|? + 2V - vV} = 0.
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Noting that
2”70V - vV = 4>V - vV — 26>V - vV
= 4e?¥0Vihy - vVv — V - (‘32% (v¢0)”2)
+ 2e2%0| Vo |?v? + €2¥0 (Avhg)v?,

we obtain

200
Oy { 5 a(:r)vz} — V- (e* (Vv + (Viho)v?))

+ 2V {|Vu|? + 4V - (vV0) + ((—=0stbo)alz) + 2|Vabo|*)v? + (Adhg)v?} = 0.
By using (3.2.4), it follows that
|V|? 4 4V)g - (vV0) + ((=0sbo)a(x) + 2| Vabg|?)v?
> | Vol + 4V - (vVo) + 4| Vb |*0?
— Vo -+ 2(Vo)ol? > 0,

and hence,

2

Integrating the above inequality, we have

270
Oy [e a(ax)vﬂ -V (ew"(UVv + Vihov?)) + €Y (Aghg)v® < 0.

d e2%o
dt Jrn 2

a(x)vde —|—/ e (Aghg)vidz < 0.

n

Multiplying this by (1 + t)2== , we deduce that

CavpEs [ 2wt
dt[( +1) *a/n 5 a(x)v ac]

- %(1 +t)%71/ e*oa(x)v?dr

+(14t)== / 20 (Aghg)vida < 0.
By using (3.2.3), one can obtain

n—a 21’00
d {(1—&—1&)2—”/ ¢ a(x)dex} <0.

dt
Integrating this over [0, ¢], we obtain the desired estimate. O

Using the estimate in Proposition 3.5, we can immediately show (3.1.5). Indeed,
noting

2o (t,) @2 [ (g2 —a/(2-a) oo o
e“Vo\bT)a(r) = e @—a)2(1+1) 1+t —« —o) > O 14+t —a —« ,
) ((1 - t)) (1+1) =C+Y)

we can see that

n—

(1+1¢) = / v(t,z)?dr < C

e2%0(0,z)
——a(x)vo(z)?dx,
Re 2

which proves (3.1.5).
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Next, we give estimates for a weighted L2-norm
/ eV o (2 )u(t, )2 da
and a weighted energy
/ 200 (0, (1, 2)° + |Vu(t, 2)2) da

for solutions to (3.1.1). The following estimate was essentially already obtained by
Nishihara [81]. However, for the sake of completeness, we shall give a proof in this
section.

PROPOSITION 3.6 (Basic weighted energy estimates). For any small € > 0,
there is some 6 > 0 having the following property: let u be a solution of (3.1.1) with
initial data (ug,u1) satisfying (3.1.2). Then we have

(1+¢)5ati-e / VD) (4, (1 2)2 + [Vult, 2)[2)de

n

+ (14 t)%*/ eV o (2 )u(t, ) da

n

+ /Ot {(1 + 7)%_5/ VO (W2 4 |Vul?) (7, x)dx
+ (L4 r)Ematis / T (g () (uf + | Vul) (r, 7)o
+ (o —&-t)%_g/’ V0|V (1, ) |Pu(r, ) dx
+(1+ 7)%_1_5/ 2D (2 u(r, z)2da

L +7)%+1—f/
< i,

210 g (2)uy (7, I)le‘}dT

n

ProOOF. From (3.1.7), it is easy to see that

1
(3.2.5) —Yp = mw»
oo
(3.2.6) Vip= A
VSRV o BB VPSRN ) i
(3.2.7) AY =A2-a)(n—a) T+¢ + A2 - a)a 1+¢
n—ao a(x)

T 2-a)2+6) 1+t
[ n—a a(x)
- (2(2—a) _5l> 1+t

Here and after, §; (i = 1,2,...) denote positive constants depending only on § such
that

5 — 0" as §—0".
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We also have

B <x>2—2a

1 9 o ()72 x]?
Z @maat T e
= (2+4)|Vy|2.

By multiplying (3.1.1) by e?¥u, it follows that

2%
(3.2.9) % [62(1@ + |Vu|2)] — V- (2w, V)

P
+ e (a(m) Vel m) uj + i\wtw —u, V| =
—1y —1y

T
Using the Schwarz inequality and (3.2.8), we can calculate

e
Tl — 71#(1#t2|vu|2 — 2¢tutVu . V'(/J + U?|v’(/1|2)
—
S e
= = \5F ! “

2 1 2 a(r)
> e (5(_¢t)|v“| N 4(2+5)“t) '

This inequality and (3.2.8) lead to

0 e

(3.2.10) - [eQ(uf + |Vu|2)} — V- (2w, Vu)

+ e {(ia(m) " ) w2t —|v |2}

Integrating over R™, we obtain

d e 9

+/”e2¢{<ia(a¢) w)ut+|V |2}dx<0.

On the other hand, we multlply (3.1.1) by €?¥u and have
(3.2.12) % {ew < UQH V - (e2¥uVu)
+ 2V {|Vul* + ( V)a(x)u® + 2uV¢ Vu —2¢uu; — u?} = 0.
Tz

We can rewrite the term e?¥T, as
eV Ty = 4e?YuVi) - Vu — 2e2YuVey - Vu
= 4e*YuVip - Vu — V - (e*Pu? V) + 22V u?| V| + eV (Av)u?
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By substituting this and using (3.2.7), it follows from (3.2.12) that

% [ew (uut N “?m)} C V(€ (uVu + uP V)

£ e |Vl + 4uTu- Vo + (<0)a@) +2/T9)0

Ts

n—a a(x) o 5
95, ) A2 g —u?l <o
+<2a (51) 2(1+t)u Yruuy ut}_O

By the Schwarz inequality, we can estimate the term 75 as

(3.2.13)

T3 = |Vu|? + 4uVu - Vi

(1) Coate) + 2908 b+ Svoatene
> |Vul? + 4uVu - Vi
#(4+2- ‘S) 2+ (iala?
(1 - 4+45) |Vul® + 62|w|2u2
‘mVu+\/7

> b5 Vul? + V6 u?) + §<—wt>a<m>u2

(—vo)a(z)u®

Substituting this into (3.2.13), we obtain

% [ew (uut + a(;)uzﬂ — V- (2 (uVu +u?Vi))
+ 2 53| Vu?
S _
+ e (53|w2 + 5 (—wa() + (ZZ - 251> 2(‘1(?0) u?

+ e (~2¢uuy — uj)
<0.

Integration over R™ leads to

d
(3.2.14) 7/ eV <uut+a(x)u2> der/ eV 53| Vul2dx

6 —
+ / ) e (53|V¢|2 + g(—¢t)a($) + (Z — z - 251) Z(i(i)t)
+/ eV (=2uny — uf)dw
Rn
0

<

) wldx
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By multiplying (3.2.11) by (to + ¢t)® with large parameter ¢y, which determined
later, we obtain

d e 9

~ 2o+ t)a—1/ 2 (u2 + |Vul?)da
; ~
+/ e {<4 + (to + t)a(m)) ui + (to + t)“;/“Vulz} dz
<o,

provided that ¢ is sufficiently large, since a(xz) > (t + L)~® holds by the finite
propagation speed property. Let v be a positive small parameter depending on §.
By (3.2.15)+v(3.2.14), we have

(3.2.16)
% [/ e {W(uf +|Vul2) + v (uut + “?uz) } dx}
+ / e (i v %(to 00 4 (b + t)a(_¢t)) W2dx

+/ e (1/53 - %(to +1)* + (to +t)0‘_5wt> |Vu|?dx

+ 1// K (53v¢|2 + g(fzbt)a(x) + (;‘_Z‘ - 251> 2(??0) wldz

+V/ 22—y )unyda
<0.

By the Schwarz inequality, the last term of the left-hand side of the above inequality
can be estimated as

2=l < () (to + 7% + 3 (—) o + 1)
< S(-talale® + 3 (—b)to + 1)

Therefore, it follows from (3.2.16) that
(3.2.17) 4 / eV M(uf + |Vul?) + v | uug + @ﬁ dx
dt n 2 2
29 1 a a—1 3v a 2
+ e Z_V_i(t0+t) + 1_F (to + ) (=) | uydx

+/ eV (1/53 — %(tg + 1) 4 (to + t)a_:’t) |Vu|?dx

+ V/ ) e (53|V¢|2 + (Z:Z - 251) m) u?dx

<0.
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Now we choose the parameters v and g such that

1 3
Z—u—%(to—i—t)a_lZcO, 1—?”2%

Vi3 — %(to +1)*7 > ¢, > o

| =

hold for some constant ¢y > 0. This is possible because we first determine v
sufficiently small depending on § and then we choose tq sufficiently large depending
on v. Consequently, we obtain

(3.2.18) i[/ e? {(togt)a(uf—i-|Vu|2)+u(uut+(l(;)u2>}dx]

+ / YL+ (to + £)2(—16)) (u? + |Vul?)de

24 2 n—oa a(z) 2
V/Rne (63|V1/J| +<2—a 261) 2(1—|—t))de

We put

E

{(togt)a(uf +[Vul?) +v <UUt + a(;)U2> } dz,

Hi(t) =

1(t):/m 2
Buolt) = [ (1 (to+ 0 (<) + V)
0=

V(e (5o - o) g ) e

Then we can rewrite (3.2.18) as

(3.2.19) %El( t) + coBry(t) + Hy(t) <0.

Take arbitrary € > 0 and we determine 0 so that ¢ = 36;. By multiplying (3.2.19)
by (to +t)2== ~%, we have
n—a«

G+ R0 - (522 —¢) o+ 05 )

dt
+ colto + 1) 2=a “S By (t) + (to + 1) 2=a “SH,(t)
<0.

Since

5
vus| < ZHa(w)u® +2—64(t0+t) u?,

we estimate
0 g/ <<1+ : ) (tov;t) w2+ (t(’;t) Vu|2+u(1+54)“(;)u2> da.
n 4

Choosing ¢4 sufficiently small and then ¢y sufficiently large so that

(;‘_Z _251) - (Z_Z —351> (1+62) > 1,

1
Co<1+ V)(t0+t)a 1>Cl
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with some ¢; > 0, we have

d n-a o~
%[(toﬂ)m “E (1))

+e1(to + 1) 270 By (1) + (to + )= “SH, (1)
<0,

where

Hi(t) = 1// eV (53V¢|2 +a a(z) >u2dx.

Integrating over [0, t], one can obtain
(to + )2 “E1(t) + /Ot(to +7)20 "% (c1 By (1) + Hi(7))dr < E1(0).
We also put
Bu(t) = / 2V {(to + 1) (u2 + [Vul?) + a(w)u da.

Then it is easy to see that Ej(t) ~ F;(t) and E;(0) < Ip. From this, we have

(3.2.20)  (to+1t)2=a “Ey(t) + /0 t(to +7) 270 T5(Ey (1) 4+ Hy(7))dr < Clp.

To reach the conclusion of the proposition, we multiply (3.2.11) by (to +

t)2=~+17¢ and obtain

d Do) e 2
pr (to+1t)2== ) T(Ut + |Vul*)dx

_ o 2y
- (Z_ z +1 —5) (to +t)m—€/n %(uf +|Vul?)dz

n—o 1 J—
+ (to + t)ﬂ“—a/ e?¥ { <4a(m) - ¢t> ui + gtIVuF} dx <0.

By integrating over [0,¢], it holds that

n—a 21’b
(3.2.21) (t0+t)m+1‘5/ %(uﬂ Vul*)dz
n—«ow t n—a 62#)
_ 1— t —a € (2 2 dxd
(2—04+ s>/0(0+7)2 / 2(ut+|Vu|)xT
t nea 1 _
+ [y [ {(4a(x) - m) w4 |w|2} dwdr
O n
< ClIy.

Taking (3.2.20)+7(3.2.21) with small parameter n > 0 satisfying

n{n—o«o
1-= 1-
2(2—a+ 5>>0,
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we can see that

(to + 1) 5 +1-< / 200 (1 (1, 2)% + |Vu(t, 2)[2)da

n

+ (to + t)%_e/ 200 o (2 u(t, z)?dx

t
+ [ o nEE [ v 1 vud)ra)ds
0 n

+(to+ 7)Fati—e / 2V (i (v, 2)) (u? + |Vul?) (7, ) da

n

+ (to + t)ﬁf’s/ 62’/’(T’I)\V¢(7,x)|2u(7, x)%da

n

+ (to + 7)%_1_5/ eQw(T’x)a(x)u(T, x)%dx

+ (to +r)%+1—5/
< Cly.

e2¥(1.2) a(x)u (T, x)de}dT

n

Finally, we note that (¢o +t) ~ (1 +t) and obtain the conclusion. O

3.3. Weighted energy estimates for higher order derivatives

In this section, we give a proof of Lemmas 3.3 and 3.4 and Theorem 3.2. We
first prove (3.1.10). Differentiating (3.1.1) with respect to ¢, we obtain

(331) Uttt — Aut + a(m)utt =0.

We apply the weighted energy method again. First, by Proposition 3.6, we have
t n—ao
(3.3.2) / (to + T)H+17€/ e D) g (2)uy (1, 2)2dedr < Clp.
0 n

Multiplying (3.3.1) by €*uy; and e*¥u;, and the same argument as the derivation
of (3.2.19), we can obtain

(3.3.3) —E5(t) 4 coFay(t) + Ha(t) <0,

where

~ t t)«
Ex(t) = / eV {( 0o +t) (u?, + |Vue|?) + v <ututt + —a(;) uf) } dz,
R’!L

Baglt) = [ (14 (to+ 0 (<0 + V)

Hy(t) = 1//Rn eV (53|V¢2 + (Z_z — 251) 2(??0) uldr.
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Multiplying (3.3.3) by (o + )%= 727 and retaking o larger, we have
Dltto +0)F8 2 By(1)

+ e1(to + 1) a2 By (1)

+ vés(to + t)%ﬁﬂ/ 2|V 2uldxr

n

< C(to + t)%ﬂﬁ/ e*a(x)ulde

n

with some ¢; > 0. By (3.3.2), integrating over [0,¢] and noting Es(t) ~ Es(t),
where

Es(t) = / e2¥ {(to + t)a(u?t + \Vut|2) + a(m)uf} dx,
it follows that
(3.3.4) (to +t) 2= T2 By (1)

t
+/ (to +T)%+276E2’¢(T)d7'
0

t
+/ (to—l—T)%’Lz_E/ VIV Puldrdr
0 n
<CIL.

In particular, we can see that (3.1.10) holds. Furthermore, we obtain
t
(3.3.5) / (to + 7)%“*/ Y (U2, + |V |)dedr < CIL.
0 n

Using this, we can prove (3.1.11). Indeed, by the same argument as proving (3.2.11),
we have
d e?¥

@t Jy 7(Uft+|vut|2)dx

—|—/ e {(ia(w) - 1/),5> u, + _51/)t|Vut2} dx < 0.

(3.3.6)

Multiplying (3.3.6) by (to + t) === 737, we obtain

d n—o 3 o 621/}
G |0 [ Sl vupas)

bt + 1) Fa e / €2 La(e)ud, + (—t) (42, + [V |?) } dr

€2w

gC(tOH)%w—a/ S, + V) do

Integration over the interval [0,¢] and the estimate (3.3.5) imply

(3.3.7) (t0+t)%+3‘6/ e (uf, + |Vuy|*)da

t
+/ (to + T)ﬁ“’*a/ e {a(z)u, + (—0) (ufy + [Vu|*) } dwdr
0 .
<Ch.
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In particular, we have (3.1.11) and
t
(3.3.8) / (to+ 7)%“’76/ e*a(x)uy (1, z)>dedr < CI4,
0 n
which will be used to obtain (3.1.12) and (3.1.13).
To prove (3.1.12) and (3.1.13), we differentiate (3.3.1) again and have
(339) Uttt — Autt + a(x)um =0.

Using (3.3.8) instead of (3.3.2) and by the same argument as above, we can prove
instead of (3.3.4) that

(3.3.10) (to +t) 2= T4 E3(1)

n—«

t
+ / (to + 7)2=a T4 B3y (7)dr
0

t
+/ (to—l—t)%""l_a/ VIV Pu?, dedr
0 R"
< 0127

where

Es(t) = / e2v {(to + ) (U2 + |Vug ) + a(x)uft} dz,

Bault) = [ (14 (to + )% (~0))(ud + [V

In particular, we obtain (3.1.12). Moreover, by the same argument as deriving
(3.3.7), one can obtain

n

(33.11) (o + 1) e +5-2 / Y (uy + |V |?)da

t

+ / (to +7)2=a T57° / e {a(@)ugy + (=) (ufy + [Vuw|?) } dedr
) .

< ClL.

In particular, we have
t
(3.3.12) / (to + 7)%%75/ e*Va(x)u?,dedr < Cls.
0 n

Using (3.3.12) instead of (3.3.8) again, we can prove (3.1.13). Furthermore, we can
continue the argument starting at (3.3.8) and obtaining (3.3.12) as much as we
want. Therefore, we can obtain the conclusion of Theorem 3.2.

Finally, we prove (3.1.14) and (3.1.15). Multiplying (3.1.3) by v, we have
9 {a(x) 2

— — _ . 2 =
5 | 3 v] V- (vVv) + |Vu|* = 0.

Integrating over R™, one can obtain
1d

—— a(z)v(t,z)*dx +/ |Vo(t, z)|?dx = 0.
2dt Jun

Thus, we have

;/na(x)v(t,x)2dm+/:/n Vo (s, ) dwds = %/na(x)vr(wfdxa
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which implies (3.1.14). To prove (3.1.15), we apply a similar argument to (3.1.3)
as in the previous section. We first multiply (3.1.3) by e?¥v; and have

29
AR R

2 24
+ e (a(:c) _ vl ) 02+ S Vo — 0 VP =
— —

T

By (3.2.8) and

72 @ (Sulvof - 50t

it follows that

2
% {62|V1}|2] V- (e*v, Vo)
1 1
+e?¥ <4a(m) 2 4 3( ¢t)|Vv|2) <0

Integrating over R™, we obtain

d e?¥ 9 2 (1 5 1 9
(3.3.13) —|Vv|*dx + e —a(z)v; + = (=) |Vv]© ) dz < 0.
dt Jgn 2 n 4 5

On the other hand, by multiplying (3.1.3) by e*¥v, it follows that

g 21&@ 2 _ 29
5 {e 5 Y V- (e“YvVv)

+ 2 {|Vo|* + 20V - Vo + (—ty)a(z)v®} = 0.
By the same argument as the derivation of (3.2.14), we can see that

(3.3.14) (Z URn ) }

(2)
2
e (53 (Vo + [V920%) + 2 (~o)a(e)e?
Rn
o

+(Z_a —25)2(‘;(%112) dz

<0.




102 3. DIFFUSION PHENOMENON

Taking v(1+¢)2=a 717° (3.3.13)+(1 4 t) 2=« ~°(3.3.14) with small parameter v > 0,
we obtain

d n—a 4 q €2w 2 n—o
7 {u(l—&-t)za+ *5/ 7|Vv| dx—l—(l—l—t)mfa/

A _ e ¢ 20172
+<53 2<2—a+1 5))(1+t) /ne |Vu|*dx

+p(1 4 1) EEE e / e <ia<x>vf + (QMWF) "

eV 7(1(1‘) de:r}

+ (1 / K (‘53|W|2v2 + §<—wt>a<x>v2) &

(e —260)(1+ 1)+ ’H/ ew%x)“%lm
<0,

We determine d so that € = 341 holds. Then we take v sufficiently small. Integrating
the above inequality over [r,t], we have

n—

n—o 2¢ «
(3.3.15) (1+t)m+1—5/ 67|Vv|2dx+(1+t) 2=a _E/ ew@vgdx
t
—|—/ (1+3)%_5/ e\ Vo 2dads

t
+/ (1 +s)%+175/ e2¢(a(x)v,52 + (—=1y)|Vv|?)dads

t
—|—/ (1+ 3)%—5/ e (|VY[20? + (=) a(z)v?) dads

t
+/ (1+s)%7175/ e*Va(x)vidrds

<C(1 —1—7')%“78/ (D) Vo, (z)2dx

R’n.

+C(1+ 7)%_5/ e () o (x)v (x)da.

n

In particular, it follows that
¢
(3.3.16) / (1+ s)%ﬂﬂ/ 2D g () vy (s, )2 dads

gC(1+7)%“*5/ V0|V, (z)2dx

+C(A+7)=ac / D) g (x) v, (x)2da.

Using this estimate, we prove (3.1.15). We differentiate (3.1.3) with respect to ¢
and have
a(z)vy — Avy = 0.
Multiplying this by v, we obtain
0 {a(w) 9

a 2’Ut:| -V ('Utv'l/t) + |V'Ut|2 =0.
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Integrating over R"™, one can see that
d

& Jen a(x)vs(t, x)*dx < 0.

Moreover, taking into account (3.3.16), multiplying this by (14t —7)2=a 727¢ with
0 <7 <t, we have

dasr-nm [ @ aral

<Cl+t- 7)%+1_5/ a(x)vy(t, z)?dx

n

n—a

SC(l—&—t)zfoﬂ*‘l_E/ a(a)vr(t, ) 2de.

Integrating over [r,t], and using (3.3.16), we can conclude that

(1+t— 7_)%%—5/ a(x)vy(t, x)*dx

n

§/ a(x)vy (T, 2)*dx

t
+C/ (1+8)%+176/ a(x)vy (s, 2)*dxds
g/ a(z) " Av, (x)|?dx

+C(1+T)%+1-f/ 20|V, (2) 2

n

+C1+ 7)%_8/ e o (2)v, (x) % d.

n

Here we note that
a(x)v(r,x) = Av. (),
since v satisfies (3.1.3). Thus, we obtain (3.1.15).

PrOOF OF LEMMA 1.4. By (3.3.14), we have
d
a / 202 200l <o,
dt | Jrn 2
This shows

(3.3.17) / ew(t@)@v(t,x)zdxg/ ew(o’z)@v(o,x)%m.

Let 0<p<l—a,0<pu<2Aand
Q,(t) == {z € R™ | (x)>7* > (1 +t)'+*}.
A simple calculation implies

py2— o
ezwa(a;) > c(1+ t)—ﬁe(m—uﬂ —

By noting that
<$>2—a

14¢

> (141)°
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on Q,(t) and (3.3.17), it follows that

(1+t) 7= / eGA=M 0" (4 )2y
Q,(t)
py2—o
<CO(1L+t) === / A= i v(t, x)%dx
Q, ()

<C e D) q(z)u(t, z)%dx
R’Vl

<C 2O g (2)0(0, x)2d.
Rﬂ,

Thus, we obtain

n

/ v(t,x)?de < O(1 4 t)Ta e~ GA-WEA+" / 2O o (2)0(0, x)2d.
Qp(t)

This proves Lemma 3.4.

3.4. Proof of the main theorem
The equation (3.1.1) can be expressed as
up — a(x) P Au = —a(z) " tug.

By the Duhamel principle, we can write

(3.4.1) u(t,z) = E(t)up(z) — /0 Bt —1)[a(-) " ug (1, ))(x)dr.
By the integration by parts, we have
- / Bt —1)a() tug(r,))dr = — Bt —1)[a(-)  ug (7, -)|dr
0 t/2

— B(t/2)[a” ue(t/2)] + E(t)[a™ ui]

t/2 OF
— —(t = 7)[a"  ue(7)]dr,
L%
where %—?(t — 1) is the pseudodifferential operator with the symbol %(t -7,x,8),
that is, 22 (t—7)v, denotes the derivative of E(t—7)v, with respect to t. Therefore,
we obtain
t
(3.4.2) u(t) — E(t)[uo + a tuy] = — E(t —1)[a(-) " ug (T, -))dr
t/2

— E(t/2)[a " us(t/2)]
t/2
— /0 aa—f‘(t — T)[a_lut(’l')]d’f

and it suffices to prove that the each term of the right-hand side is o(t_’;&ifz:)) in
the L2-sense. First, by the finite propagation speed property, we have u(t,z) =
X (t, z)u(t, ) with the characteristic function x(t, z) of the region {(¢,z) € (0, 00) x
R" | |z| < t+ L}. Moreover, by Lemma 3.4, the L2-norm of (1 — x(¢,z))E(t)[uo +
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a~1u;] decays exponentially. Thus, by multiplying (3.4.2) by x(¢, ), it suffices to
estimate the terms

Kii=xtoa) | B = la0) uroldn, Ko o= x(t 0B/l w(t/2)

and

We first estimate K. By (3.1.14) and (3.1.12), we have

t

K12 = ||x(t) | E(t—7)[a” uy(r)]dr
t/2 L2
= i t a — a Yug (7)]dr
= X“)\/a t/sz(t a™ uu(r)]d ,

t
SW+0 [ IVaE( - 7)o uilr)ladr
t/2
t
<@+ [ Vaa tulr) e
t/2
t
SO0 [ Vav (o)l
t
5(1+t)305/2 2(27 —1— 5/2 (t_27(1277—23))7
provided that € > 0 is taken sufficiently small. Because, it is true that

3 n—au n—2a
4. SO Ll S | Ll
(343) 2732 " 22-a)

holds if 0 < @ < 1.
We can estimate Ko by a similar way. Using (3.1.14), (3.1.10) and (3.4.3), we
obtain

1Kol 2 = \x L am( /2l ut/2)

| .
(1+ta/2HfE (t/2)[a " ue(t/2)]]|,
(1462 |Vaa  w(t/2)]

(L4 )°2 || Vauy(t/2)]| .2
(1+t)3a/2 sty —1+e/2 —o(t s 2;*))

AR ZANRZANR AN
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Finally, we estimate K3. By (3.1.15), we have

t/2
1Kyl e = x(t)/o %—f(t—T)[a’lut(T)}dT

L2

t/2
w07 [ VA - nla (s

L2

Va2t~ ya uy(r)]

d
ot T

L2

t/2
<1+ t)a/Q/
0

t/2 e
< (1+t)a/2/ (1+t—7) 2o 200 4 J + J3)dr
0

n—a t/2
<a +t)a/2‘m‘1+€/2/ (Ji + Jo + J3)dr,

0

where

7= [ ale) A a(e) )

RTI,

B = (1) [ o) () P
and

J2=(1+ 7—)%—5/ €2w(7’x)a(x)|a(m)_1ut(7, 2)[2da.
By noting

- 1 -2

(3.4.4) g - - _N—Z

22—-a) 2 2(2 - a)

if 0 < a < 1, it is only necessary to prove

t/2 it
(3.4.5) / Jpdr < C(141)"
0

for kK =1,2,3 with some constant C > 0.
Now we prove (3.4.5). We first estimate J3. By (3.1.10) and the finite propa-
gation speed property again, we can estimate

J32 <1+ 7)%75(1 + ’7')2a / ezw(T’“:)a(x)ut(T,x)gdx

S (14772

By a simple calculation, we can see that

t/2 t/2 -
/ Jng,S/ A4+ tdr <@ +1t) 2.
0 0

Next, we estimate Jo. Noting
V(e uy) = V(e Ny +a Vuy
and |V(a™1)| < (z)*71, we have

n—a

J2S (14 r)Eatlee / 2T (|(2) g (7, 2)[* + () Vg (7, 2)[*) e,
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By (3.1.10) and (3.1.12), we obtain

/ 6211)(7',91:)‘<:L,>ozflut(7_7 I)|2d17 S (1 + 7_)04/ GQw(T’m)a(l‘)Ut(T, I)2d£€

n

< (14 7)% a2t

~

and

/ 621[;(7—,95)|<x>avut(7_7 x)\Qdm g (1 + 7_)2(1/ 621,0(7',36)|vut(7.7 x)‘le‘

n

< (1 + T)Qa—%—?)-l-e.

Therefore, it holds that
/t/2 Jadr < (1+8)°7.
Finally, we estimate J. N?)ting
Ala ug) = Ala™Yuy +2V(a™h) - Vg +a Ay,

we further divide J; into three parts:

107

J12§/ a_1|A(a_1)ut|2dx+/R a_1|V(a_1)|2|Vut|2dm+/ a_1|a_1Aut|2dx

Rn
= Jh + i + i
By noting |[A(a™!)| £ (z)*~2 and (3.1.10), we have

J121 S/ <x>4°‘_4a(x)ut(7',x)2dx

< (14 7)"2=a e,

Therefore, we immediately obtain
t/2

Jud’l’ S 1,
0

provided that ¢ is sufficiently small.
Next, we estimate Jis.

g [ [Vulno)de € (et s

t/2
/ Jlgd’l' 5 1.
0

Since u; also satisfies (3.1.1), we can rewrite

and hence

Aut = Uttt — AUy
Therefore, we have

Ji §/na(as)74a(z)|uttt(7’, 1:)|2d:c—|—/ a(x) " 2a(z) ugy (1, 2)[*dx

5 (1 _'_7_)401—%—64-5 + (1 +T)2a—%—4+s.
These estimates imply
t/2

JldT S 1.
0
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This completes the proof.



CHAPTER 4

Small data global existence for the semilinear
wave equation with damping depending on time
and space variables

4.1. Introduction and results

In this chapter, we consider the Cauchy problem for the semilinear wave equa-
tion with damping depending on time and space variables
{ uge — Au+ a(z)b(t)uy = f(u), (t,z) € (0,00) x R™,

(4.1.1) (w, 1) (0, 2) = (ug, u1) (), z € R",

where
a(x) = ap(z)™%, b(t)=(1 —&—t)_ﬁ, with ag > 0,0, >0,aa+ 8 <1

and (x) = y/1+ |z|?. Here u is a real-valued unknown function and (ug,u1) €
HY(R™) x L?*(R™). We note that ug and u; need not be compactly supported. The
nonlinear term f(u) is given by
f(u) = £[ulP or |uPlu
and the power p satisfies
n
1<p§72 n>3), 1l<p<oo (n=12).
n—
Our aim is to determine the critical exponent p., which is a number defined by the
following property:
If p. < p, all small data solutions of (4.1.1) are global; if 1 < p < p,, the
time-local solution cannot be extended time-globally even for small data in general.
In view of the diffusive phenomenon, it is expected that the critical exponent
of (4.1.1) is given by
2
n—oa
Because for the corresponding heat equation

—Av + a(x)b(t)vy = |v|?,

pc:]-+

the critical exponent is actually given by the above one. In this chapter we shall
prove the existence of global solutions with small data when p > 14 2/(n — «).
However, it is still open whether there exists a blow-up solution when 1 < p <
1+2/(n—a).

For the constant coefficient case @« = 3 = 0, as we mentioned in Section 1.3
and Chapter 2, there are many results for determining the critical exponent. For
space-dependent damping case [ = 0, the critical exponent p. is determined as
14 2/(n — a) by Ikehata, Todorova and Yordanov [36]. On the other hand, for

109
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the time-dependent damping « = 0, Lin, Nishihara and Zhai [56] proved that the
critical exponent is 1+2/n. D’Abbicco, Lucente and Reissig [8] extended the result
of [56] to more general time-dependent effective damping and improved the decay
rate of the energy of solutions.

To state our results, we define an auxiliary function

- <x>2—o¢
(4.1.2) vte) = Aq Y e
with
(4.1.3) PR € ) §>0

(2—-a)?(2+6)’

This type of weight function is introduced by Todorova and Yordanov [105, 106]
and arranged by several authors (see [35, 107, 54]). We have the following result:

THEOREM 4.1. If

2 2
1+ ——<p< n>3), 1+——<p<oo(n=12),
n—a n—a

n—2

then there exists a small positive number dg > 0 such that for any 0 < 6 < &g the
following holds: If

I§ = / 2V (uy (2)2 + | Vuo () |* + [uo («)[*)dx

is sufficiently small, then there exists a unique solution u € C(]0,00); HL(R™)) N
C1([0,00); L2(R™)) to (4.1.1) satisfying

n—2a

(4.1.4) / 2Vt 2)2dr < CsI2(1 + )~ A =2+

/ 2D (uy (t,2)2 + [Vu(t, 2)|P)de < CsI3(1 + t)~HAEE+D+e,
Rn

where

and Cs is a constant depending on 9.

REMARK 4.1. A similar result was obtained by Khader [46] independently.

As a consequence of the main theorem, we have an exponential decay estimate
outside a parabolic region.

COROLLARY 4.2. If

2 2
1+4 —<p< n>3), 1+ ——<p<oo(n=12),
n—a n—a

then there exists a small positive number dg > 0 such that for any 0 < & < &g the
following holds: Take p and p so small that
O<p<l—a-—-p0, and 0<pu<?2A,

and put
Q,(t) = {z € R™"; (2)>7* > (1 + t) TFF7}.
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Then, for the global solution u in Theorem 4.1, we have

/ (ue(t, x)2 + |Vul(t, :L')|2 + u(t, x)2)dx
Qp(t)

= Csp MIg(l + t)*w%e—(m—u)(u-t)f"
here ¢ is defined by (4.1.5) and Cs, , is a constant depending on 6, p and p.

Namely, the decay rate of solution in the region Q,(t) is exponential. We
note that the support of u(t) and the region ,(t) can intersect even if the data
are compactly supported. This phenomenon was first discovered by Todorova and
Yordanov [106]. We can interpret this result as follows: The support of the solution
is strongly suppressed by damping, so that the solution is concentrated in the
parabolic region much smaller than the light cone.

4.2. A priori estimate

To prove Theorem 4.1, we use a multiplier method which was originally devel-
oped by Todorova and Yordanov [105, 106]. We first describe the local existence:

PROPOSITION 4.3. Let

1<pSL2(n23), l<p<oo(n=1,2)
n—

and § > 0. If I3 < +o0, then there exists T* € (0,+00] depending on 12 such
that the Cauchy problem (4.1.1) has a unique solution u € C([0,T*); H'(R™)) N
CH([0,T*); LA(R™)) satisfying

/ 0 (1 4 [Vuf? +u?)(t,2)dz < +oo

for allt € (0,T*). Moreover, if T* < 400 then we have

litm}gf/ VD) (42 1 |Vul? + u?)(t, z)dx = +oo.

We give a proof of this proposition in Appendix (see Proposition 9.21). We
prove a priori estimate for the following functional:

(4.2.1) M(t) := sup {(1+7)B+1—8/ D) (42 4 |Vul?) (7, x)dx

0<r<t

+(1+ T)st/ 62w(T’w)a(£L’)b(T)U(T, x)de} ,

where

and ¢ is given by (4.1.5). Theorem 4.1 is an immediate conclusion of Proposition
4.3 and the following a priori estimate:

PROPOSITION 4.4. Let
n -+ 2
n—2

2 2
1+ ——<p< (n>3), 1+——<p<oo(n=12).
n—«o n—«o
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Then there exist constants dg > 0 such that for any 0 < & < &g, the following holds:

If I < +o0, € is defined by (4.1.5) and u € C([0,T); HL(R™))NCL([0,T); L*(R™))
is a solution of the Cauchy problem (4.1.1) for some T > 0 such that

/ e2V(02) (42 1 |V + u2)(t, 2)dz < +00

for all0 <t < T, then it follows that
M(t) + L(t) < CI3 + CM (t)PT
where
t
L(t) = / {a+nP / 00 (uf 4 |Vul*) (r, 2)da
O "
(1) / D (=t (@) (i + [Vul*) (7, 2)de

n

+(1+ T)B_l_a/ eQw(T’x)a(as)b(T)u(T, a:)gdx

+ (1+T)B+1—5/

and C = C(p,¢€) is a positive constant depending on p,e.

2P0 o (2)b(T)uy (T, $>2d$}d7'

n

4.2.1. Proof of Proposition 4.4.

PROOF OF PROPOSITION 4.4. From (4.1.2) and (4.1.3), it is easy to see that

1473
(4.2.2) —thy = Tt
L 2—a)(x)
(4.2.3) Vi = Aw:
B (x)~@ (z) 2
(4.2.4) Ay = A2 —a)(n- a)m + A2 - a)am

(14 8)(n — ) a(z)b(t)
T 2-a)(240) 1+t
_.C1+mm—a)§>M@Mﬂ
"\ 22-aq) V)i

Here and after, §;(i = 1,2,...) is a positive constant depending only on § such that
6;—>0 as d—0.

We also have

<x>272a
(1+1t)2+28
(x)2|a]?
(1+1t)2+28

(4.2.5) (=¢)a(z)b(t) = Aao(1 + 5)

S ao(1+ )
Z2—ar4
— (24 8|V

A%(2 —a)?
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By multiplying (4.1.1) by e?¥uy, it follows that

(4.2.6) 9 F:p(uf + |Vu|2)} — V- (e*u; Vu)

P
e (a<x>b<t> Vor —wt) T+ T — w
—1y —y

T

_ % €2V F(u)] + 262 (=) F(u),

where F is the primitive of f satisfying F'(0) = 0, namely F'(u) = f(u), for example,
Flu) = ipil P i Fu) = £hup,
i fu) = Jul

Using the Schwarz inequality and (4.2.5), we can calculate

€2w

Ty = — 5 WEIVul* = 20wV Vi + | Vol?)
— ¢t
29 1
> £ (GoAval - i)
2¢ 1 o a(@)b(t) ,
> e (Gulvep - )
From this and (4.2.5), we obtain
9 e 2 2 2
+ e {(Jatbo - v )t + L1vul
< o [F)] + 26 () F(w)

By multiplying (4.2.7) by (to +t)5+t17¢ here tq > 1 is determined later, it follows
that

(4.2.8)

a B+1— c€ 21/’
En {(t +1) 5

V)]

29

—(B+1-¢e)(to+ t)B_ET(utz +[Vaul?)

— V- ((to + )82V, V)

+e2(tg +t)BHI-E { (ia(m)b(t) Y > uj + fIV 2}
_9

8— [(to + )T 2 F(u)] — (B +1—¢)(to + )% e* F(u)
+2(to + 1) PP (—oy ) F(u).
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‘We put

E(t) = / e (uf + [Vul?)dz,  Ey(t) = / e (=) (uf + |Vul*)de,

R’VL n
J(t;g) = / e*’ gdz, Jy(t;g) = / e (=) gd.
R" R"
Integrating (4.2.8) over the whole space, we have
1d 1

(429 5= [(to + )P 2E®)] - F(B+1=e)(to+ B E(t)

+ i(to + )BT T (¢ a(x)b(t)u?) + 1(to + )BT R, (1)

5
< % [(to +p)Br1-e / ewF(u)dx}

+ C(to + )P Ty (t; [ulPth) + C(to + )P T (& JulPT).

Noting that e2¥®®)y, (¢, 2)Vu(t,z) € L*(R"), we can use the divergence theorem
and (4.2.9) is valid. Therefore, we integrate (4.2.9) on the interval [0,¢] and obtain
the estimate for (to 4 t)PT1=¢E(t), which is the first term of M (t):

(4.2.10) (to +t)BH < E@lt) - C /t(t0 +7)BE(7)dr
0

t
+ / (to + 7)FH1=2 I (73 a@)b(t)u2) + (o + 7)1 By (r)dr
0
< CI§+Clto + )P 2 J(t; [uPt)

t
+C [0+ 7 gy s

¢
+C/ (to th)B*EJ(T; |u|PT)dr.
0

In order to complete a priori estimate, however, we have to manage the second term
of the inequality above whose sign is negative, and we also have to estimate the
second term of M (t). The following argument, which is little more complicated,
can settle both of these problems.

First, we multiply (4.1.1) by e?¥u and have

(4.2.11)
% {621/; (uut " a(ac)2b(t) ug)} —V - (euV)
+ e { | Vu)? + (—wt + 2(16_’_ t)) a(x)b(t)u? + 2uV1) - Vu —2uny — u?

T
= eYuf(u).
We calculate
eV Ty = 4e®¥uVi) - Vu — 2e2YuVey) - Vu
= 4e*YuVip - Vu — V - (e*Pu? V) + 22V u?| V|2 + eV (Av)u?
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and by (4.2.4) we can rewrite (4.2.11) to

(4.2.12) % {e% (uut + “(m;b(t) uzﬂ — V- (€2 (uVu + u2 V)

+ ew{ IVul? + 4uVu - Vb + (—ty)a(z)b(t) + 2|V |2)u?

T3

a(z)b(t
+ (B —24) 2E1)+(t>)u — 2t uny — ut} < e*uf(u).
It follows from (4.2.5) that
= |Vu|? + 4uVu - Vo

+{(1-3) Cvaatene + w0 o + S watnion
> |Vul? + 4uVu - Vi

2
+ (145 ) IV 4 S-vaamene

_ _4 2 2,2
= <1 175 >|Vu| + 52| VY| “u

2
‘ 4752Vu+\/7 (—=¢r)a(x)b(t)u
> b5 (IVuf? + Vo) + §<—wt>a<x>b<t>u2,
where
58 4
52 ::675, 53 = mln(lfm,(ﬁ)

Thus, we obtain

(4.2.13) % [e% (uut + a(x;b(t) u2>} — V- (€2 (uVu + u2VY))

+ €255 Va2
e <5S|w2 T g(—wt)a(m)b(t) +(B - 251);(:5)515)) u?

+ e (—2epyuuy — u?)
< e?uf(u).

Following Lin, Nishihara and Zhai [55], related to the size of 1+ |x|? and the size of

(1+1)2, we divide the space R" into two disjoint zones Q(t; K, to) and Q°(t; K, to)
where

Q=Qt; K, tg) :={x € R" | (tc +1)* > K + |z|*},

and Q° = Q°(t; K, tg) := R™\ Q(¢; K, t9) with K > 1 determined later. Since
a(x)b(t) > ao(to+1)~ (@A) in the domain Q, we multiply (4.2.7) by (to4t)**? and
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obtain

4211y 2 [ezw

57 |5 (to + 0P} + |W|2>} — V(2 (t + )P, V)

(8 ) o]

o atf a+f 2
te |: 5 (tO + t) * 2(2«:0 + t)l—a—ﬂ |V’LL|
0 o a+pf
< a[(to + t) +B€2’¢}F(U)] - Wezwﬁ‘(u)

+ 2(to 4 1) Pe2¥ (—1p, ) F(u).

Let v be a small positive number depends on §, which will be chosen later. By
(4.2.14)4+v(4.2.13), we have

a+ps o+
(4.2.15) % {ew <(t0+2t)ut2 + vuug + Muz + (tO+2t)|Vu|2)]

— V- (€2 (to + t)*TPu; Vu + ve?” (uVu + u?Vih))
2 (G0 ___ath a+B(_apy) | 02
+e {( T v+ (to + )7 (=) | ug

29 _ a+ ﬁ _wt a+f3 2
+e |:V63 3t £ 1)1—oF + z (to + 1) |Vul

+ 2%y {53V1/)|2 + g(—1/’t)a(x)b(t) +(B - 261)32?4?(3} v
+ 21/@2”*”(71/&)”%

< —[(to + t)(”'ﬂeQwF(u)] - ai—’_ﬁewF(u)

s ot (to +t)1—o=P
+2(to + )T (=) F(u) + ve* uf(u).

By the Schwarz inequality, the last term of the left-hand side of the above inequality
can be estimated as

vagd (o 3v a
|20 (—thyuwy| < 30 (=) (to + £) ¢ +5)u2+@(—¢t)(t0+t) 2

N

IN

S —iaab(On + 2 (-t + "
ao
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in Q(¢; K, t9). Thus, we have

a+pB a+p

— V- (€2 (to + ) Pu; Vu + ve? (uVu + u?Vih))
2 (G0 atfB
te K 4 2tg+t)lme-p V)
3
(1= 2 ot 70 o2
CL05

2y __ a+p — a+8 2
+e [1/(53 2(t0+t)1—a—ﬁ+ 5 (to +1) |Vul

+ ey [ww +(B - 251) Zﬁf)i(ii ] "

9 a+8,20 ___a+p
< at[(t0+t) e F(U)] (to—l—t)l_a_ﬁ

+ 2(to + )2 TP (—apy ) F(u) + ve*Puf(u).

e*V F(u)

Now we choose the parameters v and g such that

ap Oé+ﬂ 3v

S S 1- 22>

1 20ty +t)leB V=D a0 =
a+p

1
Vi3 — vé3 > co, 5 > ¢p,

_— >
2(to + t)i-aB = O

hold for some constant ¢y > 0. This is possible because we first determine v
sufficiently small depending on § and then we choose t( sufficiently large depending
on v. Therefore, integrating (4.2.16) over Q(¢; K, to), we obtain the following energy
inequality:

(4.2.17) %Ew(t§ Q(t; K, to)) — Ni(t) — Mu(t) + Hy (28 K, 1)) < Pr,

where

Ey(t;9) = Ey(t; Qt; K, o))

to 4 t)otP b(t R i
= / e <( 0 +1) u? + vuug + va(z)b( )u2 + (fo + 1) |Vu|2) dz,
Q

2

to +t)**? va(x)b(t
Ni(t) := /S » e*? ((OQ)Uf + vuu + &uz

t t a4+
+ 7( 0 +2) |Vu|2)

|z|=/(to+)2—K
d
x [(to +t)? — K]"=V/2dp . V(o +1)? - K,

M, (t) == /(9 Q(ew(to + 1) Pu Vu + ve® (uVu + u* V) - idS,
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Hy(t;Q) = Hy(4,Q(t; K, to))

- co/ V(1 + (to + )" (=) (U2 + |Vul?)d
Q

+v(B— 261)/ a@)blt)

u?dz,
o 2(1+7%)

P = % [(to +t)o‘+ﬁ/ﬂewF(u)daj}

- [ G

|z|=/(to+6)2— K
d
x [(to + 1) — K] V/2dp . V(o +1)? - K

* C/ eV (1+ (to + )P (=) |ulP T da.
Q

Here 7 denotes the unit outer normal vector of 9§2. We note that by v < ag/4 and

to 4 )8
|Vuut‘ < @(to + t)_(a+6)u2 + V<0+7)u?
4 ao
) (0t

in Q(t; K, tg), it follows that

c | X (to+ )P (u? + |Vul?)dx + c/ e*a(z)b(t)u’dx

Q Q

< Ey(t:Q(t; K, 1))

<O | e¥(to+ )P (u? + |Vul?)dx + C/ e*a(z)b(t)u*dx
Q Q

for some constants ¢ > 0 and C > 0.
Next, we derive an energy inequality in the domain Q°(¢; K, t5). We use the
notation

(z) K = (K + |z))V/2.

Since a(@)b(t) > ap(@) ™) in Q%(t,: K. to), we multiply (4.2.7) by (a)3" and
obtain

0 €2w a a

+ e (T + (@i ud + %e%(—wtxw?@lwl?
+ (@ + B)e* (2)5 P22 .4, Vu

< %[6”(%)?5F(U)] + 262 (@) 3 () F(w).
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By (4.2.14)4+0x(4.2.13), here ¥ is a small positive parameter determined later, it
follows that

(4219 2 lew (<x>?{+ﬁu§ + oy + 24O o (w)ic” |vu|2>

ot 2 2 2

— V- (2 (2)5 0, Vu 4 e (uVu + u? V)
Fe [% +(—) >a+ﬂ u? + e {ua + ¢t< >“+ﬂ Va2

)
2(1+1)

T ey [53|w|2 % (~al@)p(t) + (B - 28,)

+e*[(a + /B)<1‘>?(+’672{L' cugVu — 2095 uny]

Ty

< gt [ 71’( >a+5F(u)} +2€21’/’<x>?<+5(—1/)t)F(u) +ﬁ62wuf(u).

By the Schwarz inequality, the terms 7 can be estimated as

(@ + B)(@) 52 - V| < (a+ B) (@) |ue Vul

(a+p5)?
2004 K 20—a—p)

120
<3

< - |Vul* +
ﬁaoé
3

< 2 (pale)blin® + 2 ()
ao

[20( =)y )y (—¢t)<x>;((a+ﬁ)u2+%(—wt)( YatBy2

IN

From this we can rewrite (4.2.19) as

(4220) Q |f2w <Wu? + I?uut + I)Q(«I)b(t) ’LL2 4 <«T>?(+ﬁ |vu|2>‘|

ot 2 2 2
— V- (2P(2)5 P 0, Vu + e (uVu + u? Vi)

2 3v
ve [(2 s St N (B o]
L2V {1’53 n ﬂ( )wﬂ |Vul?

2
a(m)b(t)} 2
2(1+t)

< % [621/}<$>?{+5F(u)} + 262’/’<x>§‘<+5(—wt)F(u) + ﬁewuf(u).

e [ww (B - 26)

Now we choose the parameters © and K in the same manner as before. Indeed
taking © sufficiently small depending on § and then choosing K sufficiently large
depending on 7, we can obtain

ap . (a+ )2 30

z*V*WZCh 1*72017 V532017
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for some constant ¢; > 0. Consequently, By integrating (4.2.20) on ¢, the energy
inequality on Q° follows:

d —
(1221) LB K t0)) + Na(t) + Ma(t) + Hy (505 K, 10)) < Py

where

Ey(t;Q°) = Ey(t; Q°(t; K, to))

a+p ~ a+pB
-/ ew(@); PSP /1C) L O NP Y WQ) oo,
Qc

a+p 7 b(t
No(t) := / e?? <<x>§uf + Duug + Muz
Sn—l

a+p
+<$>K |vu|2>

2 |z|=/(to+t)2— K

x [(to 4+ t)? — K]~ Y/24p . % (to+1)? - K,
Mo (t) == /a Qc(ezw<x>?{+ﬁutVU + 0e* (uVu + u? V) - iidS,

Hy(;,Q°) = Hy(t;Q°(t; K, to))
— e /Q €2 (14 ()2 () (u? + |Vuf?)d

e*a(z)b(t) ,

+l9(B—261)/C 30+ 0) udz,

Py = % [ / C ew(x)?fﬁF(u)dx}

+ ()5 eV F(u)
gn—1

|zl=/(to+£)2— K
d
x [(to +1)% — K]"=D/249 . GVttt —K

+C [ A+ (@)% (—v) [uff T da.
Qe

In a similar way as for the case in ), we note that

c/ 2% (to + )P (u2 + |Vu|?)da +c/ e*Ya(x)b(t)u’dx

c

< Ey(t:Q%(t; K, to))

<O | et + )Pl + |Vul?)dz +C | e*a(x)b(t)u’dx
QC QC
for some constants ¢ > 0 and C > 0.
We add the energy inequalities on 2 and 2¢. We note that replacing v and ©
by vp := min{v, U}, we can still have the inequalities (4.2.17) and (4.2.21), provided
that we retake tg and K larger.
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By ((4.2.17)+(4.2.21)) x (to + t)®~¢, we have

(4.2.22) dt[(to +1)BE(Ey(t;Q) + Ey(t;99)))]

d
—(B—e)(to + 1)1 (Ey(5Q) + Ey(£,2))
Ts
+ (to + 1) P75 (Hy (1 Q) + Hy (t:Q9))

Ts
< (to+1)P75(P + Py),

here we note that
Ni(t) = Nao(t), My(t) = Ma(t)
on 0f). Since

V0. 17
voune| < “ra(@)b(t)u? + 52— (to + 1) Pu?

2(54&0
on ) and 5
Y Y o

[vouu| < %a(w)b(t)ug + ﬂoao<x>K+ﬁu?
on ¢, here d4 is chosen later, we have
(4.2.23) —Ts+Tg > (to + )P0 + (tg + )P ¢ I,
where

o= [ {00 o0 i) g (14 20 gy b
b Q 2 0 ¢ 2(t0 + t) 54&0 0
c B—e¢

2 D0kt 40" (- 0) = 50+ 0 Vs

2
+ [ e {F0r e - 535 (14 ) @ o

e LD @R (00) - 502 @R IVulds
=: Iy + Lo,
= (B — 28 — (1+6,)(B —¢)) (/Q +/) 20 ;Ef)ji(g w2dz
+2 e (u? + |Vul*)da
2 Jrn

and c¢g := min(cop, ¢1). Recall the definition of € and §; (i.e. (4.1.5) and (4.2.4)). A
simple calculation shows ¢ = 3§;. Choosing ¢4 sufficiently small depending on ¢,
we have

(to + )51y > e3(to +t)B*1*E/ 2 a(2)b(t)ulds + 2 5

for some constant c3 > 0. Next, we prove that I; > 0. By noting that o + 8 < 1,
it is easy to see that I1; > 0 if we retake ty larger depending on cg, vy and d4. To
estimate I12, we further divide the region Q¢ into

Q5 K, to) = (Q°(4; K, t0) N X1) U (Q(t; K, o) N X5,

“(to + )P E(1)

where
Y= {r € R"(2)** <L +1)'*7}, f =R"\%,
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with L > 1 determined later. First, since
K+ |22 < K(1+ |zf?) < KLY @ 0)(1 4 ¢)2(140)/(2=e)
on QN X, we have
€1 a+8 B—c¢ 2vg atf
21 _ o 1
1+ @50 - g (1 r)

sa_ B-e 200\ plackB)/2 ok )/(2=0) (1 4 4) SELEE
-2 Q(to + t) d4ap

We note that —1 + w < 0 by a+ 8 < 1. Thus, we obtain

c1 B—¢ A _ (1+8) (a+8)

A = = (14 28 ) glatB)/21(a+B)/(2=a) (1 4 ¢ a >0

2 2(t0 + t) < 54&0) ( + ) -
for large tp depending on L and K. Secondly, on Q¢ N X¢, we have

D+ @ ) - s (14 22 ) g5

> %148 {z)* Be () ()5’
2

(146248 2(tg + 1) 8400
C1 L B—¢ 21/0 o+
> = - — :
{2(1+ﬁ)1—|—t 2(to + 1) <1+54a0>}<x>K

Therefore one can obtain I15 > 0, provided that L > clj(gljfﬁ)(l + 52;:’0). Conse-

quently, we have I; > 0. By (4.2.23) and that we mentioned above, it follows
that

—T5 4+ Ts > c3(to + t)B_l_E/ e*Va(x)b(t)udx + @

) 5 (to + )P CE(t).

Therefore, by (4.2.22), we have

(4.2.24) %[(to + )P (Ey(t;Q) + By (t; Q)] + 0—22(150 + )P E(t)
+ cs(to + )B717CJ(t a(x)b(t)u?)
< (t() + t)B_E(P1 + Pg)

Integrating (4.2.24) on the interval [0, ¢], one can obtain the energy inequality on
the whole space:

(4.2.25) (to + )P =(Ey(t; Q) + By (t; Q°)) + 0—22 /t(to +7)B7E(7)dr
0
+er [ (to+ 1P (el i
<CIE+ / (to + 7)P7(Py + Pp)dr,
0

where

I3 = / 2 00) (2 4 |Vug|? + |uo|?)da.
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By (4.2.25) +pux (4.2.10), here u is a small positive parameter determined later, it
follows that

(4.2.26) (to + )P Ey(t; Q) + (to + )P Ey (t; Q%) + p(to + )P E(t)

+ /0 %Q(to + T)B_EE(T) — uC(to + T)B_EE(T)CZT

—|—C3/0 (to + 7)B7 1= J(7; a(x)b(T)u?)dr

+ u/o (to + 7)1 (rya(@)b(r)u) + (to + )7 2By (1)dr

<CIZ+P
+C(to + )P 2Tt |uP*)

+ C/Ot(to + )BT Ty (7 ulP T dr
+ C/Ot(to + 1) BT (7 [ulP ) dr,
where
P = /Ot(to +7)575(PL+ Py)dr.
Now we choose p sufficiently small, then we can rewrite (4.2.26) as
(4.2.27) (to + )BT E(t) + (to + t) 2T (t; a(2)b(t)u?)
+ /0 t {0+ 7P B(r) + (to + T)F+ By (7)

+ (to + T)B+1_EJ(T; a(a:)b(r)uf)}dT
< CIZ+ P+ Cltg + )22 J(t; [uPTh)

t
-I-C/ (to +T)B+17€J¢(T; |u|p+1)d7'
0
t
+(7/‘@0+4ﬁB_EMTﬂuW+Udr
0

We shall estimate the right-hand side of (4.2.27). We first estimate the term
(to + )P 72T (8 fuf"*).

Applying the Gagliardo-Nirenberg inequality (see Lemma 9.10 in Appendix), we
have

— 4y (1=0)(p+1)/2
(4.2.28)  J(t;|ufPfT) <C er+1Yu dr

. . o(pt+1)/2
X (/ ep+1w|Vw|2u2dx+/ eP+1w|Vu|2dm>
n R’VL
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with o = 721((?;:11)) Here we note that o € [0,1]if 1 <p < 22 (n =3), 1 <p <

oo (n=1,2). We see that

er1Vu? = (e a(a)b(t)u)a(z) "b(t) el FHT2)Y

(J?:Ha) e<pi1—z)¢]

x (1 + t)ﬁ+a(1+ﬁ)/(2*a)
<C(1+ t)ﬁ+a(1+ﬁ)/(2—a)62¢a(x)b(t)u2

< C(e*Ya(z)b(t)u?)

and

<.’1?>2 2c

(1+ t)2+2ﬂ

w\»—A

(%72)1/}@%(%72)1#@21[5“2

<<1<i>j;ﬁ> o

x (1 4 ¢) 2040+ (148)(2=20)/(2=0) 2

e(p+1)¢|v1p|2 2<C

Ce%(ﬁ72)w€2¢

IN

N
—
)
i
p
|
(]
—
<
| S

O(1 + £)~204+8)/ =) 3 (T —2)w 20,2
( ) 2(148)/(2— a)(1+t)ﬁ+(x(1+ﬂ)/(2 @) 2w ( )b(t)’U,Q
C(L+1t)" e*a(z)b(t)u®.

Using them, we can estimate (4.2.28) as

J(t; |u|”+1) <C(1+ t)[B+(1+ﬁ)a/(2*aﬂ(1*0)(p+1)/2<](t; a(x)b(t)uz)(lf")(p*l)ﬂ
X [(14 )7 I (t; a(2)b(t)u?) + E(t)]7P+D/2

and hence
(to + P25 [l < Cltg + 1) M() #HY/2,
where
(4.2.29) y=B+1—c+ 5+(1+/6’)2— 2U(p+1)—g(p+1)
p+1
_(B-—g)i =
(B

By a simple calculation it follows that if
2
p>14 ——m7f,
n—ao

then by taking e sufficiently small (i.e. ¢ sufficiently small) v is negative. We note
that

c
T (t: [ulP ) :/ Y(—g)|ufPde < ——— [ B uP T de,
n 1+t Jrn
where p is a sufficiently small positive number. Therefore, we can estimate the
terms

t t
/ (to + T)B+1_EJ¢(T; |u\p+1)d7 and / (to + T)B_EJ(T; |u|p+1)d7
0 0
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in the same manner as before. Noting that

d
Pi+P=— [(to +t)a+ﬁ/

e F(u)dx +/ 62¢<I>?<+BF(U)CZI
Q

c

trC / eV (L+ (to + )P (—=1py)) |ulP T da
Q

+C | A+ (@) (i) [uP e,
Qc

we have
t
pP= / (to +7)P7(PL+ Py)dr
0

<CI5+C(to + t)B—e/ > (tg + )P F (u)dx
Q

Oty + 1)B— / €2 ()0 F(4)da

c

¢
+ C’/ (to +7)B712 [ ¥ (to + 1) P F(u)dxdr
0

¥ ()P F (w)dadr

c

S~— 5—

t
+ C/ (to +7)P717¢
0
t
+ C'/ (to + T)Bfe/ ew(l + (to + T)a+ﬁ(—1/1t))|u\p+1dxd7'
0 Q

t
+C/ (to+7)%7¢ / e (14 ()5 (=) ulP T dadr.
0 Qe

We calculate

2 atp _ 2ALLL ayp
M a) = e 0RO ()
a+pB

94 (@27 ()2 2= (at8)(1+6)
< Qe arntts (W (I+t) ==

(a+8)(1+8)
2—a

< Ce(2+p)¢(1 +1)

for small p > 0. Noting that w < 1 and taking p sufficiently small, we can

estimate the terms P in the same manner as estimating (to + ¢)ZT1=¢J(¢; |u[P*1).
Consequently, by (4.2.27), we have a priori estimate for M (t):
(4.2.30) M(t) 4+ L(t) < CI? + CM(t)P+1)/2,

where

L(t) = /0 {{to + )P~ E(r) + (to + )P+ =By (r)

+ (to + 1) P71 T (1; a(z)b(T)u?) + (to + )BT 0 (; a(a:)b(T)uf)}dT.
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4.2.2. Proof of Theorem 4.1 and Corollary 4.2.

PrOOF OF THEOREM 4.1. In (4.2.30), we may assume that C' > 1. We take
I sufficiently small so that it holds that
(4.2.31) 2CI§ > CI§ + C(2C13)PH,
that is,
20(2CI2)F < 1.
Let My, My (M, < M) be the positive roots of the identity
M = CI§ + CMPT.

Here we note that M;, M; exist because of (4.2.31). By the continuity of M (t)+L(t),
we obtain
M(t) 4+ L(t) < M,
for all t > 0. Because, first, it is obvious that M (0) + L(0) = M(0) = I2 < CI2
and secondly, if My < M(to) + L(to) < M> holds for some ¢y, then we have
M (to) + L(to) > CI§ + C(M(to) + L(to))" ™,

which contradicts (4.2.30). Thus, M (t) is bounded and we have T* = +o00, where
T* is the maximal existence time of the local solution as in Proposition 4.3.
We note that
e*a(z)b(t) > c(1 4 t)" W= -0

with some constant ¢ > 0. Then we have

(4.2.32) / e a(x)b(t)u’dr > c(1 + t)_(H'ﬁ)ﬁ_ﬁ/ u?dz.

n

This implies the decay estimate of global solution (4.1.4) and completes the proof
of Theorem 4.1. O

PrROOF OF COROLLARY 4.2. In a similar way to derive (4.2.32), we have
. (@2
/ 2 a(2)b(t)ulde > ¢l +t)~(1+A) 250 / AT TR 2y

n

By noting that
>2—a

(x
(D
on Q,(t) and Theorem 4.1, it follows that
(1+ t)—(l‘*‘ﬁ)ﬁ—ﬁ/ eGA=WAFD" (42 1 |\ Tu|? + u?)dx
2, ()

N _ (:}270‘
<C(1+ t)*(lwﬁiﬁ/g (t) TG (4 |Vul? 4+ u?)de
P

<C e (uf + |Vul® + a(2)b(t)u?)dx
Rn
< C(14t)~Bte,

Thus, we obtain
/ (? + |Vul? + 1)dz < C(1 + t)~ T e 2A-n (14"
Q,(t)

This proves Corollary 4.2. (]
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4.3. Estimates of the lifespan from below

The proof of Theorem 4.1 gives an estimate of the lifespan from below when
1<p<1+2/(n— ). We will discuss on estimates from above in Chapter 7. In
this section, we consider the Cauchy problem (4.1.1) with the initial data A(ug,u1)
instead of (ug,u1), where (ug,u) is fixed and X\ > 0 denotes the amplitude of the
data. We define the lifespan of the local solution by

Ty :=sup{ T € (0, ool; there exists a unique solution u € X(T) },
where X (T') = C([0,T); H'(R")) N C*([0,T); L>(R™)). Then we have
PROPOSITION 4.5. Let

2
l<p<1+ )
n—au«

(ug,u1) € HY(R™) x L2(R"™) satisfy I3 < +oo and let € be any positive number.
We assume that a, 8 € [0,1) and oo+ 8 < 1. Then there exists a constant C =
C(&,n,p,, B,ug,u1) > 0 such that for any X\ > 0, we have

CA-VRte <y

where

H:2(1+ﬁ)< 1 _n—a).

2 -« p—1 2
PRrROOF. From the proof of (4.2.30), we can obtain
M(t) < XN2CIZ2 + C(1 4+ t)M(t)P+D/2,
where 7 is defined by (4.2.29) and C > 1. We also note that
M(0) = NI < \2C15.

Let T be the first time such that M(t) = 2A\2C1Z. Namely M(T) = 2)\2CI¢ and
M(t) < 2X2C1I2 are valid for any 0 < ¢ < T. Then we have

2)\2018 < )\QCIg +C(1+ T)W(Q)\?ng)(p+1)/2
and hence
CAP=D < (14 1),

Since 1 < p < 2/(n — ), we can see that v > 0. Therefore, we obtain

CA~P=D/Y <7 <.
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Now we calculate v. Noting o = %, 1—0 = m(@ —n)p + (n + 2)),

B:%—i—ﬁ, we can rewrite vy as
7:(1+26)(n—a)+(1+5)_€+[ﬂ_i_(l—kﬂ)a} (2—n)p+ (n+2)
- 2—a 4
np—1) ((A+P)(n—aq) p+1
T4 < 2—a +55) 2
_ 1+B)aN2—-—n n 1/(1+8)n-a)
RN S R AT
11454 LA
2—-«
_ (I+pB)a n a € 2(1+p)
_(p_l){ 2 a 2<1+ﬂ)<1+2—a>+2}+ 2 a
) (+B)m—a) 20+8) 1 <
_(p_l){_ 2—a | 2-a p1+2}‘
This implies
_p_lz_l+g
v K

with € determined from e. O



CHAPTER 5

Critical exponent for the semilinear wave equation
with scale-invariant damping

5.1. Introduction and results
We consider the Cauchy problem for the semilinear damped wave equation
{ ugy — Au + 1itUt = |ul?, (t,z) € (0,00) x R,
(u,ut)(0,2) = (ug,u1)(x), x€R",

where 1 > 0, (ug,u1) € H'(R") x L*(R") and 1 < p < L5 (n > 3),1 <p <
oo (n = 1,2). Our aim is to determine the critical exponent p., which is the
number defined by the following property:

If p. < p, all small data solutions of (5.1.1) are global; if 1 < p < p,., the
time-local solution cannot be extended time-globally for some data regardless of
smallness.

We note that the linear part of (5.1.1) is invariant with respect to the hyperbolic
scaling

(5.1.1)

a(t,z) = u(A(1+1t) — 1, Az).

In this case the asymptotic behavior of solutions is very delicate. It is known that
the size of the damping term p plays an essential role. The damping term p/(14t)
is known as the borderline between the effective and non-effective dissipation, here
effective means that the solution behaves like that of the corresponding parabolic
equation, and mon-effective means that the solution behaves like that of the free
wave equation.

Concretely, for the linear damped wave equation

5.1.2 u — Au+ (1 +8)Puy, =0,
(

if —1 < B < 1, then the solution v has the same LP-L? decay rates as those of the
solution of the corresponding heat equation

(5.1.3) —Av+ (1+1t) Py =0.

Moreover, if —1/3 < 8 < 1, then the lower frequency part of the solution u of
(5.1.2) is asymptotically equivalent to that of a solution v of (5.1.3) in the L2-sense
(see [117]). This is called the local diffusion phenomenon. Wirth [115] also proved
that when 8 < —1/3, u is for each frequency asymptotically equivalent to that of v.
This is called the global diffusion phenomenon. On the other hand, if 8 > 1, then
the asymptotic profile of the solution of (5.1.2) is given by that of the free wave
equation Tw = 0 (see [116, 118]). We mention that Wirth treated more general
time-dependent damping terms and we refer the reader to [115, 116, 117, 118|
for detail.
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Wirth [114] considered the linear problem

{utt—Au—i- H tZO,

T+t
(u,ug)(0,2) = (uo, ur) ().

He proved several LP-L? estimates for the solutions to (5.1.4). For example, if > 1
it follows that

max{—n"=Lt(l_1)_£ _,(L_1
Hu(ta')HLG 5(1+t> { 2 (p q) g’ (p q)}(HUO”H;+||U1||H;—1),

(5.1.4)

||(Ut, Vu)(t’ ')HL‘I < (1 + t)maX{_%(%‘%)‘%7‘”(%_%)_1}(||u0||H§+1 + ||u1||H;),
where 1 < p <2, 1/p+1/qg =1 and s = n(1/p — 1/q). This shows that if u
is sufficiently large, then the solution behaves like that of the corresponding heat
equation

(5.1.5) vy —Av=0

1
141t
as t — oo, and if p is sufficiently small, then the solution behaves like that of the
free wave equation in the above sense.

The Gauss kernel of (5.1.5) is given by

G,(t i 7 - <<“|m>|2 )
= T T 2((14t)2 -1 .
W)=\ i or=n) €

We can obtain the LP-L7 estimates of the solution of (5.1.5). In fact, it follows that

1 1

lo(t, Mize S (1 +6) G300, ) v
for 1 < p < ¢ < oo. In particular, taking ¢ = 2 and p = 1, we have
ot )z S @ +8)72 (0, )] 21

From the viewpoint of the diffusion phenomenon, we expect that the same type
estimate holds for the solution of (5.1.4) when p is large. To state our results, we
introduce an auxiliary function

alz?

,_ _ H
A (R ER A TR

with a positive parameter §. We have the following linear estimate:

THEOREM 5.1. For any € > 0, there exist constants 6 > 0 and po > 1 having
the following property: If p > po and (ug,u1) satisfy

I§ = / 200 (ug(2)? + | Vo (2)]? + w1 (2)?)dz < +00,
then the solution of (5.1.4) satisfies
(5.1.6) / e*u(t,z)?de < CI3(1 + )"+,
(5.1.7) / e (ui(t, 2)* + [Vu(t, 2)[*)dw < CIG(1+1) "7+

fort >0, where C'= C,, . is a positive constant depending on i, <.
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REMARK 5.1. The constant ug depends on €. The relation is

po ~ €2

Therefore, as € is smaller, oy must be larger.

We also consider the critical exponent problem for (5.1.1). For the correspond-
ing heat equation (5.1.5) with nonlinear term |u|?, the critical exponent is given by
the Fujita critical exponent:

2
prp =14+ —.
n
Thus, we can expect that the critical exponent of (5.1.1) is also given by pg if p is
sufficiently large.

We write X(T') = C([0,T); H-(R"™)) n C*([0,T); L*(R™)) for T € (0,00]. We
first recall a local existence result, which is proved in Appendix (see Proposition
9.21).

PROPOSITION 5.2. Let

1<p§L2(n23)7 l<p<oo(n=12)
—

and § > 0. If I3 < +oo, then there exists T* € (0, +00] depending on I3 such that
the Cauchy problem (5.1.1) has a unique solution u € X (T™*) satisfying

/ e (42 4 |Vul? + u?)(t, z)dr < +oo
for allt € (0,T*). Moreover, if T* < 400 then we have

lim%}}f/ eV (2 4 |Vul? + u?)(t, x)dx = +oco.

Our main result is the following:

THEOREM 5.3. Let pr <p <n/(n—2) (n>3), pr <p < oo (n=1,2) and
0<e<2n(p—pr)/(p—1). Then there exist constants 6 > 0 and po > 1 having
the following property: if u > po and

I3 = / e2¥(0.7) (ud + |Vug|* + u?)da

is sufficiently small, then there exists a unique solution u € C(]0,00); HL(R™)) N
C1([0,00); L2(R™)) of (5.1.1) satisfying

(5.1.8) / e ulda < Cu,elg(l + t)_n+6’

(5.1.9) / €2 (u2 4 [Vul2)dx < Cp B(1+£) "2+
fort >0, where C\, . is a positive constant depending on p and €.

REMARK 5.2. As before, we note that pg depends on €. The relation is
po~e?~(p—pr)2
Therefore, as p is closer to pr, ug must be larger. Thus, we can expect that € can
be removed and the same result holds for much smaller . Recently, D’Abbicco [5]
improved the global existence result for p > n+2 and p > pr. He also obtained the
decay rates of the solution without any loss €.
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We prove Theorem 1.2 by a weighted energy method developed by [106]. Lin,
Nishihara and Zhai [56] refined this method to fit the damping term b(t) = (1+¢)~?
with —1 < 8 < 1. They used the property 5 < 1 and so we cannot apply their
method directly to our problem (5.1.1). Therefore, we need a further modification.
Instead of the property 8 < 1, we assume that p is sufficiently large and modify
the parameters used in the calculation.

REMARK 5.3. We can also treat other nonlinear terms, for example —|ul|P, |u|P~ u.

We also have a blow-up result when 4 > 1 and 1 < p < pp. We first introduce
the definition of a weak solution.

DEFINITION 5.4. Let T € (0,00]. We say that u € X(T) is a (weak) solution
of the Cauchy problem (5.1.1) on the interval [0,T) if it holds that

/ u(t, z) (0% (t, x) — %Y (t,x) — Oy ('uw(t,x))> dxdt
(0,T)xR" 1+1

(61100 = [ {Gmo(e) +ua(2)(0.2) ~ wo(x) (0, )} d

+ / |u(t, z)|[P(t, x)dxdt
[0,T)xR™

for any ¢ € C3°([0,T) x R) (see also Section 9.4.3). In particular, when T = oo,
we call u a global solution.

THEOREM 5.5. Let ug,u; € HYR") x L3(R"), 1 < p < pr and p > 1.
Moreover, we assume that

(5.1.11) lim inf (b — Dug + urdz > 0.
R=00 Jiz|<R

Then there is no global solution for (5.1.1), that is,

m (w w) [ = 400

holds for some T € (0, 00).
REMARK 5.4. (i)If
(n— Dug +uy € L*(R™)  and (n — Dug + uydz > 0,
Rn

then the condition (5.1.11) holds. (ii) Theorem 5.5 is essentially included in a recent
work by D’Abbicco and Lucente [7]. In this paper we shall give a much simpler proof.

One of our novelty is blow-up results for non-effective damping cases. We also
obtain blow-up results in the case 0 < p < 1.

THEOREM 5.6. Let 0 < p <1 and

2
l<p<1l4+—7r—.
N (Y

We also assume (ug,u1) € H*(R™) x L2(R"™) and

(5.1.12) lim inf/ uy (x)dx > 0.
|lz|<R

R—oo
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Then there is no global solution for (5.1.1), that is,

lim I, ) 122 = o0

t—

holds for some T* € (0, 00).

REMARK 5.5. (i)If
up € LYR™)  and uy(x)dz > 0,
R’IL
then the condition (5.1.12) holds. (ii)In Theorem 5.6, we do not put any assumption
on the data ug, and the blow-up result even holds for some p > pr. We can interpret

this phenomena as that the equation (5.1.1) loses the parabolic structure and recover
the hyperbolic structure if p is sufficiently small.

We prove this theorem by a test-function method. To transform the equation
into divergence form, we follow [56] and transform the equation into divergence
form by multiplying an appropriate function (see also [7]). In the same way of the
proof of Theorem 5.6, we can treat the damping terms (1 4 ¢)~? with 8 > 1 (see
Remark 5.6).

5.2. Proof of global existence

By Proposition 5.2, it suffices to proof the boundedness of H!(R") x L*(R™)
norm of solutions. We prove a priori estimate for the following functional:

M(t) := sup {(1 + T)”*Q*E/ 2 (u? + |Vul*)dz + (1 + 7)"75/ ewuzd:c} .

0<r<t n
We shall prove the following a priori estimate for M (t):
PROPOSITION 5.7. Let
pr<p<(n+2)/(n-2) (n>3), pr<p<oco(n=12)

and 0 < € < 2n(p —pr)/(p — 1). Then there exist constants 6 > 0 and po > 1
having the following property: if u > o, (uo,u1) satisfies I3 < +oo and u € X (T)
is a solution of the Cauchy problem (5.1.1) for some T > 0 such that

/ 20 (42 4| Vu|? + ud)de < +oo
for all0 <t < T, then it follows that
(5.2.1) M(t) + L(t) < CIZ + CM(t)P™!
for any 0 <t < T, where

L(t) := /o (14 7)ti=e {E(T) + (14 7)Jy(T; (u? + |Vu\2))} dr.

and C = C(p,e, p) is a positive constant depending only on p, e, .

Proor. We put b(t) = %5 and f(u) = |u|P. By a simple calculation, we have

2 _ 2azx Vo2 b(t)
_mw7 V¢_(1+t)27 _QZ)t _2+57

4
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and

no b(t)  /n 5 b(t)

2461+t (2 1) 1+t
Here and after, §; (¢ = 1,2,...) denote a positive constant depending only on ¢
such that

Ay =

6; —0 as 6 —0.
Multiplying (5.1.1) by e?%u;, we obtain

W»
520) 2[5 W] - v
2 29
wet (o0 -5 -0+ S -
i —y
T:
= O [ Fw)] + 2% () F(u),

where F' is the primitive of f satisfying F'(0) = 0. Using the Schwarz inequality,
we can calculate

12 (Levowal - 5.

From this and integrating (5.2.2), we have
d 2 b(t -

(5.2.3) —/ e—(uf + |Vul?)dx +/ eV bt) _ W | u? + £|VU|2 dx
dt Jg» 2 n 4 5

d

< — eV F(u)dx + 2/ eV (—ahy ) F(u)dz.
dt RTI, n

Here we note that 2%y, (¢, 2)Vu(t,z) € L'(R™) and so we can use the diver-

gence theorem and (5.2.3) is valid. On the other hand, by multiplying (5.1.1) by

e2¥y, it follows that

% [ew <uut n b(;)vf)] — V- (e2YuVu)

+ ew{|Vu|2 + <1/1t + ) b(t)u? + 2uVe) - Vu —29uu; — uf}

T>

1
21+ 1)

= e2Yuf(u).
We calculate
eV Ty = 4e®YuVip - Vu — 2e2YuVip - Vu
= 4e*uVep - Vu — V - (2Vu?Vip) + 22V u?|Vip|* + €2V (A)u?

and have
(5.2.4) % {ew (uut + b(;)uzﬂ — V- (%Y (uVu + u?V))
+ ] |Vul® + 4uVu - Vo + (—)b(t) + 2yl
T3
+(n+1-—201) 2(?(3_) ) u? — 2uhuny — uf} = eYuf(u).



5.2. PROOF OF GLOBAL EXISTENCE 135

The term T3 is estimated as follows:

2
Vu+ /4 +6/2V

4 )
To—(1— 2, 0 2 2
2= (1 gy ) IVuP + §Ivol +

> 85(|Vul® + b(t) (=) u?).

Thus, we can rewrite (5.2.4) as

% [ezw (uut + b(Qt)UQ)] — V- (e* (uVu + u? V)

2
Vi+0/2

+ e {62(|Vu|2 + b(t) (= )u?) + (n + 1 — 261)

< e®uf(u).

Integrating the above inequality and then multiplying by a large parameter v and
adding (1 +¢)x (5.2.3), we obtain

d 1+t vb(t) o
dt[/ne { 5 (ut+|Vu|)+Vuut+Tu dx

+/n (L -v- %+(—wt)<1 ) )uf + (s — 5+M)Wu\2

2 2
( )'LL thuut Uy }

T4 T5

+ vO2b(t) (—r)u? + (n+ 1 — 24y) 22/1b$)t) u? + 2v (= )uny }dm

Ts
:lit [(1+t)/n 62¢F(u)dl} +C/n62w(1+ (1+t)(*1/)t))|1£|p+1d117.

We put a condition for p and v as

I 1
2. E_y,_=
(5.2.5) 1 V"35> 0,
1
(5.2.6) véy — 3 > 0.

Then the terms T, and T5 are positive. Using the Schwarz inequality, we can
estimate Ty as

2
6| < 5 ( ) (L +tyuf + +t(*¢t)u2
Now we put another condltlon
2
(5.2.7) p> L
d2

Then we obtain the following estimate:

L4+ 8) Ty (t; (uf + [Vul?) + (n+ 1 — 261)mJ(t;u2)

di[(l + 1) (t; F(u)] + CJ (& [ulPTh) + (1 + )Ty (& |ulPFh)),

E(t) ::/ e? {1+t(ut+|Vu )+1/uut+yb2(t)u2}dx,

(5.2.8) %E(t)+H(t) 5(

where

2
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1 1
H(t) :/ ew{(’i —v— 2) u? + <1/(52 - 2) |Vu|2}dx,

J(t; ) :/ e udz, Jd,(t;u):/ e (=1 )udz.

Multiplying (5.2.8) by (1 +¢)"*17¢ we have
d

1+ HEEB)] - (n 41— ) (1 4+ )" E(t)

Tz
1
+ (L + )" H () + 5(1 + )" P2 T (5 (uf + [Vul?))

vb(t)

_ n+l—e
+(n+1-26)1+7%) 50 +1)

J(t;u?)

d
< A+ "It F(u))]
+CO((L+ )" 72T (8 [l + (L + )27 0y (6 [uPT)).
Now we estimate the bad term T%. First, by the Schwarz inequality, one can obtain

v
|Vuut| S WU? + 53]/b(t)u2’

(t)

where d3 is determined later. From this, 7% is estimated as

T <(n+1—-e)1+¢""°

1+t v(l+t) 1+t vb(t)
29 ) (270 2 1Tt 2, YolY) 2
X / e { < 5 + 6ur ) u; + 5 |Vul|* 4+ 5 (14 263)u” p dz.

We strengthen the conditions (5.2.5) and (5.2.6) as

o 1 1 v
2. el 1— =
(5.2.9) Ly S —(nt1-9) (2 +463M) >0,
1
(5.2.10) 1/5275(’&4’2*6) > 0.

Moreover, we take € = 341 and then choose d3 such that
(n+ 1 — 2(51) — (n+ 1 — 3(51)(1 =+ 253) > 0

Under these conditions, we can estimate 77 and obtain

L1 ay B ()

+ (1 + )" TEE(t) 4+ ¢(1+ )" 22T, (4 (uf + | Vul?))
< S+ 120 F(w)
(U Tl )+ (14 6270 5 [l )

with some ¢ > 0, where

E(t) ::/ e (uf + |Vul?)dx.
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By integrating the above inequality, it follows that

(1+ )" =2 B(t)

+ c/t(l + r)nti=e {E(T) + (14 7)Jy(T; (uf + |Vu|2))} dr

<cn i (L+ )" 27Tt JulP*)

+ C’/Ot(l + r)nti=e {J(T; lu[PT) + (1 + 7)Jy (T3 |u\p+1))} dr.
By a simple calculation, we have

(1+t)E(t) + %J(t;qﬁ) < CE(t).

1+

Thus, we obtain

(5.2.11) (1 4+ )" B(t) + (1 4+ )" J(t;u?)
+ C/O (1+ 7')”+17’S {E(T) + (L4 7)Jy(T; (ut2 + |Vu|2))} dr
< CIG+ (1+ )" 270 (t ulP)
e / (1 7)™ LI ful? ) + (1 7) Ty (7 [P ) } i

Now we turn to estimate the nonlinear terms. Noting that

p+1
J(t; juPTh) = / eritly dx
and
V(eﬁwu) = 2 eﬁw(vw)u T er¥Vy
p+1 ’

we apply Lemma 9.10 to J(¢; |u[P™!) and have
X 52 (p+1)
J(t;uPth) < C (/ ez>+1¢u2dx)
Rn
4 4 g(+1)
X / er+ 1% |V 2uldz —|—/ eﬁlw|Vu|2dx> ,
R" R"

_ n(p=1)
where o = 2(§+1) . We note that

2 2

(1+1t)* - (1 +t)262w

and obtain

52 (0+1)
J(t;uPtt)y < C </ e2wu2dx>
R’n.

1 %(P"Fl)
X TEE e2utde + / 62w|Vu|2dx> .
R'n.

n
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Therefore, we can estimate
(1+ )™ 2720 (1 [ufr ) < C(1+ )" 271+ 1)~ M (1)} =7 4D
x {(1+4t)~ 2=y ()} 2D
=C(1+t) M)+

with
1—
y=n+2-ec—(n—¢) J(p+1)—(n+2—s)%(p+l)
1
:n+2—5—(n—6)p; —o(p+1)
n(p+1) np-1) ep-1)
= 92— _
n+ 5 5 + 9
e(p—1

=-—n(p—pr)+ %
In a similar way, we can estimate the other nonlinear terms and one can see that
(5.2.12) M(t) + L(t) < CIZ + C(1 + )Y M (t)P+,
where

t
L(t) := / (L4 7)" T {E(r) + (1 + 1)y (75 (uf + |Vul?))} dr.
0
Hence, if
2n (p — pr)

5.2.13 SO PR
( ) e < p— 1 )
then v < 0 and we have (5.2.1). O

The rest of the proof of Theorem 5.3 is the same as in Section 4.2.2 and so we
omit the detail.

5.3. Proof of blow-up

In this section we first give a proof of Theorem 5.5. We use a method by
Lin, Nishihara and Zhai [56] to transform (5.1.1) into divergence form and then a
test-function method by Qi S. Zhang [122].

Let 4 > 1. We multiply (5.1.1) by a positive function g(t) € C?([0,00)) and
obtain

(gu)ee — Algu) = (g'u)e + (—g' + gb)ur = glul”.
We now choose ¢(t) as the solution of the Cauchy problem for the ordinary differ-
ential equation

{ —g'(t) +g(®)b(t) =1, t>0,
(5.3.1)

9(0) = 55
The solution g¢(t) is explicitly given by
1
t)=——(1+1).
o(t) = —(1+1)
Thus, we obtain the equation in divergence form

(5.3.2) (gu)e — Algu) — (g"u); + up = glul?.
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Next, we apply a test function method. We first introduce test functions as in
Section 1.4.2:

1 (/01— Js) el = 1/2)
_ expl— — | .
p(x) = exp(—1/(Jz2 — 1/4)) + exp(—1/(1 — |z[2)) (172 < |z] < 1)
0 (Jo > 1),
1 (0<t<1/2),
_ exp(—1/(1 —t*))
n(t) = (L — D) + op(- /(1 =) (1/2<t<1),
0 (t>1).

It is obvious that ¢ € C§°(R"),n € C§°([0,0)). We also see that

OISO, " OIS n0)Y?, |Ag@)] S ¢la)'/P.
Indeed, we put g, so that 1/p+1/¢=1,1/p+2/r =1 and let u = n*/9, v =n'/".
Then we obtain
0] = 100 =l ) S it~ = 1,
") =) | S Wt P Ser R =gl

The assertion for ¢ can be proved in the same way. Let R be a large parameter in
(0,00). We define the test function

rnlt,z) = . (Or(z) =1 (t) o(%).

Let g be the dual of p, that is ¢ = pp Suppose that u is a global weak solution of
(5.1.1)) with initial data (ug,u1) satisfying (5.1.11). We define

/ / t)|u(t, )Py r(t, z)dxdt,
Br

where 7, R are parameter in the intervals [7g, c0), [Rp, 00), respectively and Br =
{]z| < R}. We will appropriately chose 19 > 1, Ry > 0 later. According to the idea
of the transformation the equation into divergence form (5.3.2), in the definition of
the weak solution (5.1.10), we substitute g(¢)¢, r(t, z) into 9 (¢, z) and obtain

I r= —L ((M— 1)U0+U1)¢Rd$

/ / gua (Yr.R) dmdt+/ / (g'v — )0y (VYr r)dxdt
Br Br
/ / gulA (Y, g)dxdt
Br

= _fl ((n— Dug + u1)dppdr + K1 + Ko + Ks.
R

By the assumption on the data, there exists Ry > 0 such that

/ (b — Duo + u1)prdx >0
Br

for R > Ry and so
Ir < K1+ K> + K.
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We first estimate K3. By the definition of test functions and the Hélder inequality,
we have

|K3|§R‘2// g(t)|u| Aty pdxdt
0 JBr\Bg/»

T 1/p T
<R ( / / g<t>|u|pr,R<t,x>dxdt> ( / / g(t)dxdt>
0 JBgr\Bg/2 0 JBgr\Bg/2

< 72/an/q72ji/II;’

1/4q

where

I r= / / g(t)|ulPr g (t, z)dxdt.
0 JBgr\Bg/2

In a similar way, we can estimate K7 and K as
K|+ Ko S 792 RETVE, Iog o= // /B g()|[uPr v (t, x)dxdt.
T/2 R

Hence, we obtain
(5.3.3) Ip S TaRMa2[E 4 p2la=2gn/aflie,

in particular Ij}}l/p < R 72 We put 79 = max{Ro,1} and 7 = R. Then we

have
1-1/p nt2_o
IT,T 5 T ¢ *

We note that 1 < p < pp if and only if "T'*'Q — 2 < 0. Therefore, if 1 < p < pg, by
letting 7 — oo we have I, ; — 0 and, hence v = 0. Therefore, by the definition of
the solution (5.1.10), we have

/n((ﬂ — Dug + u1)pr(x)dr =0

for any R > 0, which contradicts the assumption on the data. If p = pp, we have
only I, < C with some constant C' independent of 7. This implies that g(¢)|u|? is
integrable on (0, 00) x R™ and, hence

lim (I, + I,,) = 0.
T—00

By (5.3.3), we obtain lim, o I, = 0. Therefore, v must be 0. This also leads to
a contradiction.

PRrROOF OF THEOREM 3.6. The proof is almost the same as above. Let 0 <
< 1. Instead of (5.3.1), we consider the ordinary differential equation we consider
the ordinary differential equation

(5.3.4) —g'(t) + g(t)b(t) =0
with g(0) > 0. We can easily solve this and have
g(t) = g(0)(1 + )"

Then we have

(5.3.5) (gu)ee — Algu) — (g'w)e = glul?.
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Using the same test function ¢, g(t, ) as above, we can calculate

- 3
IR z/ / g(t)|u|Pr gdadt = —/ 9(0)uyprdx + Z‘]’f’
0o JBgr Br Pt

Jp = / / gud? (1, g)dxdt,
0 Bgr

Ty = / / 9By (tbr. ) ddlt,
0o JBr

- /0 ' /B guA )

We note that the term of ug vanishes and so we put the assumption only for w;.
We first estimate Jo. Noting ¢/(t) = ug(0)(1 +)*~1, we have

1 T
S5 [ @0 o adadt
R 7/2JBgr

By noting that (14+¢)*~1 ~ g(¢t)*/P(1+¢)*/9~! and the Holder inequality, it follows

that
1 - 1/p -
J2|NR< / g|u|pz/)Rdxdt> ( / / (1+t)“qudt>
/2 /2 JBg
< Ij/}g(1+7(“ @/ / / dadt
R /2JBr

< T(/L—q+1)/qR—1+n/quf£,

where

1/q

where 1 g is defined as before. In the same way, we can estimate J; and J3 as
|| + | J5] < T*2+(u+1)/an/q_fi,/£ + T(u+1)/qR72+n/q_fi’/£’
where I~T7R is the same as before. We put 79 = max{Ry,1},7 = R. Then by (5.1.12)
and the above estimates, we have
I, < 7—*2+(n+ﬂ+1)/‘I([1/P + [1/p)
We note that
2
n+(p—1)

The rest of the proof is same as before. O

—24+Mm+p+1)/¢g<0 & p<1+

REMARK 5.6. We can apply the proof of Theorem 1.4 to the wave equation with
non-effective damping terms

{ uge — Au+ b(t)ur = |ul?,
(u’ut)(ovx) = (UOaul)(I)a
where

b(t)=(1+t)7"
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with 8> 1. We can easily solve (5.3.4) and have

o0 = g0 exp (5 (@077 - ).

We note that g(t) ~ 1. The same argument implies that if

2
1l<p<14+ ——, liminf/ urdx > 0,
n—1 Br

R—oo

then there is no global solution (1 < p < oo whenn = 1). We note that the exponent

142/(n—1) is greater than the Fujita exponent.
We also mention that if b(t) is nonnegative and satisfies

lim tb(t) = 0,
t—oo

then we can obtain the nonexistence of global solutions for 1 <p <1+2/(n—1).
This shows that when the damping is non-effective, the equation loses the parabolic
structure even in the nonlinear cases. One can expect that the critical exponent
is given by the well-known Strauss critical exponent. However, this problem is

completely open due to the author’s knowledge.



CHAPTER 6

Blow-up of solutions to the one-dimensional
semilinear wave equation with damping depending
on time and space variables

6.1. Introduction and results

In this chapter, we consider the Cauchy problem of the one-dimensional semi-
linear damped wave equation

{ Ut — Uy + a(t, x)us = |u?, (t,z) € (0,00) X R,

(6.1.1) (u,u)(0,x) = (uo,u1)(z), =€R,

where u = u(t, z) is real-valued unknown and p > 1. We assume that a(t, ) is a
nonnegative smooth function satisfying

1)
with some k£ > 1 and small é > 0. This assumption means that the damping is

non-effective. Therefore, it is expected that the critical exponent of (6.1.1) agrees
with that of the wave equation

(612) \6‘?6‘5(1(@ (ﬂ)| < (O‘aﬁ = Oa 1)

Wit — Wee = |w]|P.

Kato [42] proved that the critical exponent of the wave equation is given by +oc.
More precisely, he proved that if the initial data has compact support and satisfies
Jg we(0,z)dz > 0, then for any 1 < p < oo, the local-in-time solution blows up in
finite time. We will introduce a corresponding blow-up result for (6.1.1).

Our proof is based on the test function method. In order to apply the test
function method, we follow an idea by Lin, Nishihara and Zhai [56] and transform
the equation (6.1.1) into divergence form. Multiplying (6.1.1) by a positive function
g = g(t, ), we have

(6.1.3) (gu)tt — (gu)m + Q(QIU;)@ + ((_29t + ga)u)t + (gtt —Gzx — (ga)t)u = g|u|p
Thus, if g satisfies
(614) gtt — Gxa — (ga)t =0,

then (6.1.3) becomes divergence form and we can apply the test function method.
We will find a solution g of (6.1.4) having the form

(6.1.5) g(t,x) =14 h(t,x),

where h has small amplitude, more precisely, |h(t,z)| < 6 with some 6 € (0,1).
This ensures the positivity of g and so the nonlinearity g|u|P. Then h must satisfy

(616) htt — hmz — a(t,m)ht — at(t,x)(l + h) =0.

143
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We can find a classical solution h of (6.1.6) having the desired property by the
method of characteristics.

LEMMA 6.1. Let 6 € (0,1) and k > 1. Then there exists 6o > 0 such that for
all § € (0,60) the following holds: if a satisfies (6.1.2), then there exists a solution
h € C?([0,00) x R) of (6.1.6) satisfying
_0
(1+ )17
for all (t,z) € [0,00) x R with some constant C > 0.

(6.1.7) |h(t, z)| < |0C0Ph(t, )| < (a+B8=1)

(1+t)*

Using this h, we can obtain a blow-up result for (6.1.1). To state our result
precisely, we define the solution of (6.1.1). Let T € (0, c0]. We say that u € X (T') =
C([0,T); HY(R)) N C*([0,T); L*(R)) is a (weak) solution of the Cauchy problem
(6.1.1) on the interval [0,T) if it holds that

/ u(t, 2) (02 (1, 2) — 020 (t,2) — By(alt, 2 (t, 2)))dadt
[0,T)xR
(6.1.8) = /R {(a(0, z)ug(z) + u1(x))(0, ) — ug(z)0ph(0, x) } dx

+ / |u(t, z)[Pyp(t, x)dadt
[0,T)xR

for any ¢ € C2([0,T) x R) (see also Section 9.4.3). In particular, when T = oo, we
call u a global solution.
We first recall a local existence result:

PROPOSITION 6.2. Let 1 < p < oo and (ug,u1) € HY(R) x L2(R). Then there
exist T* € (0, +00] and a unique solution uw € X(T*). Moreover, if T* < +oo, then
it follows that

Tim inf |, 00) (8 22 = +00,

For the proof, see Proposition 9.21. We put an assumption on the data

R
(6.1.9) lim inf/ ((—g+(0,2) + g(0, z)a(0,z))uo(x) + g(0, z)us(z))dz > 0,

R—o0 R
where g is defined by (6.1.5) with / in Lemma 6.1. Our main result is the following.

THEOREM 6.3. Let 1 < p < oo. Under the same situation as Lemma 6.1,
let (ug,u1) € HY(R) x L*(R) satisfy (6.1.9). Then the local solution u of (6.1.1)
blows up in finite time, that is, limy 7= _q ||(u, us)(0)| g1 x 2 = +00 holds for some
T* € (0,+00).

REMARK 6.1. () If the initial data (ug,u1) satisfies that ug = 0,u; > 0 and
Jrui(z)dz > 0, then the condition (6.1.9) is fulfilled. (ii) For Lemma 6.1, our
method does not work in higher dimensional cases n > 2 and we have no idea to
find an appropriate solution g of (6.1.4). (iii) We expect that the assumption on
the smallness of 0 is removable.

We can also treat other types of damping. We give three examples. These
examples have the form a(t,z) = b(t) + d(t,x), here b(t) and d(¢,x) denote the
main term and a perturbation term, respectively.
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The first example is the case that a(t,x) is a perturbation of b(t) = 2/(1 + t),
that is, a is given by

(6.1.10) a(t,z) = ILH +d(t, x)

and d(t,z) is a smooth function satisfying (6.1.2) with § < 2. Note that this
condition implies a(t,z) > 0.
In this case by putting

(6.1.11) g(t,z) = (1+t)(1 + h(t, z)),
the equation (6.1.6) becomes

d(t, )
141

In the same way as in the proof of Lemma 1.1, we can obtain a solution h of (6.1.12):

LEMMA 6.4. Let 6 € (0,1) and k > 1. Then there exists 69 > 0 such that for
all § € (0,00) the following holds: if d satisfies (6.1.2) and a is given by (6.1.10),
then there exists a solution h € C%([0,00) x R) of (6.1.12) satisfying

_ b
(1+t)k=1"
for all (t,z) € [0,00) x R with some constant C' > 0.

(6.1.13) |h(t,z)| < |0C0Ph(t, z)| < (a+B8=1)

(1+t)k

Using this h, we can apply the test function method and obtain a blow-up
result.

THEOREM 6.5. Let 1 < p < 3. Under the same situation as Lemma 6.4, let
(ug,u1) € HY(R) x L?(R) satisfy (6.1.9). Then the local solution u of (6.1.1) blows
up in finite time.

The second example is

(6.1.14) a(t,z) = b(t) + d(t,z)
with smooth nonnegative function b(t) satisfying
i
6.1.15 b(t) < —
(61.15) 0 s

for some p > 0 and a smooth function d(¢, x) satisfying (6.1.2) with § < p. In this
case, by putting

(6.1.16) g(t, ) = fFO)(1 + h(t, ),
we have
!/ 1 f/ , !
het — hge + <2f_b_d> ht + (f_fb_b —fd—dt) (1+h)=0.

The bad terms are , )

L Ly y

7

and hence, we choose the function f(¢) so that

" /
(6.1.17) o f—b —b =0.

7
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Thus, putting

t
(6.1.18) f(t) =exp </ b(s)ds) ,

0
we obtain the equation
(6.1.19) hit — hge + (b—d) hy — (bd+d¢) (1 4+ h) = 0.

In a similar way to Lemma 6.1 with some technical argument, we can find an
appropriate solution h of (6.1.19).

LEMMA 6.6. Let 0 € (0,1),p > 0 and k > max{1l,u}. Then there ezists
0o > 0 such that for all 6 € (0,dq) the following holds: if b and d satisfy (6.1.15)
and (6.1.2), respectively, and a is given by (6.1.14), then there exists a solution
h € C?([0,00) x R) of (6.1.19) satisfying

0
for all (t,z) € [0,00) x R with some constant C > 0.

(6.1.20)  |h(t,)| < 070 h(t, )| < (a+B8=1)

(1+t)k

This lemma and the test function method imply

THEOREM 6.7. Let 1 < p <14 2/u. Under the same situation as Lemma 6.6,
let (ug,u1) € HY(R) x L?>(R) satisfy (6.1.9). Then the local solution u of (6.1.1)
blows up in finite time.

REMARK 6.2. (i) When b(t) = u/(1+1t) with u = 2, Theorem 6.5 is better than
Theorem 6.7.
(ii) We can choose the function f(t) as

F(t) = /Ot exp (/t b(T)dT) ds

instead of (6.1.18). Then the equation (6.1.17) also holds. However, the behavior
of f(t) above is worse than (6.1.18) and we can obtain only weak result.

The third example is the form
a(t,z) = b(t) + d(t, =)

with non-effective b(t) and a perturbation term d(¢, z). The function b(t) is assumed
to be smooth, nonnegative and satisfies (6.1.15) with p > 0. Moreover, we assume
that

(6.1.21) Jlim 1b(t) = 0.
A typical example of b(t) is
1
b(t) = ———————.
®) (e +t)log(e + 1)
From the assumption (6.1.21), it follows for any € > 0, there exists to > 0 such that
€
b(t) < ——
)= 14+t

holds for t > tg. Thus, we have

(6.1.22) exp (/Ot b(s)ds) < exp (/Oto b(S)dS) exp (/t: 1 i s

if t > tg. Noting this, we can prove a blow-up result for any 1 < p < co.

ds) <C(1+1)°
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THEOREM 6.8. Let 1 < p < oco. Under the same situation as Lemma 6.6, we
assume the additional assumption (6.1.21). Let (ug,u;) € H'(R) x L?(R) satisfy
(6.1.9). Then the local solution u of (6.1.1) blows up in finite time.

6.2. Existence of multiplier function

In this section, we construct a solution of (6.1.6) by the method of character-
istics. First, we diagonalize (6.1.6). Put

U1 _ ht + h'r
ve )\ hi—hy )

Then vy and vs satisfy

(6.2.1) Oyv1 = Dyvr + “(’;3””) (1 + v) + as (t,2)(1 + h)
and
(6.2.2) Opvog = —0zv9 + @(vl + v9) + as(t, z)(1 + h),
respectively. We can rewrite (6.2.1)-(6.2.2) as
p(vi(t,x — 1)) = W(m(mx — )+ va(t,x — 1))
Fagt,x — )1+ h(t,z — 1),
O(va(t,x +1)) = W(m(t, 2 +t) + va(t, x + 1))

+a(t,z+t)(1+ h(t,z +1)).

We seek solutions satisfying lim;, 4o (v1,v2) = 0 uniformly in z. Integrating the
above identities over [t,00) and changing variables, one has a system of integral
equations

(6.2.3) vi(t,z) = — /too {g(m +v2) +ar(1+ h)} (s,x+t—s)ds,

(6.2.4) vt z) = — /too {2 4o+ a4+ 1)} (s~ (- ))ds.

Next, we construct solutions to (6.2.3), (6.2.4) by an iteration argument in an
appropriate Banach space. We define a function space Y. We say V' = (v1,v9,h) €
Y if V e (C([0,00) x R))®, V is differentiable with respect to = for all (t,z) €
[0,00) X R, 8,V € (C([0,00) x R))*, and ||V |ly = ||(v1,v2,h)|ly < +00, where

[(v1, 02, B) ||y

=, {@+ D @)l + QA+ ) loa@®ls + (1 + O A5 }

1)z = 1At oo + 102h(E; Yoo, [[A(t)lloc = igg\h(t@ﬂ

Then Y is a Banach space with norm ||V||y. Let 6 € (0,1) and let

Ko ={(v1,v2,h) €Y | sup (1 —|—t)k||v1(t)||Oo <0,
te(0,00)

sp (L4 M or(t) o < 6, sup (14 (1) oo < 0).
t€[0,00) te[0,00)



148 6. BLOW-UP FOR 1D SEMILINEAR DAMPED WAVE

Take (vgo), véo), h(9)) € Ky arbitrarily and define V(") = (vgn), fué"), R(™) inductively
by

(6.2.5)
o tn) == [ {500 ) ) (st e s))ds,
t

o (t,x) = — / {5007 o) 4 a4+ ) | (s, — (2= 8)ds,
t

1 ° n n

W (¢, ) = —5/ W™ 4 u{) (s, 2)ds.
t

The following proposition shows that if the coefficient of damping term ¢ is suffi-

ciently small, then {V(™}°° , is a Cauchy sequence.

PROPOSITION 6.9. Let k> 1 and 6 € (0,1). Then there ezists 5o > 0 such that
for any & € (0,30] the following holds: if a satisfies (6.1.2), then {V(™}>2 € K,
for alln and {V ™} is a Cauchy sequence with respect to the norm || - ||y .

PROOF. First, we prove that if V(=1 e K, then V(™ € Kjy. Assume
V(=1 e K,. Tt is obvious that V(™ e (C([0,00) x R))®. We have

oV )| < {“;'uv%"—” eV ) + ladl (1 + h<”-1>|>} (5,04t = 5)ds
t

o 0o 5 o
S/t (1+S)2k + (1+S)k+1 (1+9(1+8) (k 1))d8
=0C1(1+1)7"

with some C; > 0. Hereafter, C; (j = 1,2,...) denotes a constant depending only
on k, 0. Moreover, differentiating under the integral sign, we obtain

Q0" (t,7) = — /t h {2 + o) + L@ael"™ + 0,08 )
g (1+ D) 4 ah{ DY (5,24t - 5)ds.
This implies 8111%") € C(]0,00) x R) and
10,08 (¢, 2)| < 6Co(1 + 1),

We can also obtain the same estimates for vén). By differentiating under the integral
sign again, we have

1 o0
O h™ (t, ) = _i/t (0,08 + 0,08 (s, 2)ds.
Thus, we can see that
*© ds
M (t ) <6 / =031 +t)" kD
‘ (t,z)| < 6Ch . (1+s)F C3(1+1) )
©  ds
LW (L, z)] <6 / =50, (1 +t)" Y,
‘a (,$)| <460 \ (1+t)k C4( + )

The above estimates show V(") € Y. Moreover, taking & so small that &g max{C1,Cs3} <
0, we have V(™) € K, for all § € (0,d).
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Next, we prove that {V(™}22  is a Cauchy sequence with respect to the norm
|- ly. It follows that

.
00 = o D)l < [ Gl = o g = o)
)
< OCs(14)~CED |y =l —y =2y,

+ ‘h(nfl) _ h(n2)|} (s,x+t—s)ds

In the same way, we have
10,08 (¢, 2) — 0,0V (¢, 1) < 6C6(1 + )~ =D |y =1 _y(n=2)y,

and the same estimates are true for vén) — vénfl). We also obtain

WM (¢, ) — KD (t 2)| < 6C7(1 + ) 2k=D ||y (=t _yn=2)),
|0,h M) (t, ) — 8,h "V (1, x)| < 6Cs(1 4 ) 2=V ||y (=) _yn=2)

Consequently, taking dp smaller so that r = d¢(2C5 4+ 2Cs + C7 + Cg) < 1, we have
Ve = vy < vyt - veDy,

which shows that {V ("} is a Cauchy sequence. O

PROOF OF LEMMA 6.1. By the above proposition, {V (1% is a Cauchy se-
quence and converges to some element (v1, v, h) € Ky. Therefore, (v1, va, h) satis-
fies the integral equation (6.2.3), (6.2.4). By noting the differentiability with respect
to t of the right-hand side of (6.2.3) (6.2.4), we have v1,v2 € C1([0,00) x R). Differ-
entiating (6.2.3) and (6.2.4), one can see that vy, vy satisfy the differential equation
(6.2.1), (6.2.2), respectively. By the equation of h, we also have

(6.2.6)  Oih(t,x) = %(vl(t,x) +ua(t,x)), OLh(t,z)= %(vl(t,x) —va(t, z)).

Thus, h € C?([0,00) x R) and h is a classical solution of (6.1.6). By noting
(v1,v2,h) € Ky and (6.2.6), the estimate (6.1.7) is obvious. O

6.3. Proof of blow-up

In this section, we give a proof of Theorem 6.3. By Lemma 6.1, there exists h
satisfying (6.1.6). Thus, (6.1.4) holds for g given by (6.1.5) and we can transform
the equation (6.1.1) into divergence form

(6.3.1) (gu)et — (9u) e + 2(gzt)z + ((—=2g: + ga)u), = glul’.

We apply the test function method to (6.3.1). Since g is defined by (6.1.5) and h
satisfies (6.1.7), we have

C

(6.3.2) Ch<ygt,e) <C, glt,z)| < 1+ 0)F

|92 (£, 2)| <

(1+t)’
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with some constant C' > 0. We define test functions

1 1) (Jz| <1/2)
B exp(— - .
Y=\ (1 — 1) F (-1 a7y M2l <L),
0 (le] > 1),
1 0<t<1/2),
B exp(~1/(1 - 12))
10 =1 S - 1a) +ep-a ey V2t
0 (t>1).
It is obvious that ¢ € C§°(R),n € C§°([0,00)). We also see that
(6.33) (@) S da)7?, 16" (@)| < b)Y,

AOISTIORLR U OISETORES

Indeed, let ¢, 7 satisfy 1/p+1/¢ = 1,1/p+2/r = 1 and let p = ¢'/9,v = ¢'/".
Then we have
10| = ()| = lqu? ™" W' | S it = o'/7

and

‘¢II| _ |(Vr)/| 5 |I/N‘Z/T71 + |V/|2V7‘72 /S Vr72 _ ¢1/p.
The assertion for 1 can be proved by the same way. To prove Theorem 6.3, we
use a contradiction argument. Suppose u € X (o00) is a global solution to (6.1.1)
with initial data (ug,u1) satisfying (6.1.9). Let 7, R be parameters such that 7 €
(10,00), R € (Rp,00), where 19 > 1, Ry > 0 are defined later. We put

n-(t) =n(t/7),  or(x) = d(x/R),
Ur r(t,2) = 17 () PR (2)

T R
Lwi= [ [ glulb.,ndsd,
0 —R

R
IR = /_ | (C0u(0,2) + 9(0,2)a(0, 2))uo (2) + 9(0, 2)us () dr(x)de,

and

Substituting the test function g(¢, x)¥; r(t, ) into the definition of solution (6.1.8),
we see that

T R
I.p+Jr= / / (guditr r — qudhr r — 2(gou)0¥r R
0o J-r

—(—2g¢ + ga)udyr r) dxdt =: K1 + Ko + K3 + K4.

Next, we estimate the terms Ki,...,K4. Let g be the dual of p, that is ¢ =
p/(p — 1). By using the Hélder inequality and (6.3.2), (6.3.3), it follows that

T R
Ky <2 / / loull (/)6 (x)dadt

< ( [ Z ( /0 ’ g(t,x)dt) d)R(x)dx)

_ 1
SERARA) L) 8

1/q
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T R
Ky < R / / laulld"(a/ Rl (1o

<R ( [ ([ sttometoar) dx)

< Tl/qR—2+1/qu/I§’

1/q

T R
Ky <R / / (gl 2/ R) |, ducdt
0 —R

R T /g
<SRILVE (/ (/ (1+ t)qkdt> dsc)
—R 0

< R_Hl/q-’i,/]g'

Finally, we estimate K4. Noting that supp /() C [1/2,1], we have

T R
Ko<t [ (el + lgablull (t/7)]6 ndod
0 —R

R T 1/q
< —171/p —k
ST </_R </T/2(1 +1) th) gbR(x)dx)

< rolkHlagt/aptie.
Therefore, putting
D(r,R) := r—2+tV/aRl/a 4 pl/ag=2+1/a 4 p=1+1/a,

we obtain
(6.3.4) In+Jr < CD(r,R)IE.
By the assumption on the data (6.1.9), there exists Ry > 0 such that Jz > 0 holds
for R > Ry. This implies

I, r < CD(r,R)%.
Putting 79 = Ry and R = 7, we have
(6.3.5) I, <Cr it
for 7 > 75. In particular, I, , < C with some C' > 0 and hence, glu|P €
L'([0,00) xR) and lim; 4 o Ir.+ = [|g|u[P|| L1 ([0,00) xR)- Moreover, since —1+1/q <
0, by letting 7 — +o00, the right-hand side of (6.3.5) tend to 0. This gives

llglulPllz1(f0,00)xr) = 0, that is u = 0. However, in view of (6.1.8), it contradicts
(up,u1) # 0. This completes the proof.

6.4. The case of perturbation of 1%-1&

In this section, we give a proof of Theorem 6.5. Note that we can prove Lemma
6.4 by the same argument as the proof of Lemma 6.1. The only difference between
the proofs of Lemmas 6.1 and 6.4 is that of the coefficients of (6.1.6) and (6.1.12).

However, by the assumption on d(¢,x), it follows that
) d(t, ) 20

d(t < dy(t <
| (7I)‘_ (1+t>k’ 1+t + t(ax) — (1+t)k+1
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Using this estimate, we can prove Lemma 6.4 in the same way as Section 6.2 and
hence, we omit the detailed proof.
Now we prove Theorem 6.5. By (6.1.13) and (6.1.11), we have

(6.4.1) g~ (1), gl S10 gal S A +8)7FH

We use the same notation as in Section 6.3 and suppose that u is a global solution.
The main difference with the previous section lies in the estimate of the terms
Ki,...,K4. In this case, we have

T R
Ky <12 / / Lol (1/7) m(x)drds

Sy ( / Z ( | g(t,x>dt) ¢R<x)dx> "

_ 1
SRR,
T R
K, <R / / lgull6” (z/ R) 1. (£)duedt
0 —R

<R ( / i ([ stomoa) dw) B

< 72/qR—2+1/qu/£’

T R
Ky < R / / (gl () R) 1, decdt
0 —R

T R
<R / / 197l lg~ P g, || () R) 1, dvd
0 —R

R T /g
<SRUVE (/ (/ (1 +t)q<1/P+k1>dt> dz)
—R 0

_ 1/
< F(r) R

and
T R
Ko<t [7 [ ol + lgal)lull' ¢/l éndsd
0 —R
T R
= 7_1/ / g Pulg =Py (t)7) | rdwdt
0 —R
R T 1/q
< T—lfj{g </ </ (1+ t)_‘Z/pdt> QSR(w)da:)
—R /2
< 7—1—1/p+1/qu/q[1/£’
where
1 (—q(1/p+k—1)<~1),
(6.4.2) F(r) =4 (logr)"/* (—q(1/p+k—1)=—1),

+—Q/p+k=1)+1/q (—q(1/p+k—1)>—-1)
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and for the estimate of Ky, we have used that supp#’(t) C [1/2,1] and (6.4.1). Let
(6.4.3) D(7,R) := 7~ *T¥/4RY 1 4 r2/ap=2+Va 4 p(r)R™IH/4,

We note that the powers of each term of D(7,7) are negative if 1 < p < 3. Thus,
by putting R = 7 and the same argument as the previous section, we can lead to a
contradiction.

When p = 3, we need a certain modification of the above argument. We put

T R T
TR :/ / glulPipr rdxdt, I g :/ / glu|P, rdxdt.
r/2J-R o JR/2<|z|<R

Then we can improve the estimates of Kq,..., Ky as
K, < 7.—2+2/(1Rl/q([;)R)l/zn7
Ko < PHOR(T ),
K3 < F(r)R™HY4(I2 )P,
Ky < Tflfl/pﬂ/qu/q(];7R)1/p_
Thus, we have
Lp<C (T—2+2/qR1/q(I;’R)1/p + (r¥aR=2HYa F(T)R—1+1/q)(IZ¢R)1/p> .
Substituting p = 3 and R = 7, we obtain
(6.4.4) I < O((IL )Y 4+ (L)),

In particular, we see that I, < C with some constant C' > 0, since I . < I . and

T T —
I, < I ;. Hence glu[* € L'([0,00) x R) and lim oo I+ - = [|guf*||£1([0,00)xR)-
However, by noting the integral region of I;’T, I;”T, we can see that the integrability
of glul® shows

lim I’ =0, lim I/ =0.

Therefore, turning back to (6.4.4), we obtain lim,_, ., I, = 0. This implies v = 0.
In view of (6.1.8), this contradicts (ug, u1) # 0. This completes the proof.

6.5. Proof of Lemma 6.6

In this section, we give a proof of Lemma 6.6. We modify the argument in
Section 6.2 and look for an appropriate solution by the following iteration:

n i ]- n— n—
(6.5.1) ol )(t,x)z/t {Z(b—d)(v§ Dy plnh)

—(bd +dy) (1 + h(”_l))} (s, +1t — s)ds,

n <1 n— e
) = [ {000 o)

— (bd +dy) (1 + h(”*l))} (s, — (t — s))ds,
W) = =5 [l + o5,

We modify the definition of function space Y in Section 6.2 as follows. We say
V = (v1,v9,h) € Yif V € (C([0,00) x R))*, V is differentiable with respect to z for
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all (t,z) € [0,00) xR, 9,V € (C([0, 00) x R))g, and [|V]|y = [[(v1, ve, h)|ly < 400,
where

”(UlvUQ’ )HY
= sup {A ) llor (@)l + AL+ ) [lv2 ()]s + (1 +6)* ()51}

te[0,00)
with a large parameter A fixed later. We put
(6.5.2) Ky :={(vi,v9,h) €Y | sup (1+t)*|vi(t)]lec <,
te[0,00)
sup (L+1)*lva(t)lloo <6, sup (L+6) A1)l < 6},
te[0,00) te[0,00)

where 6/ := @min{k — 1,1}. We take (v%o),véo) h(®)) € Ky arbitrarily and define
V) = (o o{™ K™Y inductively by (6.5.1). Now we prove that {V(M}%  is a

Cauchy sequence in Ky for sufficiently large A and small §.

PROPOSITION 6.10. If k > max{1,u}, then there exist A\ and &g having the
following property: if 6 € (0,80], then {V M} is a Cauchy sequence in Kq with
respect to the norm || - ||y

PROOF. We first show that if V("~1) € Kj, then V(" € K,. Using (6.1.15),
we calculate

™ (t,z)| < (%9 +5c) (141",
In view of k > pu, by taking § sufficiently small, we obtain
(1+8)* ™ (t,2)] < 0.

By the same way, we also have (1+ t)k|v£n) (t,x)] < 6. Noting that 6'/(k —1) <6,

we obtain
/

9
R (¢ </ —  ds< (1 +t)" D,
| (’x”_t (1+s)k5—(+)

By differentiating under the integral sign and noting that V("= € Y, we have
(140" 10:01" (t,2)| <O, (140)M005" (h,0) < € (146 00" (1)| < €

with some constant C' > 0. Therefore we have V(") ¢ K.
Next, we prove that {V(™}2  is a Cauchy sequence. By a straightforward
calculation, we can estimate

S 3T el (@) — 020\ (¢ @)

a=0,1;=1,2
< Do > o = e eds
/; 1+Sa 01_7 1,2 j
n—1 n—2
+5o/ 1+ T 2 2 o™ = 0 ocds
a=0,1j=1,2

anl ap (n—2

=0,1
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Since k > 1, this implies

AL+ ST ST (ol (1 ) —o2ul" Y (¢, 2)| < (%MAC) |V =Dy (n=2))
a=0,15=1,2

Using this, we can estimate the difference of (™ and ("~ ag

L+ Y7 (o™ (t ) = oxh =V (¢, )]

a=0,1

1 o _
RS ST () _ yn-n)y,
Sk -1D) (5 +r0) [V vy

Adding the two inequalities above, we obtain
1 %
vy, < (14— V(2 12600 V-1 _ y(n=2)
|| Iy < (14 55— ) (5 +92)1 Iy

Thus, by taking A sufficiently large and then § sufficiently small, we obtain
Ve — vy < v - vemDy
with some 0 < r < 1. This completes the proof. ([

By Proposition 6.10, we can complete the proof of Lemma 6.6 by the same
argument as in the proof of Lemma 6.1.

6.6. Proof of Theorems 6.7 and 6.9

We first give a proof of Theorem 6.7. By Lemma 6.6, we find a solution g of
(6.1.4) satisfying

(661) 1Sg9S@+D" Nge®loe S A+ lga®lloc S (L + )"
Moreover, by the definition of g (6.1.16) with f defined by (6.1.18), we can calculate
9a(t, ) = f(t)ha(t, x),
ge(t, ) = f/(£)(L+ h(t,z)) + f(t)he(t, 2)
= b(t)(1 + h(t,z)) + f(t)he(t, x),

and hence,

The estimate (6.1.13) implies
I Il < o1+ 1)1
g g

In what follows, we use the same notation as in Section 6.3. Suppose that u is a
global solution. Using the estimates (6.6.1) and (6.6.2), we can obtain

T R
Ky <2 / / Lol (/)| (x)dadt

<72 ( [ Z ( /0 ’ g(t,x)dt) d)R(x)dx)

< T*2+(u+1)/qu/q]i/Is7

(6.6.2) <O+,

1/q
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T R
Ky < R / / laulld"(a/ Rl (1o

<R ( [ ([ sttometoar) dx)

1 —2+1 1/
ST(IH‘ )/ap—2+ /qITJZ?f7

1/q

T R
Ky <R / / \getull 2/ R) |, ducdt
0 —R

T R
— R / / fulg
0 —R

T R
<R / / 0V/?[ulg"/8|h || (z/ R) . ducdt
0 —R

R T
<SR (/ </ (1+ t)Q(’“"/‘I)dt) dx)
—R 0

_ 1
S GrRTTR

~

|¢' (x/R)|n,dzdt

9o
g

1/q

and
T R
Ko<t [T elal+ lgalull ¢/ ondsd
0 —R
T R g
< 771/ / lulg ( t‘ +a> ' (t/7)| ¢ rddt
0 J-R g
R T 1/a
<oy </ </ (1+ t)“th) ¢>R(x)dx>
—R /2
_ 1
<r 2+(M+1)/qu/qu,/1§7
where
1 (n—Fkq < —-1),
G(r) =< (logm)?  (n—kq=-1),

roktetD/a (1 — kg > —1).
In this case we put
(6.6.3) D(1, R) := 72 WAb/agl/a 4 7 utl)/ap=2+1/a L q(r)R™IFHY/4,

We note that the powers of each term of D(7,7) do not exceed 0if 1 < p < 1+2/p.
Thus, by putting R = 7 and the same argument as Sections 6.3 and 6.4, we can
lead to a contradiction and complete the proof of Theorem 6.7.

Let us turn to the proof of Theorem 6.8. We first recall that

olta) = JOQ+he), 0 =esp ([ t b5
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and hence, the estimates (6.1.15), (6.1.22) and Lemma 6.6 imply
1S g(tz) S (1+1)7,
lge(t, )| < |F' ()1 + R(t,2)) + f(O)he(t,2)| S O(E)F(E) S (14171,
|92(t,2)| < [f(Oha(t,2)] S (1 +1)7"F.

Using these estimates, we can see that

T R
K <72 / / Lol (4/7) n(x)drds

S ( / Z ( / Tg(@x)dt) ¢R<x>dx> "

< T—2+1/q+s/qu/qu7/1§,

T R
Ky < R / / Lol ¢ (a/ Rl (1o

< R ( / z ([ stom(oar) dx)

< 71/Q+5/QR—2+1/QIiG$’7

1/q

T R
Ky < R / / \getull$’ (&) R) |, ducdt
0 —R

R T 1/q
SRR </ </ (1+ t)‘I<’”>dt) d:c)
—R 0

_ 1/

SRV,
provided that e taken so small that ¢(k — ) > 1. Finally, noting that suppn’(t) C
[1/2,1] and |ga| < f(#)b(t) < (1 +¢) 71, we have

T rR
Ki<r [ ] Clal+ ool (/7) ondod
0 _

R T 1/q
<roulE </ </ (1+ t)—q(1—5>dt> QSR(x)da:)
—R /2

< T—2+1/q+€/qR1/qll/1§.
Therefore, we put
D(r,R) = 2+ ate/apl/a 4 p1/ate/ap=2+1/a L p—1+1/q

and have
I+ Jr < CD(r, R)LVE.
Then the same argument as before shows
I < D(r, 7)Y < gt /ate/a,
Now we choose ¢ so small that —1 + 1/q +¢/q < 0. Then it follows that

lim I, =0,
T—00
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which yields u = 0 and a contradiction.



CHAPTER 7

Estimates of the lifespan

7.1. Effective damping cases
In this chapter, we consider the semilinear damped wave equation
(7.1.1) ug — Au+ a(t,x)uy = [ul?,  (t,x) € (0,00) x R,
with the initial condition
(7.1.2) (u,ut)(0,z) = e(ug,u1)(z), = e€R",

where u = u(t,z) is a real-valued unknown function of (¢,z), 1 < p, (ug,u1) €
HY(R") x L*(R") and ¢ is a positive small parameter. The coefficient of the
damping term is given by

a(t,x) = {z) (1 +1)7"

witha € [0,1), § € (—1,1) and a8 = 0. Here (z) denotes /1 + |z|2. The condition
af = 0 means that a depends on only one of ¢ or x.

Our aim is to obtain an upper bound of the lifespan of solutions to (7.1.1).

In the constant coefficient case « = 3 = 0, when n = 1,2, Li and Zhou [53]
obtained the sharp upper bound of the maximal existence time of classical solutions:

exp(Ce=2/™), ifp=1+2/n,

(7.1.3) I < { Ce /%, ifl<p<1+2/n,
where C' = C(n, p,ug,u1) > 0and k = 1/(p—1)—n/2 for the data ug, u; € C5°(R™)
satisfying [(uo + u1)dz > 0. Nishihara [79] extended this result to n = 3 by using
the explicit formula of the solution to the linear part of (7.1.1) with initial data
(O, ul):

u(t,z) = e 2 Ws(t)uy + Js(t)u;.
Here W3(t)u; is the solution of the wave equation Ou = 0 with initial data (0,u)
and J3(t)u; behaves like a solution of the heat equation —Awv + v; = 0. However,
both the methods of [53] and [79] do not work in higher dimensional cases n >
4, because they used the positivity of the fundamental solution of the free wave
equation, which is valid only in the case n < 3. We shall extend both of the results
to n > 4 in subcritical cases 1 < p < 1+ 2/n by using an another method.

For the case a € [0,1), 5 = 0, Tkehata, Todorova and Yordanov [36] determined
the critical exponent for (7.1.1) as p. = 1 + 2/(n — «), which also agrees with that
of the corresponding heat equation —Av + (z) ~*v; = |v|P. Here we emphasize that
in this case there are no results about upper estimates for the lifespan. It will be
given in this chapter.

Next, for the case 8 € (—1,1),« = 0, Nishihara [83] and Lin, Nishihara and
Zhai [56] proved p. = 1+ 2/n, which is also same as that of the heat equation
—Av + (1 +t)7Pv, = |[v[P. On the other hand, upper estimates of the lifespan

159
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have not been well studied. Nishihara [83] obtained a similar result of [53, 79]: let
n > 1,6 > 0and (up,u1) satisfy [g, ui(z)dz >0 (i =0,1), [g.(uo+u1)(x)ds > 0.
Then there exists a constant C' > 0 such that

o eCs—utm/n’ ifp=1+1+08)/n,
=l CeVE i 1428/n<p<1+(1+8)/n,

where & = (1 + )/(p — 1) — n. We note that the rate & is not optimal, because
it is not same as that of the corresponding heat equation. Moreover, there are no
results for 14+ (14 8)/n < p < 14 2/n. We will improve the above result for all
1 < p<142/n and give the sharp upper estimate.

To state our results, we define the solution of (7.1.1). Let T' € (0, 00]. We say
that u € X(T) := C([0,T); H*(R™)) N C1([0,T); L>(R™)) is a (weak) solution of
(7.1.1) with initial data (7.1.2) on the interval [0, T) if the identity

/ u(t, z)(@fd}(t, x) — AY(t,x) — O(alt, 2)Y(t, x)))dxdt
[0,T)xR"

(7.1.4) = {(a(0, 2)up(z) + u1 () (0, ) — up(z)0pp(0,2)} dz

R”

4 / fu(t, @) [Pop(t, 2)ddt
[0,T)xR"

holds for any ¢ € C§°([0,T) x R™) (see also Section 9.4.3). We also define the
lifespan for the local solution of (7.1.1)-(7.1.2) by
T, :=sup{ T € (0, oo]; there exists a unique solution v € X (T) of (7.1.1)-(7.1.2) }.
We first describe the local existence result.

PROPOSITION 7.1. Let « > 0,8 €e R,1 < p<n/(n—2) (n>3),1<p<
© (n=1,2), ¢ >0 and (ug,u1) € H'(R™) x L2(R™). Then T. > 0, that is, there

exists a unique solution u € X (T.) to (7.1.1)-(7.1.2). Moreover, if T. < +oo, then
it follows that

lim . [ (wy ug) (t, )| i pz = +o00.

t—T.—

For the proof, see Proposition 9.21.
Next, we state our main result, which gives an upper bound of 7.

THEOREM 7.2. Leta € [0,1),8 € (—1,1),af8=0andlet1 <p <1+2/(n—a).
We assume that the initial data (ug,u1) € HY(R™) x L2(R™) satisfy

R—o0

oo -1
B = (/ e fot(Hs)Bdsdt) .
0

Then there exists C > 0 depending only on n,p,«, 5 and (ug,u1) such that T is
estimated as

(7.1.5) lim inf/ KR((w}’O‘Buo(x) + uy(z))dx > 0,

where

g~/ if 1+a/(n—a)<p<l+2/(n—a),
T. <C e @ Dlog(e )Pt if a>0, p=1+a/(n—a),
e=(r=1) if a>0,1<p<l+a/(n—a)
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for any € € (0, 1], where

2—« B

K:2(1+ﬂ) <pi1 n2a)'

REMARK 7.1. Estimates of T, from below were obtained in Proposition 4.5 for
a>0,6>0and by [56] o = 0,0 € (—1,1). The results can be expressed by the
following table:

a=0 6=0
2 2
Pe 14— 1+
n n—a
2
e V/x <1+nf<p<1+_>
T.< e 0D ogle )y, (p=1+ )
n—a
g~ (1 <p<l+ a)
n—a«
Ts z 671/n+6 671//§+5
1 n 2 1 n—«
1 - _r _
i (”)(p—l 2) 2—a(p—1 2)

Here § denotes any small positive number.

REMARK 7.2. The condition (7.1.5) holds if (z)~*Bug(z) + ui(x) € L*(R")
and

/ () Bug(z) + () > .

REMARK 7.3. In view of Proposition 4.5, it is expected that the rate k in The-
orems 7.2 is sharp except for the case a > 0,1 <p <1+ a/(n—a).

REMARK 7.4. In Theorem 7.2, the explicit form of a = (x)~*(1+ )7 is not
necessary. Indeed, we can treat more general coefficients, for example, a(t,z) =
a(x) satisfying a € C(R™) and 0 < a(x) < (x)~%, or a(t,z) = a(t) satisfying
be CY[0,00)) and b(t) ~ (1 +1t)~P.

REMARK 7.5. The same conclusion of Theorem 2.3 is valid for the correspond-
ing heat equation —Av + a(t,z)vy = |[v|P in the same manner as our proof.

Our proof is based on a test function method. However, the method of [122]
was based on a contradiction argument and so upper estimates of the lifespan cannot
be obtained. To avoid the contradiction argument, we use an idea by Kuiper [48].
He obtained an upper bound of the lifespan for some parabolic equations (see also
[102]). We note that to treat the time-dependent damping case, we also use a
transformation of equation by Lin, Nishihara and Zhai [56] (see also [7]).
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7.2. Proof of the estimates of the lifespan

In the case 8 # 0, (7.1.1) is not divergence form and so we cannot apply the
test function method. Therefore, we need to transform the equation (7.1.1) into
divergence form. Let g(t) be the solution of the ordinary differential equation

—g'(t) + (1+1)Fg(t) =1,
g(0) = B~L

The solution ¢(t) is explicitly given by

t
g(t) — efot(lJrS)_ﬁds <Bl 7/ o~ f07(1+s)_ﬁdsd'r) .
0
By the de 'Hopital theorem, we have
lim (14t)Pg(t) =1
t—o0

and so g(t) ~ (1+t)?. We note that B = 1 and g(t) = 1 if 8 = 0. By the definition
of g(t), we also have |¢(t)] < |(1 4+ t)Pg(t) — 1| < 1. Multiplying the equation
(7.1.1) by g(t), we obtain the divergence form

(7.2.1) (gu)er — Algu) = ((¢" — 1) (@)~ "w)e = g|ul?,
here we note that a8 = 0. Therefore, we can apply the test function method to
(7.2.1).
As before, we define the following test functions:
1 (lz] <1/2)
exp(—1/(1 — |z[*))
o(x) = 1/2 < |z| < 1),
= (P — 178) +exp(-1( oy /2=
0 (lz] = 1),
1 (0<t<1/2),
exp(—1/(1 - %))
t) = 1/2<t<1),
M= (@ = 1/8) +ep(-1 -y 2SS
0 (t>1).

It is obvious that ¢ € C§°(R"),n € C§°([0,00)). Then we have
(7.2.2) |Ag(x)] < Co(x) /P, |0 (1) < Cn(®)%, |0 ()] < C(t)'/>.
Indeed, we put ¢,7 so that 1/p+1/q¢=1,1/p+2/r =1 and let p = n*/9, v =n'/".
Then we obtain

7' ()] = ()| = lgp W] S pt=t = n'r7,

|77H(t)| — |(Vr)//| 5 |VII|VT—1 + |1//|2V7"—2 S Vr—2 _ nl/p
The assertion for ¢ can be proved in the same way.

Let 79, Ry be constants depending only on n, «, 3, ug,u; and determined later.

We note that if 7. < 7, then it is obvious that 7. < 7oe~1/* for any £ > 0 and

¢ € (0,1]. Therefore, we may assume that T. > 79. Let u be a solution on [0,7%)
and T € (19,7:), R > Ro parameters. We define

Yr.r(t,x) = - (H)or(x) == n(t/T)p(z/R)
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and

Lpim / 9O ult, 2) Py o (t, ) dadlt,
[O,T)XBR

Jg = EB_l/B ({x)~*Bug(z) + u1 ()¢ r(x)dz,

where Bg = {|z| < R}. Since ¢ r € C5°(]0,7T:) x R™) and u is a solution on
[0,7.), we have

ILp+Jr = / g(yud?ep, pdxdt — / g(tyulip, pdxdt
[0,7)xBr [0

,T)XBr
+ / (¢ () — 1))~ udyts, peedt
[0,7)XBr
=K+ Ky + Ks.

Here we have used the property 9;1(0,z) = 0 and substituted the test function
g(t)¥(t, z) into the definition of solution (7.1.4). We note that for the corresponding
heat equation, we have the same decomposition without the term K; and so we
can obtain the same conclusion (see Remark 7.5). We first estimate K;. By the
Holder inequality and (7.2.2), we have

(7.2.3) K <7 /[ SO /) ()t

<O /[ s SO (0 oo
T7/2,7T)XBpRr

- 1/q
<2 ( [ ottt ¢R<x>dx>
7'/2 BR

< Cr=#Va(1 4 r)Plagr/aglly,

Using (7.2.2) and a similar calculation, we obtain
(724) Ko< R [ gl ad(e/B)n(t/r)dod
[O,T) X Br

< CR™? g(Olullé(z/R)[VPy(t/)dxdt

[O,T)XBR

T 1/q
< CR21E < / g(t)n(t/T)dt - / lda:)

0 B

<C(1+ T)(1+ﬁ)/qu2+n/qu,/£.

R

For K3, using (7.2.2) and |¢'(t) — 1| < C, we have

(725) Ks<r! /[0 @l 4ot

- 1/q
<7k ( / g(t)~/Pat - / <m>aq¢R<x>da:>
’ 7‘/2 BR

< OV 4 )R, (R,
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where
R—tn/a (ag < mn),
Fpa(R) = q (log(1 + R))V9  (ag = n),
1 (ag > m).

Thus, putting
D(r,R) := 7~ UH0)/p(z=14BRgn/a | fIHBR=24n/a L | (R))
and combining this with the estimates (7.2.3)-(7.2.5), we have
(7.2.6) Jr < CD(r,R)I/E — I g.
Now we use a fact that the inequality
ac® — ¢ < (1= bt/ (1=0)g1/(1=0)

holds for all @ > 0,0 < b < 1,¢ > 0. We can immediately prove it by considering
the maximal value of the function f(c) = ac® — ¢. From this and (7.2.6), we obtain

(7.2.7) Jr < CD(1, R)".

On the other hand, by the assumption on the data, there exist C' > 0 and Ry such
that Jp > Ce holds for all R > Ry. Combining this with (7.2.7), we have

(7.2.8) £ < CD(r,R)
for all 7 € (19,7:) and R > Ry. Now we define
To 1= max{l,RéQ_a)/(Hﬁ)},

and we substitute

(7 2 9) R . 7—(1+6)/(2_O‘) (aq < n)7
o K (g > n)

into (7.2.8). Here we note that R > Ry if R is given by (7.2.9). As was mentioned
at the beginning of this section, we may assume that 7y < 7.. Finally, we have

" (ag <n),
e< O Ve Dlog(l1+7) (ag=n),
7-71/(1771) (aq > n)’

with

214 p) 1 n—a
T (p—l 2 )

‘We can rewrite this relation as

g=l/x if 1+a/(n—a)<p<l+2/(n-—a),
T<C e P Dlog(e~))P~ if a>0, p=1+a/(n—a),
g~ (-1 if a>0,1<p<l+a/(n-—oa).

Here we note that x > 0 if and only if 1 < p < 1+ 2/(n — «) and that ag = n is
equivalent to p = 1+ a/(n — «). Since 7 is arbitrary in (79, 7:), we can obtain the
conclusion of the theorem.
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7.3. Scale-invariant damping case
In this section, we consider

U — Au + ghup = |ul? (t,x) € (0,00) x R™,

3.1
(731 { (u,ut)(0,2) = e(ug,u1)(x) = €R"
In Chapter 5, we proved that if (ug,u1) € H'(R") x L?>(R™) and

R—o0

(732) “u>1,1<p<1+42/nand hminf/ (e — Dug + up)(x)dx > 0"
|z]<R

or

R—o0

(733) “0<p<1l, 1<p<l+4+2/(n+p—1)and liminf/ uy(x)dz > 07,
|lz|<R

then the solution blows up in finite time. The aim of this section is to obtain an
upper bound of the lifespan. In a similar way to the previous section, we have the
following estimates:

PROPOSITION 7.3. We assume (7.3.2) or (7.3.3) with 1 <p<1+4+2/n,1<p<
1+4+2/(n+ pu—1), respectively. Then we have

(734) T, S 571/'{,

where

(73.5) o 2 ril—%) (p>1,1<p<1+2/n),

N 2 ril—”f;’l) 0<p<1,1<p<1+42/(n+pu—1)).

PROOF. We shall show only a brief outline. First, we treat the case of (7.3.2).
By the derivation of (5.3.3) and the argument in the proof of Theorem 7.2, we can
easily deduce that

Jr < C(T2/an/qf2 + 72/q*2Rn/q)Ii)/II{ A
< O(r¥aRr/a=2 4 72/a=2pr/aya
— CTQ(Rn—Qq 4 7_—2an)’
where

Lin— / / (O ulPbr g (t, z)dadt,
0 Br

with g(t) = ﬁ(l + 1), 1 is the same test function as in the previous section and

Jr :E/ ((u— I)UO+U1)¢R<.’E)dCE.
Br
In the same way as in the previous section, using the assumption on the data and
taking R = 7, we can see that
e<Cr™™, kK=2(1/(p—1)—n/2)

for 7 € (19, T:). This implies T. < e~'/*. The case of (7.3.3) can be proved by the
same way by noting that

Ly 4 Jp < Cr2ttntD/agt/p,
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7.4. Time and space dependent damping case
We consider the 1-dimensional semilinear wave equation with damping depend-
ing on time and space variables
Ut — Ugg + a(tax)ut = |u|p (t,l‘) € (Oa OO) x R,
(7.4.1) _
(u,us)(0,z) = e(ug,u1)(z) =z €R.

We assume that a satisfies (6.1.2), namely

o o
\8t afa(t,a:ﬂ < W (a76 =0, 1)

with some k£ > 1 and small § > 0. As we mentioned in the previous chapter, we
can apply the test function method by using an appropriately multiplier g(¢,x) =
1+ h(t,z) defined by Lemma 6.1 and obtain a blow-up result. In this section we
give an estimate of the lifespan. For the sake of simplicity, we treat only the case
that a satisfies (6.1.2).

PROPOSITION 7.4. Let 1 < p < oo and let (up,u1) € H'(R) x L*(R) satisfy
(6.1.9) with g defined by (6.1.5) and h in Lemma 6.1. Then T is estimated as

(7.4.2) T. < Ce /"
with some constant C > 0 and k = p—il(l +1/p).
PrROOF. We use the same notation as in the previous section. By (6.3.4), we
have
Ip+Jr <CD(r,R)IE.
with
D(1,R) := r—2¥V/apl/a 4 pl/ag=2+1/a 4 p=1+1/q
and

R
Jr=¢ [R{(—gt(O, ) + 9(0,2)a(0, 2))uo(z) + (0, 2)ur (x) } P r(2)dz.

By the assumption on the data, there exist some constants Rgp,c > 0 such that
ce < Jg holds for R > Ry. Thus, we have

(7.4.3) e<CD(r,RIYE L.
< CD(r,R)?
for all 7 € (70,71:),R € (Ro,00). We put R = 7% with @ > 0 and 7y :=
max{1, R(l)/a}. Then we obtain
(7.4.4) D(r, %) < pra{—1=1/p(1=1/pel=1 4 (-1=1/p)o—a/r}
Now we take o = 1+ 1/p, which minimizes the power of 7 in (7.4.4). From (7.4.3)

we see that
e < D(r,71T/P)1 < 7= (/D) — ok

Therefore, we have
T < Ce=Vn,
Since 7 is arbitrary in (79, T:), it follows that
T. < Ce /",

which completes the proof. ([l



CHAPTER 8

A remark on LP-L? estimates for solutions to the
linear damped wave equation

8.1. Introduction

This chapter is devoted to LP-L? estimates for solutions to the linear damped
wave equation

(8.1.1) { Uy — Au+up =0, (t,2) € (0,00) x R",

(u,ut)(0,z) = (ug,u1)(x), x€R™

In Section 2.1.2, we introduce a solution representation formula for (8.1.1) and in
Section 2.2.2, we prove the following LP-LY estimate in the three dimensional case:

(8:12) |[u(t) = v(t) = ™A Waltsuo,w)|| | < Ot 3G (ullpa + s 1),
where t > 0,1 < g < p < 00, v(t) is the solution of the heat equation

(8.1.3) ve—Av =0, v(0,2)=wug(x)+ui(x),

Wg,(t; ug, u1) is defined by

W (t: ug, up) = (; + ;) W (t)ug + Oy (W (t)ug) + W (t)uy

and W (t)g denotes the solution of the free wave equation
Wit — Aw = 07 (w7wt)(07 x) = (ng)(x)

In this chapter, we extend the above estimate to any space dimension. In lower
dimensional cases n = 1,2,3, the estimate (8.1.2) has been already obtained by
Marcati and Nishihara [58], Hosono and Ogawa [23], Nishihara [78], respectively.
For higher dimensional cases n > 4, Narazaki [73] proved the following estimates:

(8.14) 7 {x(©)@(t) — o(t)}Hzw < CO+6)7F G575 Jug|| o + [Jual| o),

where 1 < ¢ < p < o0, ¢ is an arbitrary small positive number, C = C(p, q,¢)
is a positive constant depending on p, q, ¢, x(§) is a compactly supported smooth
radial function satisfying x(£) = 1 near £ = 0 and v(¢,x) is the solution of the
corresponding heat equation (8.1.3). Moreover, in the case where 1 < ¢ < p <
00, (p,q) = (2,2) or (p,q) = (00, 1), we may take ¢ = 0;

IF7H (1 = x(€) (@lt) — e (Mo (¢, -yiio + M (t,-)ir))}| e < Ce™ gl

167
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for some § > 0, where 1 < ¢ < p < oo, x(£) is as above, C = C(p,q) > 0 is a
constant depending on p, g and

_ 1 sin (_]')k 2k 2k
Ml(ta 5) - /7|§_|2 — 1/4 (t|£|)0§k<%:_l)/4 (2k)' t @(5)

_1\k
— cos(t|¢]) Z (2(k41-)1)|t2k+1@(£)%+1 ’
0<k<(n—3)/4 ’

1k
Mo(t € —costrie) 30 Loseteo
0<k<(n+1)/4 ’

\k
ruine) 3 G eER 4 M6,
0<k<(n—1)/4 ’

with ©(¢) = |¢| — /[P — 1/4.

The aim of this chapter is to remove ¢ in the estimate (8.1.4) and give a simpler
proof by using the solution representation formula.

The estimate (8.1.2) shows that the solution operator S, (t) of (8.1.1) is asymp-
totically expressed by

S (t) ~ et 4 et/ 2 W, (t)

when n = 3 (see [58, 23] for the cases n = 1,2). We first give the corresponding
decomposition for higher dimensional cases.

LEMMA 8.1. (i)When n > 3 and and odd number, Sy, (t) is expressed as follows:
(8.15)  Su(tg(®) = Ju(lglx) + /> W, (t)g(x)

e 1 1 2 2
T (n - 2)N[SnT] 42 /I_mgt bagt (2m> 9(y)dy

5 2

e—t/2 (n=3)/2 1 (1 9 >(n—3)/2—l 1 /
+ et <\ 7ar " 9(y)dSy | ,
(n —2)N1jSn—1| ; 8\ t ot t S yi=t Y
where
1 & 1 s\ 2m _
kl(s):?;m!(mﬂ)! (5) =5 li(s).
Moreover, ki(s) has the asymptotic expansion

(8.1.6) ki(s) = s‘lLes (1 _ =120+ 1/2) + 0(5_2)>

2ms 2s

as § — +00.
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(ii) When n is an even number, S, (t) is expressed as follows:

(8.1.7)
Sn(t)g = Ju(t)g(z) + e > W, (t)g(x)

e*t/2 1 " 1 5 . .
= n _ t _ o
(n—1)N|S7| 45> /|my<t 2 (2 [z =yl )g(y) Y

67t/2 (n—2)/2 1 <1 o > (n—2)/2-1 / 1
+ ———iian i\ T A TF———=9(y)dy,
(n — NS ; 81\ t Ot le—yl<t 3/ — [z —y?

where

_ - (2(m+l)_1)” 2m—+1
Fals) = ”; @2(m + ))(2m + Di° o

Moreover, ki(s) has the asymptotic expansion

(8.1.8) u(s) = s*lg (1+% +0(s7)

with some constant a;.

Using the above lemma, we can obtain the following LP-L? estimate without
any loss € > 0. To state the result, we put

—~ o~

W, (t§ Uo, Ul) = §Wn (t)uo + Wn(t)ul + O (Wn(t)u0> + W, (t)u07

where
= e t/? 1

W, (t)ug = (n —2)11|57—1] e (%_1)' /|ac—y_t UO(y)dSy

when n > 3 and is an odd number, and

Wt = et | ! (w)d
n(t)uo = m )

P (= DUSM8E(B) Syt 1P —[r—yP v
when n > 2 and is an even number.

THEOREM 8.2. Let u,v be the solutions to (8.1.1), (8.1.3), respectively. For
1<g<p<ooandt>0, we have

%7 _n(l_1y_
[u(t) = v(t) = e W (tug, ur)|[ 1o < Ot~ E ™27 ([fug | Lo + [fur[|a)-

8.2. Proof of Lemma 8.1

First, we prove in the case that n > 3 is an odd number. By Lemma 9.3, it is
easy to see that
ki(s)

S

kiv1(s) =

and
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By using the solution formula in Proposition 2.2, we have

eft/2 10 (n—1)/2 1
Su(t)g(a) Gar) [0 (5ve=Tr=ar) sty

(n —2)N|Sn—1|

eft/2 10 (n—3)/2 1
CEDNE (t@t) t/zm_tg(y)dsy

ot/ Lo\ (/2 I (% 2 \m—y|2)
+2”S”1<8> / 5 5 9(y)dy.
(n—2)!| |\t ot le—yl<t 24/t — |z —y]

Note that the second term of the right-hand side can be written as

4(n — 2)11|S" 1]

eft/Q 10 (n—3)/2 1
(t@t) / < ky <2vt2 — |z - y|2) 9(y)dy.
r—y|<t

Since

k(L 2 — |z —y|?
1 1 1 Yy 1 1
(akl ( t2—|x—y|2)> _ (2 ) T < /t2—|x—y|2),
t \ Ot 2 2/12 — |z — y? 4 2

one can see that

e—t/Q 10 (n—=3)/2 1
- Ey [ =A/12 — |z — y|? d
(tat) /|x—y§t 1 (2 lz —yl )g(y) Yy

A(n — 2)11|Sn 1]

—t/2 10 (n—5)/2 k(0
= 6—71,—1 -7 L/ g(y)dS,

eft/2 10 (n—5)/2 1
- = ko | =/1% — |z — y|? dy.
+ 42(n — 2)11|Sn—1] <t 8t> /|:1:y<t 2 (2 |z =yl >g(y) Y

Continuing this argument, we can obtain the conclusion. The asymptotic expan-
sion (8.1.6) is a direct consequence from that of the modified Bessel functions (see
Lemma 9.5).

Next, we turn to the even dimensional cases. First note that a simple calculation
shows

o (s) = cosh(ss) - 1’
kl(S) — kllfl(s) ; kllfl(o)
and
(20— 1!
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By using the solution formula in Proposition 2.2, we have

9e—t/2 19\ "2/2 cosh (% 2 — |x—y|2)
ta)=——~ (22 d
0= e () e A O

—t/2 (1 8) n—2) /2/ 1 ()d
(n—l)”\S"\ t ot |z—y|<t %‘/t27|1’7y|2

o—t/2 19\ M 2/2 cosh (% 2 — |x — yP) -1
RSN 9(y)dy.
(n— )NS7] <t 8t> /|I_y§t T/E Jo_yP

EVl +K1

+

Here we note that K7 can be written as

eft/Q 10 (n—2)/2 1
= — —_—— p— 2 —_ —_ 2 .
K= s (t 8t> /qu P <2 VE =z =yl? ) 9ly)dy

Using k1(0) = 0, we deduce that

e (L
! (n—l)”|S”| t Ot lo—y|<t 2 t2—|gj—y‘2 g\y)ay

- —t/2 k/( ) (1 8>(n 4)/2/ 1 ( )d
T (-nust] 4 \tar vt BVE o —gP
ot/2 19\ /2 1
etz L ,\/ﬁ d
i ) [ (V) s

In a similar way, we have

—t/2 k/( ) 10 (n—6)/2 1
Ky = —  g(y)d
2T (n—1)ljs| 42 (t 6t> /lx_ygtémg(y) Y

e—t/2 1 19 (n—6)/2 1
N ks (= /12 — |z — 2 d
N CISETIISaRE (t at) /m_ylgt 3 (2 ==yl )g(y) Y

=V3+ K3

Continuing this argument, we obtain

—t/2 k- (0) 10 n/2—1 1
Vi= 11,97 l ll—l () / 1 9(y)dy.
(n—l)\S ‘ 4 t ot lo—y|<t 5‘/1;2— |x—y‘2

Noting

kj(0) (-1 1

4t 4lent sy

we can reach the conclusion. The asymptotic expansion (8.1.8) immediately follows
from that

25 + 2s s
and the definition of k;(s).
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8.3. Proof of Theorem 8.2
We note that the solution of (8.1.1) is expressed as

(8.3.1) u(t,x) = Sy (t)(ug + u1) + 9¢(Sn(t)ug).
By Lemma 8.1, we can decompose

Su(t)g = Ju(t)g + e~ P W, (1)g.
Therefore, it follows that

(32)  2(Su(1)g) = Ala(0)g) — 3¢ PWalt)g + e 20, (W (1)g).

When n > 3 and is an odd number, noting that k;(0) = (21!)~!, we have

o ¢ ! ds
1 1

+

(n —2)N1|Sn=1| 45+
X / O <e‘t/2kn—1 (1\/t2 — |z — yl2>> g(y)dy
lz—y|<t 2 2
= e PW,(t)g + Ju(t)g.

When n > 2 and an even number, noting k;(0) = 0, we obtain

_ 1 1 —t/2 1/2_ — 2
W09 = Gy 42 /w_mat ( ’“2(2 ool sy

By using kiy1(s) = (kj(s) — k](0))/s, we calculate

1
O <6t/2kg (2«/152 — |z — y|2>)
1 1
= —ie_t/Qk% (2\/ t2 - |J3 - y|2>
1 t
+ e 2k <\/t2 — |z — 2> _
*\2 oy 2yt — |z —y?
1 1
= —ieit/2k% <2\/ t2 - |J3 - Z/|2>

1 1
+ Ze_t/th%+l (2 t2 — |.TL' — y|2>
t

3V — [z —y]?

1
- ze_t/Qk’% (0)
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Thus, noting & (0) = (2!1!)~1, one can see that

e~ t/2¢ 1

1
L —g(y)dy
(n—1)n|5"|82(2)!/m_y|gt2 2 — |z —yl? v

1 e~ t/2 t 1
ka2 x—yl?
T s 2 Lym<2ﬁ*Q )
1
—kn (2\/752 — |z — yl2>) 9(y)dy
= ¢ 12W,,(t)g + Ja(t)g.

Substituting this into (8.3.2), we have

9 (Jn(t)g) =

- — 1
0(Sn(t)g) = Ju(t)g + ™ P Wa(t)g — SWa(t)g + e~ 20 (W (t)g).
Combining this with (8.3.1), we can deduce that
u(t,z) = Jp () (uo + uy) + Jn(t)uo

+ 67t/2 {;Wn(t)uo + Wn( )ul + 815( ( )UO) + Wn(t)’lto} :

Consequently, we have

u(t,x) —v(t,z) — eit/QWn(t; ug,u1) = Jn () (ug + u1) — v(t, z) + Jn(t)uo.

Therefore, it suffices to prove that

o=

(8.3.3) 170 () (o + ur) — o(8) | 2o < C EG=5) " (Jugl| o + [Jua [ 24,
(8.3.4) 1 (tuoll e < Ct=#G=3) " ug .

More generally, we shall prove the following estimates:

LEMMA 8.3. For1 < q <p < o0, there exists a constant C > 0 such that

(8.3.5) 1Tn(®)gllr < C(L+6)"2G3) g o,
(8.3.6) 1T (Dgllr < C(1L+6)~ 2G5 g|| o
fort >0 and

(8.3.7) 1Tn(t)g — e gll e < C(1+£)"2G3) 7 g|[ o
fort>0.

PROOF. Let us prove (8.3.5) and (8.3.7) in the case that n > 3 and is an odd
number. We assume that ¢ > 1. Let ¢, = We put g = ug + ug

2(n— 1)/2(n 2)N[gn—1|"
and divide

Jn(t)g — v(t,x) = Xl =+ X2 +X3,
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where

1 e—p"/(4t)
xi= | e 1y (V=2 ) = S g(w)dy,
p<t(ite)/2 2

(4rt)n/?

X / 2], (1 > 2) e P/ (y)d
= cne k1o (VB —p2 ) - :
? 140 /2< o<t (=172 \ 5 P (47t)n/2 Wy

x e—P°/(4t) J
3= /tgp Wg(y) Y,

with p = |z —y|, € € (0,1/2). By Lemma 9.9, we can estimate

il < o e*T\ylg/(4t)d 1r
IXallzr < /t<y|(47rt)m/2y lollze

< Ce™"®g]|a-

For the estimate of X5, We further divide the integral region into {y € R™ |
V2 =1 < |yl <t}and {y € R" [ t0+9)/2 < |y| < V12 —1}. When V12 — 1 < |y| <

t, noting that k;(s) is bounded for s < 1/2; we have
1

k-2 (2\/752 - Iyz) < Ce'2,

When t(19)/2 < |y| < /12 — 1, using the asymptotic expansion (8.1.6) and /t2 — [y[2 >
1, we obtain

_ 1
e t/Qk(n—l)/Q (2vt2 - y|2>

< Ce (2 — |yP2) e IVEIE (1401
2 —[yl?
< Cefé(tf\/m)
< Cemt'T /P
< Cte™ /4,
Moreover, it is easy to see that
e—lul?/(4t)

—t°/4
(4mt)n/2 —

e

for t(1+2)/2 < |y| < t. Combining the above estimate, we can see that

r 1/r
T _—Tr 1
[ Xallr <C (/ R T <2x/t2 - Iyl2> dy) lgllza
t(Fe)/2<y|<t

e—T\ylg/(4t)d 1/r
* ~/t(1+€)/2§|ygt(4ﬂ-t)7’n/2 Y ||g||L‘1

< Ce™ " g s
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with some constant ¢ > 0. Finally, we prove the estimate of X;. By the asymptotic
expansion (8.1.6), one has

_ 1
Cneé t/Qk(n—l)/Z (2\/ 2 — P2>

_ ! . 1 o—t/2H i [ nn—2) +O(21 2) .
(4m)n/2 (/12 = p2)n/2 4/82 = p? t2—p

Therefore, it follows that

= W /P§t<1+e)/2 e_p2/(4t)D(t,p)g(y)dy
and hence,
1/r
X1l < 55 ( G |y>rdy) gl
where

n/2
D(t,p)—6p2/<4t)t/z+\/t2p2/z< t; 2)
-p

X ((1 _ 4n(:;_2;2 +0 (t2ip2>) -1

Here we note that

¢ 1 ly|?
(8.3.8) - 14 0 ( 7
V2= yl? \/1—(|y|/t) t
M_E+1 ||2:@_ |Z/|2
4 2 2 a4 2t + M)
N R )
4t(t + /12 — |y]?)
_ ly|*
4t(t + /12 — [y|2)2
and
4
(8.3.9) elvl?/ () —t/24 /Bl /2 _ g tO(Iy\ )

Consequently, we obtain

o = (1430 1)) (1430 (1))
(-2 o (%)) 5 (100 () -
1o<1+'@ft|2+...+<yt|2> )
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for some large integer N. Finally, we have

r 1/r
C I ly[? i
Xills S PRCTN I i R 1 d
[X1llze < /21 (/y|<t(1+5)/26 + ; +oeee n Y

x [lgll e

¢ n/(2r —r|z|? r T
< tn/2+1t /(2r) (/ e BT (1+|Z‘2++‘Z|2N) dy) ”g”Lq

<t 3G9 7Y gl o,

which proves the estimate (8.3.7) for ¢ > 1. Moreover, we recall the well-known
fact

legllLr < Ct720as Dlglle (¢ >0)
(see [14]). Using this we see that

[ Tn(t)gllzr < IIJn( ) — e ®gllLe + e gl Ls
<Gtz » gl e

This shows (8.3.5) for ¢ > 1. Next, we treat the case 0 < ¢t < 1. We note
that ku_s (s) is a real analytic function of s and hence, knoy (s) is bounded for

0 < s < 1/2. Thus, using Lemma 9.9, we can deduce that

r 1/r
1
I (Oler < ( [k (5vP=TF) dy> ol
y|<t

< Ct"" gl o
which yields (8.3.5) for 0 < ¢ < 1. Furthermore, we have
172 (8)g = 2 gllze < | Ju(t)gllrr + ||6tA9||Lv
< gl + O EG ) g 1o
< o3P g,

This proves (8.3.7) for 0 < ¢ < 1.
Next, we show (8.3.6). As before, we first assume that ¢ > 1 and put ¢, =
4("*1)/2(71172)!”5”*1\’ p=|r—y|land e € (0,1/2). We divide J,(t)g as

- 1
WO =e [ o (3VEF)) sy
p<t(+e)/2
1
+cn/ 0 ( TPl ( \/m»g(y)dy-
t(i+e)/2< p<t 2

We calculate

e (7))
‘”2{5 - (3vF=7) + tzp’“’"x(i t“”z)}
s ()

,.;;\w
7 N\
N | =

~

()

|

B

%)
N~
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From this and the Hausdorff-Young inequality (Lemma 9.9), it follows that

IXalle < C / e i/
t(+e)/2<|y|<t

1 1 t 1
_ik% (2 2 — |y2> + Zk% (2 2 — |y2>

* Nlgllza,

X

r 1/7‘
dy)

where 1 —1/r = 1/q¢ — 1/p. We further divide the integral region into {y € R" |
V2 =1 < |yl <t}and {y € R" [ t0+9)/2 < |y| < V12 —1}. When V2 — 1 < |y| <

t, noting that k;(s) is bounded for s < 1/2, we can see that

1 1 t 1
~gtems (5VETE) + g (57 F)

e_t/2 < C’te_t/Q.

On the other hand, when t(1+)/2 < ly| < vt? — 1, using the asymptotic expansion
(8.1.6) again and 1/t2 — |y|?> > 1, one can deduce that

o t/2

1 1 t 1
—gkaz (2\/ t? — |y|2> + kg (2\/ - |y2)‘
< Ote— 3 (t—VE2=t1%%)
< Cte™¥/4,
Therefore, we have
1Xallzr < Ce™ gl a

with some constant ¢ > 0. Now we turn to the estimate for X5. By using the
asymptotic expansion (8.1.6), (8.3.8) and (8.3.9) again, it can be seen that

1
6t (e—t/an21 (2 2 — p2)>

= 1 67%6%7%@7\/ t27p2)2% {_(t2 — pZ)i% _|_t(t2 — p2)7nT+2}

2y/m

x (1+0(t™)
B I (. B
= ﬁe e (t* = p?) t2—p2_1 (1+00™)
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for p < t(+9)/2 with some large integer N € N. Consequently, we obtain

e (P P\ N
1Xs||e < Ot~ 3 / e el RNl A dy)  lgllie
ly|<t(i+e/2 t t

) 1/r
n_1_n _rlz|? r
<O 315 (/ e T (1422 + -+ 2PY) dZ) g/l La

n(1

<0867 lg]| 1o,
which shows (8.3.6) for ¢ > 1. Finally, we assume that 0 <t < 1. We note that

- ~ 1
e A ) PO
le—y|<t

2

where

~ 1 _ 1 1 t 1
kanl ( t2 —p2> =e t/Q{—2kn21 (2 \V4 t2 —p2> + Zk% (2 t2—p2>}

2
Since both kx_. (s) and k 1 (s) are real analytic functions of s, it follows that they
are bounded for 0 < s < 1/2. This implies that

r 1/r
- ~ 1
|Jn(t)9LPSO< /| = <2\/t2—|x—y|2) dy> lgllzo
y|<t

< Ct""|g]| o,
which proves (8.3.6) for 0 < ¢ < 1.
In the even dimensional cases, noting the asymptotic expansion
e’ a _
fuls) = 5 (142 +0(s72))
()= 55 (1+ 2 +0672)

and using this instead of (8.1.6), we can obtain the desired estimate in the almost
same way. O




CHAPTER 9
Appendix

9.1. Notation

We explain some notation and terminology used throughout this thesis. First,
N,Z,R, C denote the sets of natural numbers, integers, real numbers, complex
numbers, respectively. We also write Z>o := N U {0}.

We note that the letter C' indicates the generic constant, which may change
from line to line. For a € R, we put [a] := max{b € Z | b < a}. We sometimes use
the symbols n/[n — 2|4+ and (n + 2)/[n — 2]+ to indicate the Gagliardo-Nirenberg
exponent and Sobolev exponent, respectively. Their meanings are

n )% (n=3), n+2 _ Z—fg (n>3),
[n— 2]y oo (n=1,2), [n— 2]+ oo (n=1,2).

Let n! denote the factorial of the nonnegative integer n, that is, n! = n-(n—1)--- 2-1.
According to a useful convention, we define 0! = 1. We also denote by n!! the double
factorial of n, that is, n!!=n-(n—2)-(n —4)---1.

Let n, k € Z>q satisfy £ < n. The symbol (Z) denotes the binomial coefficients,

that is,
n\ n!
k) kl(n — k)

We sometimes use the symbol of the generalized binomial coefficients. Let o € R
and k € Z>o. We define

a\ ala—1)---(a—k+1)
(1) ==
We also use the symbols < and ~. The relation f < g stands for f < Cg with
some constant C' > 0 and f ~ g means that f < g and g < f.
For ¢ = (z1,...,2n),y = (Y1,-..,yn) € R™, we define the product z -y =
> j—12;Y;, the absolute value |z| = \/z -z and the bracket () by

() = V1 4[]
We sometimes use the Landau notation. Let f(¢) and g(t) be two functions

defined on a subset of R. We write

f(t) = 0(g(t)) ast— 400
if there exist constants M > 0 and ¢y > 0 such that |f(¢)] < M|g(t)| holds for all
t > to. We also write

f(t) =o(g(t)) ast— +oo
if for any € > 0, there exists a constant ¢y > 0 such that |f(¢)| < €|g(¢)] holds for
all ¢ Z to.
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We write the partial derivatives 0; = 0/0t, 0, = 0/0x;, V = (O, --,0s,)
and A =3, 07, 0 =97 — A. For simplicity, for a function u(t,z) defined on a
subset of R x R", we also use the notation u; = dyu and u,; = 0,,u (j =1,...,n).
We also use the symbol of the multi-index. For o = (av,...,a,) € Z%, and a
function f: R™ — R, we write

0y f(x) = 05} --- 05 f(w)

and |a| = a1 + - + .
Let f(£) or F[f](€) denote the Fourier transform of a function f(z), that is,
. 1 .
_ . —iz-£
F6) = FUNO = Gyors [ e
and we write the inverse Fourier transform of a function ¢(§) by
—1 L 1 ix-§

For two functions f, g defined on R, the notation f * g stands for the convolution
of f and g, that is,

Fro@) = [ 1o

Next, we explain the function spaces used in this thesis. Let K C R™. We
define C'(K) by the space of continuous functions f : K — R. Cp(K) denotes
the space of continuous functions with compact support, where the support of a
function f: K — R is given by

supp f ={z € K| f(z) #0} N K.

Let €2 be an open set in R™. We denote C"(2) by the space of r-times continuously
differentiable functions defined on §2. As above, we define Cfj(2) by the subspace of
C"(92) whose elements have compact support, and C*>°(Q2) = N2,C" (), C§°(Q) =
220 CE(Q):

Let LP(£2) denote the Lebesgue space equipped with the norm

1/p
1l = 1o = ( /Q |f<x>|pdx)
for 1 < p < oo and

[fllso = [[fllze=(0) = ess.sup{|f(2)| | z € Q}.
We denote the usual Sobolev space by H™ () for m € N, that is,
H™Q) ={f € L*(Q) | 07 f € L*() (la] <m)},

where the derivatives are in the sense of distribution. H™(Q)) is Hilbert space with
the inner product

(f,9)mm = > (05f,059) Lz

la|<m

We define H}(2) by the completion of C§°(£2) with respect to the norm defined
from the above inner product with m = 1. To express Sobolev spaces, we also use
the notation W™ (Q) (1 < p < c0):

WmP(Q) == {f € L?(Q) | 97 f € L7(Q) (|| <m)}.
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It is well known that W™P(Q) is Banach space with the norm

I fllwmo == (105l Lo

la|<m

We sometimes use the symbol of product space norm. For two normed spaces
(X, - 1) and (Y, |- ), we write [|(u,v)|xxy = Jullx + [v]ly-

For an interval I and a Banach space X, we define C"(I; X) as the space whose
element is an r-times continuously differentiable mapping from I to X with respect
to the topology in X (if I is a semi-open or closed interval, the differential at the
endpoint is interpreted as one-sided derivative).

9.2. Special functions

We give the definition and some properties of the special functions used in this
thesis.

9.2.1. definition.

(i) Gamma function:

for s > 0.
(ii) Beta function:

1
Bl = [ ¢t
0
for r,s > 0.
(iii) Modified Bessel function:

oo

L= e (3)

m=0

for v € Z>p and s > 0.

9.2.2. Properties.

LEMMA 9.1. Forr,s > 0, we have

(i) D(s+ 1) = s['(s),

(i) T(1/2) = 7.
(iii) T'(r)I'(s) = T'(r + s)B(r, s).

PROOF. By the integration by parts, it follows that

(o) oo
I(s+1)= /0 te~tdt = [—tse_t]zgo + S/o ts~le~tdt = sI'(s),
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which proves (i). Next, we have

1\2 o 2
() - ([ e
2 0
o ) 2
= (2/ e du)
0
=4 </ e“Zdu> </ e”2dv>
0 0
o0 o0 5 5
= 4/ / e~ W) dudy
/ o

e’ pdpdf
e
p=0
This shows (ii). Finally, we prove (iii). We see that
L(r)T(s) = (/ ﬁr_le_tdt> (/ ts_le_tdt)
0 0
> 2 o 2
=14 (/ u2r—1 —u du) (/ v?s—l —v d’l))
_4/ / 2r 1 2s 1 —(u +v )dudv
/2
( 2r+2s 16 4 dp) ( / (0089)2r—1(sin9>23—1d9>
0

( trts—le tdt) (/01 trl(lt)‘“ldt>

D(r + 5)B(r, ).

LEMMA 9.2. Let a > 0,c > 0. Then, we have

a ect

_a Va? —1t2

ProOOF. First, we see that

dt = wly(ca).

1
a ect cat

L _dt=
_a VaZ — 12 \/1—t2
/ m Z ",

m=0

By the dominated convergence theorem, the integral commutes with the sum. We
also note that if m is odd, then the integrand becomes an odd function and so the
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value of its integral is 0. Therefore, it follows that

a ect o (Ca)Qm /1 t2m
——dt =2 dt
[a a2 — 12 Z (2m)' 0 /1 — 2
1

=0
= g ((C;?,j;l /0 sV — 5)TY2ds (4% = s, 2tdt = ds)
= i:o ((C;T:;B(er 1/2,1/2)
D e coe
_ mi:o ((cggj; ((m—1/2)(m ;n;")/Q) W
:g ((62(17:; (2m — 1)(27;@m;n3;)...3.1.7r
=+ 3 e (5)7 = bt
which shows the conclusion. -

LEMMA 9.3 (derivatives).

To(s) = 1i(s), T{() = To(s) — ~1i(s),

d _
s_1£ (s7'1y(s)) = s~V (s).

PROOF. By the definition of Iy(s), we have

I
(]2
s
3=
!
=
—
N ®»
e
i

I
(]
3
S
+
=
—~
RS
~—
Do
3
s



184 9. APPENDIX

From the definition of I;(s), we can also calculate

hs) = i miﬁﬁ)é (%)Qm

m=0
- n; (f:(;i) 1_)!1 % (;)m
=3 e () S a6

Moreover, it follows that
ad _ _
- (57M(s) = (D)5 () + 5TV I(s)

— 5D (<15 (s) + I)(s))

3 | & 1 g\ 2m+l
=Y <_s Z ml(m +1)! (5)

m=0

S

oo

2m+1 1 yg\2m+i-1
+mz i (m + 1)1 2 (3) )

=0

) N L(f
s mz:;m!(m—l—l)! 2

> 1 s
— (1) (,
§ mZ::Om!(m—i-l—i-l)! 2

=5 D (s).

>2m+l71

)2m+l+1

LEMMA 9.4 (integral representations). For v € Zxq,s > 0, we have

1 s\ [T
2.1 I,(s)=—=———= (= scos9(sin §)2 d.
(9.2.1) 0= o (5) ) @i
Proor. Noting that
/(cos@)j(sin0)2”d9:0
0

if j is an odd number, we obtain

s ™ 1 . .
/ e % (sin 0)* df = / Y =8 (cos ) (sin )
0 0
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We claim that

1T0(j +1/2)T(v +1/2)
2 F'j+v+1)

w/2 ]
(9.2.2) / (cos 0)%I (sin 0)?”d =
0

for j,v € Z>¢. In fact, we calculate

/2 1 1
/ (cos 0)23 (sin 9)2”d9 = 5/ tﬂ*1/2(1 _ t)ufl/zdt
0 0
1

= SBU+1/20+1/2)

1

L(j+1/2)C(v+1/2)
T2 Fj+v+1)

)

which proves (9.2.2). Here we have used the changing variable ¢ = cos? 6.
Using (9.2.2), we can see that
0

" scos 6 sin 2v — . s F(.]+1/2)F(V+1/2)
/0 ¢ (sin f)™dd ;(2;’)! TG+v+1)

By noting that
|
(2= (225 — DN =274127 —T'(5 + 1/2),
NZ3
it follows that

m (g)u/o e* %% (sin 0)* df

B 1 = 5% L(j+1/2)T(v+1/2)
- V/Al(v +1/2) ( ) ZQJ]QJ I'(j+1/2) N'j+v+1)

oo

2j+v
_JZ 'F]—I—V+ ( )

This shows (9.2.1). O

LEMMA 9.5 (asymptotic expansion).

1 w-12w+1/2)  (v—1/2)—3/2)w+3/2) (v +1/2)
L(s) = —5=e (1 - 2s * 219252

2m
— (=1 k'ZkkH G-=1/2)(v+(j—1/2)

+0(sF ) (s = +00)
fO’I” ke Zzo.

PRroOOF. By Lemma 9.4, we can write

eS

L) =z i (3) ) oy
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We change the variable as s(1 — cosf) = t. Noting that cos§ = 1 — t/s and
sinf = /1 — (1 — t/s)2, we obtain

2v—1

™ 1 2s t 2
/ e*(c0s0=1) (in 9)2v dp = f/ et 1-— (1 — ) dt
0 sJo s
(f )

1/2
_ ; 7ttu 1/2 7£ - dt
Su+1/2 0 s .

Hence, we see that

s\ ¥ n v—1/2
I, 2 et v—1/2 v
() = 777 y+1/2 (2) s”+1/2/ t 27 dat

s 2s v—1/2
e / o—tpr—1/2 _i dt
\/27rsF l/+1/2 0 2s

By the Taylor theorem, one has

() )
+ k(” _kl/Q) (;) ) /01(1 — )kt <1 - T;S)H/Zk dr.

Therefore, we have

L= i / (")) (‘;s)jd”Rk(”’S) ’

J

2s k

—1/2 t

R _ —tyu—1/27.(V v

k(v 8) /0 e 't k k 5

1 t v—1/2—k
X (/ (1—7)Ft <1 - 7'> dT) dt.
0 2s
We note that

2s [e’e) [e%s)
/ e /2t gy :/ e_tt”_l/QHdt—/ et/ 2t gy
0 0 2s

—T(v+1/24j) + R;(v, )

with
Rj(v,s) = */ et 1/2 4 gy,
2s
Moreover, using

Twv+1/24+5)=w—-1/2+)v—-3/2+j)---(v+1/2)T(v +1/2),
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we can deduce that

I(s) = VZ;;E j:: <V ]1/2)(L’—-1/2 +—])---(u«+-1/2)i;3;j
T ; 1/2) l: R(0,8) + Ru(049)
:\/62% jz:é(_l)j(v—l/2)...(y—(j—1/;32)§Zj+(j_1/2))...(V_|_1/2)
(v j 1/2) : (v:5) + Rilv,5)

Therefore, it suffices to prove that R;(v,s) = O(s~*) for j = 0,1,...,k — 1 and
Ri(v,8) = O(s7%) as 8 — +00.
The estimates of R;(v, s) is easy. Indeed, we have

/ e—ttv—1/2+jdt < 6—3/2/ e—t/Qtv—l/Z—i-jdt < 06_8/2.
2

s 2s

However, the estimate of R (v, s) is more complicated. By the definition of R (v, s),
we can compute

2s k
—1/2 t
_ —tyr—1/2}, v v
Ry (v, ) /0 e f 53
1 ¢ v—1/2—k
X (/ (1—7)k1 <1 - 7') dT) dt
0 2s
1 2s v—1/2—k
t
= g / e 2k (1 dt | (1 - T)kild’l'.
Sk 0 0 2s

Thus, it suffices to prove that

1 2s ¢ v—1/2—k
(9.2.3) / / ety TL/2Hk (1 — 7'28) dt | (1—-7)"tdr <cC
0 0

with some constant C' > 0. When &k < v, then it follows that v —1/2 — k > 0 and
(9.2.3) is obvious. When k > v, to see (9.2.3), we divide the integral region. If
0<7<1/20r0<t<s,then we have

t 1
l—-7—2>—
2s 2
and hence, we can immediately obtain the desired estimate. Thus, we may consider
only the region in which it holds that 1/2 <7 <1 and s < ¢ < 2s. In this region,
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we can calculate

1 2s £\ vL/2k
/ / ety /2R (1 — T) dt | (1—7)"tdr
1/2 \Js 2s
1 2s ¢ v—1/2—k
< Ce_ss”_1/2+k/ / (1 — T) dt | (1 —7)tdr
1/2 \ /s 2s

_ Cefssyfl/2+k:

t=2s

1 v+1/2—k
2s 1 t
— 1— 1— k:—ld
></1/2 Tv+1/2—k [( T2$> 1 (1=7) g

t=s

1
/ (1 -7 "Y2ar (k>v),
< 06755V+1/2+k 1{2

- / 1-7)"Ydr (k=vandv>1)
1/2

< Ce—ssu+1/2+k
which completes the proof. ([l

9.3. Lemmas
LEMMA 9.6. If1/p+1/p' =1,1 < p <2, then it holds that

IF M < Cllf ey NF S < Cllgllrr
for f,¢ € LP(R™), where C is a positive constant depending only on p,n.

The following lemma is elementary but very useful for proving time decay
estimates to the solution of damped wave equations.

LEMMA 9.7. Let § > 0,¢ > 0 and k > 0, then we have
5

/ rkefcr%dr S C(1+t)7(k+1)/27
0

sup rke—er’t <C(1+ t)_k/2
0<r<§

for allt > 0, where C is a positive constant independent of t.

Proor. When 0 < ¢t < 1, the estimates above are obvious. Hence we may
assume t > 1. By the changing variable 7%t = s, we obtain

5 5
t(k+1)/2/ ,rke—crztd,r,:/ (T2t)k/26—cr2tt1/2dr
0 0
5%t

1
_ 7‘/ Sk/2€765871/2d8
0

N

< f/ sF—D/2e=cs g « 1o
0

()

In a similar way, we have

2 2
tk/Z,r,k‘efcr t_ (TZt)k/Qefcr t < sup Skefcs < 400
s>0

and the proof is completed. ([l
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LEMMA 9.8. For a,b > 0, there exists a constant C' > 0 such that the following
holds:

(i) When max(a,b) > 1,
/t(l =) (14 5)"ds < C(14¢)7 @D,
(ii) When b >0 0,
/Ot(l +5) %t s < O(1 1)

PROOF. First, we prove (i). We may assume a = max(a, b) > 1 without loss of
generality. Then we have

t t/2
/(1+t—s)_a(1+s)_bds:/ (1+t—s)"%1+s)"ds
0 0

t
+ / (1+t—s5)""1+s)"tds
t/2

t/2
<(1+ t/2)_“/ (14 s)""ds
0

t

+(1+t/2)*b/ (14+1—s)ds

t/2
= (1+1t/2)7 ﬁ“l +/2)770 1) (b #1),
log(1 +1/2) (b=1)

1
+(1+ t/2)*bm(1 —(14t/2)'7%)
<C(1+1)70.
Next, we prove (ii). Let ¢ > max(a, 1). Then, noting e **=) < C(1+t—s5)¢,
we obtain

t t
/ (14 )%t dg < c/ (14 8)"*(1+¢—s)ds < C(1+£)°
0 0

by (i). O

LEMMA 9.9 (Hausdorff-Young). Let 1 < p,q,r < oo satisfy 1/q—1/p=1-1/r.
Then the inequality

1f * gllee < Cllfllz-llgllze
holds for some constant C > 0.

LEMMA 9.10 (Gagliardo-Nirenberg). Let p,q,7(1 < p,q,7 < 00) and o € [0, 1]

satisfy
1 1 1 1
(D) an
p ron q

except for p =00 orr =n whenn > 2. Then for some constant C = C(p,q,r,n) >
0, the inequality

hlle < CIVR|S Al for any h e WL (R™) N LYR")

v
holds.
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For the proof see for example [96].

LEMMA 9.11 (Gronwall). Let f(t), g(t), h(t) be continuous functions defined on
an interval [a,b). We assume that h(t) > 0 and
¢

f@smw+/hmﬂww

hold for all t € [a,b). Then it follows that

s <o+ [ e ([ n0) nsyatoyas
fort € [a,b).
PROOF. Let .
Ft) = / h(s) f(s)ds.
Then we have F/(f) = h(t) f(t). By the assumption, we obtain
F/(t) ~ hOE() < h(D)g(t).

‘We can rewrite this as

% {exp (_ /a t h(e)da) F(t)] < exp (— /a t h(9)d9) h(t)g(t)

F(t) < exp ( / t h(0)d9) / exp (— / ) h(@)d@) h(s)g(s)ds
< / "exp ( / t h(9)d9) h(s)g(s)ds.

Therefore, we have

£ <90+ FO) <90 + |

a

and hence,

t

exp ( / t h(9)d0> h(s)g(s)ds.
|

LEMMA 9.12 (A Gronwall type lemma). Let f(t) be a real-valued continuous
function on an interval [a,b] and g € R. Assume h(t) is a nonnegative continuous
function on [a,b] and

1 1 ¢
370 < 50+ [ Wsrdr
for any t € [a,b]. Then the inequality
¢
£O1<lgl+ [ hryar

holds for any t € [a,b].

ProOF. We put
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for t € [a,b] and € > 0. Then F.(t) is strictly positive and
F(t) = h(t)|f(t)|
< VRE(D)h(t)
by the assumption. This means
Fl(t
ﬁ < h(t)
2F.(1)
and integrating on [a, t] leads to

V2F.(t) < \/2F.(a) + / t h(r)dr.

From

V2F.(a) < Vg +e2 < gl +¢
and the assumption, we have

f)] < V2F(t)

< \/2F.(a) —‘r/th(T)dT

<|g|+e€ +/ h(r)dr.
By € — 40, we obtain the desired estimate. O

9.4. Definition of solutions

In this section, we give definitions of solutions used in this thesis.

9.4.1. Linear homogeneous equations. We consider the linear homoge-
neous equation

(9.4.1) { uy — Au+a(t,z)u, =0, (¢, 2) € (0,00) x R”,

(u,u)(0,z) = (up,u1)(z), x€R™,

where u = u(t, x) is a real-valued unknown, a(t, ) is a smooth, nonnegative function
and bounded with respect to z, that is,
(9.4.2) sup |a(t,x)| < 400
z€R"

holds for all ¢ > 0.

(i) Classical solution : let (ug,u;) € C*(R™) x C*(R™). We say that a function
u is a classical solution of (9.4.1) if u € C?([0,00) x R™) and u has the initial data
u(0,2) = up(x),us(0,2) = uy(x) for all z € R™ and satisfies the equation (9.4.1)
at each point (¢,z) € (0,00) x R". For example, if m € N,m > [§] + 1 and
(up,u1) € CPT3R™) x CFH(R™), then there exists a unique classical solution
(see [25, Theorem 2.27] and use the Sobolev imbedding theorem).

(ii) Strong solution : let (ug,u;) € H?> x H'. We say that a function u is a
strong solution of (9.4.1) if

2
ue () C*([0,00); H),

Jj=0
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and v has the initial data u(0) = ug,u;(0) = u; and satisfies the equation (9.4.1)
in the sense of L2(R™). It is well known that for any (ug,u;) € H? x H', there
exists a unique strong solution (see [25, Theorem 2.27]). We also note that if u is
a classical solution and satisfies u € N5_,C*77([0,00); H7), then u also becomes a
strong solution. Conversely, if u is a strong solution and u € C?(]0,00) x R™, then
u becomes a classical solution.

Let us denote by R(t,s) the operator which maps the initial data (ug,u1) €
H? x H! given at the time s > 0 to the strong solution u(t) € H? at the time t > s.
We also write S(t,s)u; = R(t,s)(0,u;) for a function u; € H*.

REMARK 9.1. When a(t,x) =1, we can write
R(t,s)(ug,u1) = S(t,s)(up + ur) + 0, (S(t, s)up).

This immediately follows from that the right-hand side actually satisfies the initial
condition and the equation (9.4.1) and the uniqueness of the strong solution. More-
over, if a is independent of t, then R(t, s) is determined by only the difference t —s.
Thus, we can write as R(t — s) instead of R(t,s).

PROPOSITION 9.13. Let u be a strong solution of (9.4.1). Then it follows that

n

(9.4.3) / (ug(t, ©)* + |Vu(t, z)|*)dz < / (u1(z)? + |Vuo(x)|?)dz
for allt > 0. Moreover, for any T > 0, we have

(9.4.4) lu®llzs < luollzs + T (Vuo, )22
forall 0 <t <T.

PROOF. Multiplying the equation (9.4.1) by u;, we have
——(u? +|Vul?) = V- (usVu) + a(t, x)ui = 0.

Integrating over R", we see that

1d

9 dt R (U% + ‘Vu‘2)d:E +/ a(t7x)ufdx —0.

n

Here we have used that u € N3_,C*77([0, 00); H?) and the divergence theorem with

the fact u;Vu € L'*(R™). Moreover, integrating the above identity over the interval
[0,t], we deduce that

3 [ (ol + Vata)de+ [ ats.oyu(sadeds

_ %/n(ul(x)Q—i— Vo (2)[?)da.

In particular, noting that a(t,x) > 0, we have (9.4.3).
Next, we prove (9.4.4). For fixed T > 0, we can calculate

u(t) = ug +/O ug(s)ds
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and
t
[u®)llrz < [uollr +/ [[ue(s)||L2ds
0
t
< Nuollza + [ (o, un)llaxzods
0
<|luollrz + T[(Vuo, u1)||L2x 12
for all 0 <t <T. This completes the proof O

From Proposition 9.13, the operators R(¢, s) and S(t, s) can be extended uniquely
to the operators defined on H' x L2. Indeed, for any fixed T > 0, the estimates
(9.4.3) and (9.4.4) show that

[1B(E, 8) (uo; wr) ||+ 1|0: (R(t, 5) (uo, ua)) [ 2 < C(1+ T)|[(uo, wa)l| 12

holds for s < ¢ < s+ T. This leads to that the operator R(t,s) can be extended
uniquely to a operator such that R(t,s) : H x L? — C([s,T]; H*) N C*([s, T); L?).
Since T is arbitrary, we have an extension of the operator R(t,s) such that R(¢, s) :
H' x L? — O([s,00); H') N C([s,00); L?).

9.4.2. Linear inhomogeneous equations. Let us consider

(9.4.5) { uge — Au+ a(t,x)uy = F(t,x), (t,x) € (0,00) x R™,
o (u, ut)(0, 2) = (up,u1)(x), x € R™,

where a(t, ) is a smooth, nonnegative function satisfying (9.4.2) and F'(¢, z) denotes

a inhomogeneous term.

(i) Classical solution : let (ug,u1) € C*(R"™)x C*(R™) and F(t,z) € C([0, 00) x
R™). We say that a function u is a classical solution of (9.4.5) if u € C?([0, c0) x R™)
and v has the initial data u(0, ) = ug(x), u¢(0, ) = u1 () and satisfies the equation
(9.4.5) at each point (¢,z) € (0,00) x R". For example, if m € N,m > [§] +
1, (ug,u1) € CIP3(R") x C"MHR™) and F(t,x) € N7, C7([0,00); H™7), then
there exists a unique classical solution (see [25, Theorem 2.27] and use the Sobolev
imbedding theorem).

(i) Strong solution : let (ug,u1) € H? x H' and F € C([0,00); L?). We say
that a function u is a strong solution of (9.4.5) if

2
ue () C*7([0,00); HY)
=0

and u has the initial data (0) = wg, u:(0) = u; and satisfies the equation (9.4.5)
in the sense of L2(R"). It is well known that if (ug,u;) € H?> x H! and F €
C1([0,00); L?), then there exists a unique strong solution (see [25, Theorem 2.27]).

(iii) Mild solution : let (ug,u;) € H' x L? and F € C([0,0); L?). We say that
a function u is a mild solution of (9.4.5) if u € C([0,00); H') N C*([0, 00); L?) and
u has the initial data u(0) = ug, u:(0) = u; and satisfies the integral equation

(9.4.6) u(t) = R(t,0)(ug,u1) + /Ot S(t,s)F(s)ds

in the sense of H!(R™).
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(iv) Weak solution : let (ug,u;) € H' x L? and F € C(]0,00); L?). We say that
a function u is a weak solution of (9.4.5) if u € C([0,00); H') N C*(]0, 00); L?) and
u has the initial data u(0) = ug, u;(0) = u; and satisfies the identity

(9.4.7) /[O | 100 = 80— (alts )0z
= [ (@.2)unfe) + 11()6(0,2) ~ w0 ()0, 2)da

+ / F(t, z)pdxdt
[0,00) xR™

for any ¢ € C§°(]0,00) x R™).

REMARK 9.2. We can define the weak solution for more general function spaces
wider than C([0,00); HY) N C1([0,00); L?). However, in this thesis we treat only
weak solutions belonging to C([0,00); HY) N CY([0, 00); L?).

PROPOSITION 9.14. Let (ug,u1) € H>xH', F € C([0,00); H)NC* ([0, 00); L?)
and u be the strong solution of (9.4.5). Then u also becomes a mild solution. More-
over, u satisfies the following energy estimates.

t
(9.4.8)  [|(we, Vo) (D)l| p2x 2 < C|l(ur, Vato)|| p2x 12 +c/ IF(s)|| 2 ds,
0

t s
(9.4.9)  |lu(®)||zz < |luol|Lz +C/ <(u17Vu0)||szLz +/ ||F(T)||de7> ds.
0 0

PROOF. Let (ug,u;) € H?> x H', F € C([0,00); H') N C*(]0, 00); L?) and u be
the strong solution of (9.4.5). We put

a(t) == R(t,0)(ug,uy) +/O S(t,s)F(s)ds.

Then @ € N_,C*77([0,00); H7) and it is easy to see that @ is a strong solution of
(9.4.5). Therefore, by the uniqueness of the strong solution, we have u = 4.

Next, we prove the estimates (9.4.8) and (9.4.9). By multiplying the equation
(9.4.5) by uy, it follows that

190
§§(u? +|Vul|*) = V- (u; V) + a(t, z)ui = F(t,)u.
Integrating over R™, we obtain
1d
id—/ (u? + |Vul?)dx —|—/ a(t, x)ulde = F(t,z)usdz.
t RT) n Rﬂ,

Here we have used the divergence theorem with the fact u;Vu € L'(R™). Integrat-
ing over [0,¢] and using the Cauchy-Schwarz inequality, we deduce that

> [ (e + [Vu(t)P)da

1 t
< 5/ (uf + |VU0|2)d~’C+/ 1E(s)[l L2 [t ()]l L2dls.
n 0
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Therefore, we can apply Lemma 9.12 by putting

1/2 1/2
s = ([ o waori) g ([ e wli)
h(t) = [|F ()]l
and have
1/2
([ twtr +1vutoias)
< ([ w4 vuky ) + [ IO lzas.
In particular, we conclude that
t
[[(ue, Vu) @)l L2 x> < Cll(ur, Vo) || L2 x 12 +C/ [1E(s)llL2ds,
0
which proves (9.4.8). The estimate (9.4.9) is immediately obtained by using
t
u(t) = uo +/ ug(s)ds.
0
Indeed, we have
t
[u(@)llzz < [luollz> +/ [[ut(s)[[2ds
0
t s
< fuollzz +€ [ (I uollions + [ N ) s
0 0
This completes the proof. ([

PROPOSITION 9.15. Let (ug,u1) € H! x L?, F € C([0,00); L?). Then there
exists a unique mild solution u of (9.4.5). Moreover, the mild solution u satisfies
the estimates (9.4.8) and (9.4.9).

PROOF. Let Ty > 0 an arbitrary number. We take sequences HOTRRNY ))};?‘;1 C
H? x H' and {FU }°° 1 C C([0,Tp]; HY) N C*(]0, Tp]; L?) such that

(u$, w9y = (ug,ur) in H' x L2, FY — F in C([0, Ty); L?)

as j — oo. Let u(9) be the strong solution of (9.4.5) corresponding to the initial
data (ug U ) (J)) and the inhomogeneous term FU) (¢, z). Then by Proposition 9.14,
it follows that {ul}22 | is a Cauchy sequence in C([0, Tp}; H*) N C*([0, Tp]; L?). In
fact, the difference u(9) — u(¥) is the strong solution of the Cauchy problem

{H“_A“ alt, @)u = F@ — O,
k
(1, u) (0, ) = () — u, u? — u®),



196 9. APPENDIX

Therefore, we can apply Proposition 9.14 to u() — u(¥) and have

10 (D — u®) (VD — u®™)))(t) p2x 2
< || = ul® V(@) = uSN L2 xre + CTo s[gl; | [(FD — F®Y(s)| 1,
s€(0,10

1) — u®)(8)]] 2
] k
< u§” = uf|| 2

+ 0T <||(u§” W VWl — w2z + To s[up | (P& — F(’“))(s)HLz) .
s€[0,To

This shows that {u(?)}52, is a Cauchy sequence in C([0,Tp]; H') N C*([0, Ty); L?).
Since Ty > 0 is arbitrary, we can define the limit

lim w9 = u e C([0,00); H') N C*([0, 00); L?).

j—o0

Using Proposition 9.14 again, we see that each ul/) satisfies the integral equation

u9) (t) = R(t,0)(u (J) (J) /S

Noting that R(¢,0) and S(t, s) can be extended uniquely to the operators defined
on H' x L? and L2, respectively (see Proposition 9.13) and letting j — oo, we
obtain

u(t) = R(t,0)(uo, u1) —l—/o S(t,s)F(s)ds,

which indicates that u is a mild solution of (9.4.5).

The uniqueness of mild solutions is obvious. Indeed, if two functions u, v satisfy
the integral equation (9.4.6), then we immediately have u — v = 0.

Finally, by Proposition 9.14, each strong solution ) constructed above satis-
fies the estimates (9.4.8) and (9.4.9) with u{’, u{"), F()). Taking the limit j — oo,
we can obtain the same estimates also hold for the mild solution . O

PROPOSITION 9.16. Let (ug,u1) € H*x L? and F € C([0,00); L?). If a function
u € C(]0,00); HY)NC ([0, 00); L?) is a mild solution of (9.4.5), then u also becomes
a weak solution of (9.4.5) and vice versa.

PROOF. Let u be a mild solution of (9.4.5) with (ug,u;) € H! x L? and F €
C([0,00); L?). Let ¢ € C§°([0,00) x R™). Then there exists some T, > 0 such
that supp(b C [0,Tp) x R™. As in the proof of Proposition 9.15, we take sequences
{(u§, ui)}2, € H2 x H' and {FD}22, ¢ O([0,To); H') N C*([0, To); L?) such
that

WS, u) = (ug,u1) in H' x L2, FY — F in C([0, Ty); L?)

as j — o0o. Let ul) be the corresponding strong solution of (9.4.5) to u( 7 ugj) FU),
Then by the proof of Proposition 9.15, it follows that lim;_. u9) = u. Since each
u9) satisfies the equation

ug) — AulD) + a(t,x)ugj) = FW
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in the sense of L2(R™), multiplying the above equation by a test function ¢(t,z) €
C§°([0,00) x R™) and integrating by parts, we can easily see that

| a9~ 86 (alt,x)))dade
[0,00) xR™
— [ (@000 @) + ) @)6(0,2) ~ ) (2)61(0. )z

+ / FO(t, ) pdxdt
[0,00) xR™

Thus, letting j — 400, we deduce that u satisfies the identity (9.4.7) and becomes
a weak solution.

Next, we prove that if u € C([0,00); H') N C*(]0,00); L?) is a weak solution,
then u also becomes a mild solution. Let @ be the mild solution of (9.4.5) with
(ug,u1) € H x L? and F € C([0,00); L?). Then by the argument before,  is also
a weak solution. Therefore, taking the difference of u and u, we have

/ (u—a)(dtr — Ad — (a(t,z)p)s)dxdt =0
[0,00) xR™

for any ¢ € C§°([0,00) x R™). Let ¢ € C§°((0,00) x R™) be an arbitrary test
function and let Ty > 0 be sufficiently large number so that supp ¢ C (0,75) x R™.
We take ¢ as the classical solution of the inhomogeneous equation

Gt — A¢ — (alt, x)¢)r = ¥(t,x)

having the data ¢(To,x) = ¢+(To,x) = 0 (the existence of this classical solution ¢
can be proved by the same way as that of (9.4.5), for example, see [25, Theorem
2.27]). By noting the finite propagation property for solutions to the above equation
(see [25, Theorem 2.7]), it follows that ¢ € C5°([0,00) x R™). Then we obtain

/ (u — @) (t, 2)dadt = 0

[0,00) xR™

for any test function ¢ € C5°((0,00) x R™), which yields u = 4. O
9.4.3. Semilinear equations. In this subsection, we consider solutions of the

semilinear damped wave equation

(9 4 10) Ut — AU + a(t7x)ut = f(u)7 (t,l‘) € (07 OO) X an

o (u, ut)(0,2) = (up,u1)(x), xz € R",

where a(t, x) is a smooth, nonnegative function satisfying (9.4.2) and f(u) denotes
a nonlinear term. We assume that f(-) : R — R is a C! map and satisfies f(0) =0
and

(9-4.11) [f(w) = f()] < Clul + [~ u — o]

(lul + w)P=2lu =0 (p>2),

ju— vfp~? 1<p<2)

[f'(w) = f'(v)] < C{

with some constant C' > 0 and p. Typical examples are f(u) = =|u[P~ u, +|ulP.
Moreover, we also assume that

(9.4.12) l<p<oo(n=12), 1<p< (n > 3).

n—2
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Under these assumptions, we note that by the Gagliardo-Nirenberg inequality
(Lemma 9.10), it follows that

IF()]l2 < Cllvlb, < CIVOIE ISP < Cllol,
with o =n(p —1)/(2p) € [0,1]. We also have
£ () = fu(s)llzz < Cl(u(E) +v(s)F2 [0(t) = v(s)| p2n
< C(lw®llar + [lv(s) [ a)?~ o) = v(s) |l

Here we used the Holder inequality with (p —1)/(2p) +1/(2p) = 1/2. The inequali-
ties above show that if v € C([0,T); H') for some T > 0, then f(v) € C([0,T); L?).
Similarly, we can obtain

18ef (w2 = I (w@®)ve()] L2 < Clllo(E)[P~ o (1) 2
< Cllo(®) 5o le ()l 20 < Cllv@) 7" oe ()| 1,
IVaf ()2 = [f () Var(t)llzz < Clll@)P~ Vov(t)] 22
< Cllo®) 12 Vav (Bl 20 < Cllo(@)[[he-
The above estimates indicates that if v € N3_,C*77([0,T); H7), then 8, f(v(t)) and
V. f(v(t)) belong to L2(R"). Furthermore, we can see that
10ef (v(t)) = Oef (v(s))l| 2
= [If" (w®)ve(t) = ' (v(s))ve(s)| 2
< Cllo(t) + v(s)l[ 2, l[ve(t) = vi(s) 20
{nv(t) (2 0(E) + 0l 2o o t) — v(s) e (> 2),
Vs () + ve() | 20 [[0(E) = v(s)[[ 2 (I<p=2)
and

IVaf(u(t)) = Vaf(v(s))l L2
= f'(w(t)Vao(t) = f'(v(5))Var(s)| L2
< Ollo(t) + v(s) 720 Vv (t) = Vv (s)] 2

{llv(t) + ()72 IVav(t) + Vao(s) 2o 0(t) = v(s)llzr (0> 2),
IVov(t) + Vau(s)llzznllo(t) = v(s)ll} 2, (1<p<2).

The above estimates imply that if v € N3_,C*77([0,T); H’), then
J0) € C(0.T); HY) N €Y (0,7); 1)

Let us define solutions to (9.4.10). For nonlinear equations, it is not always true
that there exist global-in-time solutions. Therefore, we consider solution defined
on an interval [0,T) for T > 0. We call such a solution local-in-time solution (or
local solution) and if we can take T' = oo, then we call it global-in-time solution (or
global solution).

(i) Classical solution : let (ug,u;) € C*(R™) x C*(R™). We say that a function
u is a classical solution of (9.4.10) if u € C?([0,T) x R™) and u has the initial data
u(0,2) = wuo(x),ut(0,2) = ui(x) and satisfies the equation (9.4.10) at each point
(t,z) € [0,T) x R™. We note that by the condition (9.4.11), f(u) is continuous if
u is a continuous function.
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(ii) Strong solution : let (ug,u;) € H? x H'. We say that a function u is a
strong solution of (9.4.10) if

ue () C*7(0,T); H)
j=0

and v has the initial data ©(0) = ug,u:(0) = uy and satisfies the equation (9.4.10)
in the sense of L*(R™). We note that if u € N7_,C*7/([0,T); H'), then f(u) €
A1y (0,); HY).

(iii) Mild solution : let (ug,u1) € H* x L?. We say that a function u is a mild
solution of (9.4.10) if

u € C([0,T); H') nC*([0,T); L?)

and v has the initial data u(0) = ug, u:(0) = u1 and satisfies the integral equation

(9.4.13) u(t) = R(t,0)(ug, u1) —i—/o S(t,s)f(u(s))ds

in the sense of H1(R™). We note that ifu € C([0,T); H'), then f(u) € C([0,T); L?).
(iv) Weak solution : let (ug,u1) € H* x L. We say that a function u is a weak
solution of (9.4.10) if

we O([0,T); H') N ([0, T); L?)
and v has the initial data u(0) = ug,u:(0) = u; and satisfies the identity

(9.4.14) /[0 A u(pp — Ad — (a(t, z)p)e)dxdt

— [ ((@(0.0)uo(a) + 1(2))0(0,) = ua(2)61(0. )

+ / F(u)odadt
(0,T) xR
for any ¢ € C§°([0,T) x R™).

REMARK 9.3. (i) We can define weak solutions of (9.4.10) for more general
function spaces including C([0,T); HY)NC([0,T); L?). However, in this thesis, we
treat only weak solutions belonging to C([0,T); H') N C([0,T); L?).

(i1) We also note that in the above definition, we can replace ¢ € C°([0,T) x
R™) with ¢ € C2([0,T) x R™). Because, any function ¢ € C3([0,T) x R™) can be
uniformly approximated up to the second derivatives by some sequence of functions
belonging to C§°([0,T) x R™). This remark is useful in Chapter 6.

PROPOSITION 9.17. Let (ug,u1) € H? x H' and let u be a strong solution of
(9.4.10). Then u also becomes a mild solution. Moreover, u satisfies the following
enerqgy estimates.

t
(9:4.15)  [l[(us, Vu)(8)[|L2x L2 < C|[(u1, Vuo)l| L2 2> +C/ [u(s) |72 ds,
0

t s
©0416) u(®lz> < Tuollzz +C [ (I Fuollnera+ [ ur) e ds
0 0

where C' is a positive constant independent of ug,uy,T.
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PROOF. We first prove the estimates (9.4.15) and (9.4.16). This proof is almost
same as that of Proposition 9.14. We multiply the equation (9.4.10) by u; and have

10
5 oyt VUl = V- (uVu) + a(t 2)uf = f(u)uy.
Integrating over R™, we deduce that

1d

5%/n(ut(t,x)2—|— |Vu(t,x)|2)da:+/ a(t, z)u(t, x)*de = - Fw)ug(t, x)dz.

n

Omitting the second term of the left-hand side and integrating over the interval
[0,t], we can see that

%/n (ug(t, )% + |Vu(t, z)|?)dzx

< %/Rn(u1(x)2+IVuo(x)P)dx+/0 - Flw)uy (s, z)dads.

By the Schwarz inequality, it follows that
t t
| st oydzas < [ )l lun(s)12ds
0 Rn 0

and hence,

1(ue, Vi) ()72 12 < Cll(ur, Vuo) [ 2 + C/O [1f ()l 22 lue (s) | L2ds.

Thus, we can apply Lemma 9.12 and have

[[(ue, Vu) ()| L2 x 2 < Cf(ur, Vo) |2 x> + C/O [1f (u(s))llL2ds

t
SﬂMhWthm+C/HMﬂ&M&
0

which proves (9.4.15). By noting that

u(t) = uo +/0 ut(8)ds,

we can also see that

t
lu(®)llz> < [luollz> +/ [[ui(s)|| 2ds
0

t s
< ool + € [ (I Vualleons + [ Nutr) ) ds,
0 0

which shows (9.4.16).

Let us prove that u becomes a mild solution. Let Ty € (0,7). Then we
have sup;e (o 7, [|(w, ue) ()| zr1x 2 < 400 and hence, supyeo 7y |1 f (u(t))[ 2 < +o0.
Therefore, we can take a sequence {F(j)};?‘;l C O([0, Tp]; HY) N CL([0, Ty]; L?) such
that

lim FU) = f(u) in C([0, Tp]; L?).

j—o0
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Let u9) be the strong solution of the linear inhomogeneous equation (9.4.5) with
the initial data (ug,u;) and the inhomogeneous term F(). Then, as in the proof
of Proposition 9.15, we can prove that

1@ = ut), Vo (ul? —u))(#)l|2x12 < CTo sup [|(FY = F®)(s)| 12,
s€[0,To)
1P —u®)(@)llz2 < CT5 sup [[(FY) = FW)(s)]| Lz
s€1[0,T0]
This shows that {u(J ©, is a Cauchy sequence in C([0,Tp]; H') N C([0, To); L?)

and we denote the hmlt function by @. Moreover, by Proposition 9.14, each (%)
satisfies the integral equation

W (1) = R(t,0)(uo, wr) + /O " S(t, $)FO) (5)ds.

Letting j — 400, we obtain

a(t) = R(t, 0)(u, ur) + /0 S(t, 5)f(u(s))ds

for t € [0,Tp]. Therefore, it suffices to prove that u = @. We note that ul) —u
satisfies the equation

v — Av 4 a(t, z)vy = FU) — fu)
in L?(R") and have the initial data (u) — u)(0,2) = 0, (9x(u?) — u))(0,z) = 0.
Hence, by the proof of the estimates (9.4.15) and (9.4.16), we can see that

(0 (u") = w), Vo (u') = w))(#)| 122 < CTo s I(ED — f))(s)] 2
s€(0,To

1@ —w)(t)llz2 < OTF sup [I(FY) — f(u))(s)] 2
s€[0,T0]
This implies that u¥) — u in C([0, Tp]; H') N C*([0,Tp); L?) and hence, u = 1.
Therefore, u satisfies the integral equation (9.4.13) for ¢t € [0,7p]. Since Ty is
arbitrary in [0,T), u becomes a mild solution of (9.4.10). O

PROPOSITION 9.18. Let (ug,u1) € H'xL? andu € C([0,T); HH)NCL([0,T); L?).
If w is a mild solution of (9.4.10), then u becomes a weak solution of (9.4.10) and
vice versa.

PROOF. Let u be a mild solution of (9.4.10) and let ¢ € C3°(]0,T) x R™). Then
there exists some Ty € (0,7") such that supp¢ C [0,Tp) x R™. We take sequences
{(u§, w2, € H? x H' and {FO}2, ¢ O([0,To); H') N C*([0, To); L) such
that

lim (uéj),ug )) = (ug,u1) in H' x L?,  lim FY = f(u) in C([0, Tp]; L?).

j—o0 j—00

Let u9) be the strong solution of the linear inhomogeneous equation (9.4.5) with

the initial data (u((f ), ugj )) and the inhomogeneous term F). Then by Proposition
9.14, we have

. . t
uD () = R(t,0)(u’, ul) + / S(t, s)FY)
0
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Since w is a mild solution of (9.4.10), we obtain
. . t .
WD (1) = u(t) = R(t,0)(ug” — o, ui’ —w1) + / S(t,s) (P9 (s) = f(u(s)))ds
0
and hence, by using Proposition 9.13, we can see that

1 —w, 0 (u? —w)) ()| 12

< C(1+Tp) <||<ué” — g, ut? — ur) || iz + To up |[FO)(s) — f(U(S))Hm) :
s€[0,To

This implies that lim;_ . u") = u in C([0,Tp]; H') N C*([0,Tp]; L?). Since each
ul) is a strong solution of (9.4.5), ul9) is also a weak solution of (9.4.5), that is,

[ a0n - 20— (alt a0y
[0,00) xR™
— [ (@) @)+ @)o(0.2) = ) (£)61(0,2))da

+ / FO (t, 2)pdadt.
[0,00) xR™

Thus, letting j — +o0o, we deduce that u satisfies the identity (9.4.14). Since ¢ is
arbitrary test function, u is a weak solution of (9.4.10).
Next, we prove that a weak solution u of (9.4.10) becomes a mild solution.

Let Ty € (0,T). As before, we take sequences {(uéj),u(lj))}]‘?‘;l C H? x H' and
{FU}se c C([0,To); H') N C*([0, Tp); L?) such that
lim (u(()j),ugj)) = (ug,uy) in H' x L?,  lim FY = f(u) in C(]0,Tp); L?)

Jj—oo Jj—oo

and let uU) be the strong solution of the linear inhomogeneous equation (9.4.5)
with the initial data (uéj ),ugj )) and the inhomogeneous term F). By the same
argument as above, we can see that {u(j)};?‘;l is a Cauchy sequence in C([0, Tp]; L?)
and we denote the limit function by @. Then u satisfies the integral equation

(t) = R(t,0)(ug, u1) +/O S(t, s)f(u(s))ds.

Therefore, it suffices to prove that u = @. Since each u?) is a strong solution and
u is a weak solution, we can deduce that

/ (@) — w) (G — A — (alt, 2)d),)dwdt
[0,To) xR™
= / ((a(0,2)(uf” —uo) + (uf” — u1))$(0, ) — (uf — 10)¢:(0, 2))da
+ / (FY9) — f(u))pdadt
[0,To) xR™
holds for any ¢ € C§°(]0,Tp) x R™). Letting j — 400, we obtain

/ (il — ) (6w — AG — (alt, 2)6),)dwdt = 0.
[0,To)xR™
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Let ¢ € C§°((0,Tp) x R™) and we take a function ¢ satisfying the equation

bre — Ap — (a(t, 2)¢)r = ¢
and having the data ¢(Tp,z) = ¢¢(Tp,z) = 0. Then we see that

/ (it — )t ) dwdt = 0.
[0,To)xR™

Noting that 1 is an arbitrary test function, we have u = @ a.e. (0,7p) X R™. Since
Tp is arbitrary in (0,T), we conclude that v = @ a.e. (0,7) x R"™. O
9.5. Local existence

In this section we prove a local existence of the solution to

uy — Au+ a(t, z)u, = f(u)  (t,2) € (0,00) x R™,
(9.5.1) { (u, ug)(0, ) = (ug, u1)(x) z € R".

where a(t, x) is a smooth nonnegative function and satisfies (9.4.2), that is,
sup |a(t,x)| < 400
z€R"
holds for all ¢ > 0. We assume that f(-) : R — R is a C! map and satisfies f(0) = 0
and (9.4.11), that is,
(9.5.2) [f(u) = f(0)] < C(lul + [0))P 7 u — v|

(Jul + [v))P~2|u—v| (p > 2),
lu— [Pt (1<p<2)

[ (u) = f'(v)] < C{

with some constant C' > 0 and p > 1.

We consider weak solutions of (9.5.1). Let T > 0 and X (T') := C([0,T); H*(R"))N
C1([0,7); L>(R™)). Recall that a function u € X(T) is a weak solution of the
Cauchy problem (9.5.1) on the interval [0, T) if it holds that

(9.5.3) / u(t, z)(02(t, x) — Ap(t,x) — 0y (a(t, x)d(t, x)))dxdt
[0,T)xR"™
= Jen {(a(0, 2)uo(z) + u1(2)) (0, 2) — uo()0:(0, 2)} d

b et a)dadt
[0,T)xR"

for any ¢ € C§°([0,T) x R™).

Let ¢(t,z) € C1([0,0) x R™) be a nonnegative function satisfying
(9.5.4)

belt) SO, Vot o) < <t walt,z), OV Ty ) < O

with some constant C' > 0.
In the following, we consider the initial data (ug,u1) satisfying

(9.5.5) I3 = / 2O (yo(2)% + |V (2)|? + u (2)?)dz < +oo.
We also put

Ly(tu)? = / V00 (u(t, 2) + ug(t,2)? + [Vult, 2)[*)da.
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We note that when 1 = 0, (9.5.5) is equivalent to (ug,u;) € H*(R™) x L?(R"™).
We first note that such a function can be approximated by smooth and compactly
supported functions.

LEMMA 9.19. Let ug,u1 be a function satisfying (9.5.5). Then there exist se-
quences {(ugj),ugj)) 721 C O (R™) x C§°(R™) such that
(956) T | O (fug (@) — u(e) 4V (g (@) — wo(@) ) = 0
and .
(9.5.7) jlilgo . e2w(0’x)(ugj)(x) —uy(x))?dx = 0.
Moreover, let T > 0 and let v € C([0,T); HY) N CY([0,T); L?) satisfy

sup Iy(t,v) <R
te[0,T)

with some R > 0. Then there exists a sequence {v(j)};ﬁl C C§°((0,T) x R™) such

that

(9.5.8)

T
lim (/ D) (109 (4, 2) — u(t, z) > + Vo (¢, z) — Vv(t,x)|2)dx) dt =0
J—0 Jo n
for any q € [1,00).
PrROOF. Let x(z) € C§°(R™) be a cut-off function satisfying
x(0) =1,0<x(z) <1, suppx C{zeR"[|z[ <1}, |Vx(2)| <Cy

with some constant Cy > 0. Let 6 € (0,1) and we define xs(x) := x(dz). Next,
we define the Friedrichs mollifier. Let p € C§°(R™) be an another cut-off function
such that

pla) 20, swpppC {we R o] <1}, [ pla)do=1
Rn

and we define p.(z) := e "p(e~1z) for e € (0,1). We will prove that u can be
approximated by pe * (xsu) with sufficiently small ¢, §.

We first prove (9.5.7). Let n > 0 be an arbitrary small number. By the
Lebesgue dominated convergence theorem, we see that there exists a constant g
such that

/ ) g (s () — s (o) dr <

holds for any 4 € (0, dp]. Since supp xs, C {x € R" | |z| < 1/d0}, we can obtain
2000 < o5

for |z| < 1/dp+ 1 with some constant Cj, > 0. Therefore, we can deduce that there
exists a constant g > 0 such that

/ 621#(071) |p6 * (Xéoul) - X50u1‘2 dzr

S 050 / |p€ * (X(soul) - X60u1|2d‘r
R’n

n
<7
4
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is true for any ¢ € (0,e0]. Thus, we have

/ eZw(t7$) |p€ * (X(Soul) — ’LL1|2 dm
< 2/ 621/1(0,30) |ps * (X60U1) — X§OU1|2de‘
N 2/ e2000) |y s (z)uy (z) — ur (z)> dz < 7,

which proves (9.5.7).
Next, we prove (9.5.6). Let n > 0 be an arbitrary small number. As before, we
can see that there exists a constant dy > 0 such that

/ e2¥(0:2) Ixs(z)uo(x) — uo(:lc)|2 dr < g

holds for any ¢ € (0,dp]. On the other hand, noting that
[Vxs(@)| = 6[(Vx)(6z)| < Cod,

we can deduce that
| 0NV (su0) Vo

< 2/ e OD) 5202 ()2 dx + 2/ e2(02) |y sV ug — V| d.

n

From this, it follows that there exists a constant é; > 0 such that

/ ezw(0’$)|V(X5u0) — Vup|?dz < g

holds for any 6 € (0,61]. We put 2 := min{dp,d1}. Then, there exists some
constant Cs, > 0 such that

2¢(0,2) < Cs,

for any |z| < 1/62 4+ 1. Therefore, we can conclude that there exists a small ey > 0
such that

/ 202 | pex (xs,u0) — X5, uol” dz

< 0(52 / |p6 * (XBQUO) - X52u0|2 dr < g

and

/ PO % (V (x5, u0)) — V(xs,u0) | da
R’VL

<Cs, [ 10 (V(xssu0)) — Vixs,u0)|* da < 2
R 8
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for any £ € (0, &0]. Finally, we have

/n O (| p2# (xs,u0) — uol® + |V (pe * (xsyt0)) — Vuol|®) da
< 2/ 200 | o (ys,u0) (2) — Yo, o (@) dz
" 2/ 20O |y, (2)ug () — up () do
42 / O (5,00) () — Vo) P
b2 O g (T (x,00)) (@) ~ (T, uo) @) dx <,

which shows (9.5.6).

Let us turn to prove the latter assertion. Let 7' > 0 and let v € C([0,T); H*) N
C*([0,T); L?) satisty sup,eo,ry Iy (t,v) < R. Let x5(z) and p be functions as above
and let o(t) € C§°(R) such that

o(t) >0, suppo C (—1,1), / o(t)dt = 1.
R

We define 0. (t) := e 'o(e7't). Let p,(t) with small v > 0 be a cut-off function
such that

py() =1 (€ [y, T =), py(t)=0(t€[0,7)U(T—r,T]).
We shall prove that the function
T
e = 0o pet (o xo0) t2) = [ [ ol = 9ot~ ) xs) 5. p)dyds
O n
for sufficiently small §, v, e gives the desired approximation of v(t,z). Let n > 0 be

an arbitrary number. Let ¢ € [1,00). By noting that sup,c(o ) Iy (t,v) < R, in a
similar way to deriving (9.5.6), we can see that there exist some 7o, dp such that

/OT (/ VD) (1, () xs (x)v(t, ) — v(t, z) | |

#1900 Oxs(o(t2) = Voot )P ) dt < o

2q+1

for all v € (0,70],9 € (0,dp]. Noting that

supp (:U”YOX(SUU) C [77T7’Y] X {I eR” ‘ ‘:E| < 1/50}7

we deduce that there exists some g > 0 such that o, * pe * (14, X5,v) € C5°((0,T) x
R"™) holds for any € € (0,e9]. We remark that

20 (t,
20 () < C’Yoﬁo
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is valid for (t,x) € suppoe * pey * (fy X5,v) With some constant C., 5, > 0. By
using this, it follows that there exists some €1 € (0,¢¢] such that

T
L (L e o pex G0 t.0) = Gt )P

q
Va0 % e * (s ) (£ ) — Vz(MwXéov)(t’ﬂi)F)dx) dat

T
<l | ( [ (02 e (02 0:2) = (a1,
q
(Va2 % e * (png X)) (£ ) — vxm%x(sov)(t,x)F)dx) at

U
2+1

for any e € (0,e1]. Consequently, we have

T
L (L 0 00m 5 s - ol
q
1900 e o X0 0,0) = Vt2) e )t <
which completes the proof. O

Using the above lemma, we can also obtain an approximation of the nonlinear

term f(v).

LEMMA 9.20. Let T > 0, f : R — R be a C'-map satisfying (9.5.2) and let
v e C(0,T); HY) nCL([0,T); L?) satisfy supyeo,1) Ly (t,v) < R with some R > 0.
We take an approzimation {v(j)}z?';l C C5°((0,T) x R™) of v satisfying (9.5.8).
Then it follows that

T
(9.5.9) lim [e¥®(f ()Y — f(v))||L2dt = 0.

J=Jo
ProOF. We first note that the condition (9.5.4) implies that
(9.5.10) er VD |y (t, 2)|2 < Ce2d ()
with some constant C' > 0. Using this, we deduce that
(9.5.11) leF* vl < C(le* D]l + e OTu] 12).

Moreover, by the convergence (9.5.8) with ¢ =2(p—1) (¢=1if2(p—1) < 1), we
see that

T
/ (le? 0D 2 + ¥ OV 12)dt < C
0
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with some constant C = C(T, R, ¢) > 0. Moreover, by the Gagliardo-Nirenberg in-
equality (see Lemma 9.10), we have ||v||f2» < C||v| 2. Therefore, we can calculate

T
/ 12O (£ D) — f(0))]]2dt
0

T . .
= C/ €@ (Jv@] + [v])P~H (0D — v)| p2dt
<C / €7 YO (0| + [o])P~ I e eV O @ — o)l et

0
- C/ lex O D]+ DIz ler O (@1 = o) avclt

0

T 1 . 1 1 .
< c/ (ler? D oD L2p + ler¥Ov)| 120)P~ le7 YD (0 — 0) || L2ndt

B 0
T
1 ; 1 _ 1 ;
< C/ (] pw(t)U(J)HHl + ||ep¢(t)v||H1)p 1Hep¢(t)(v(1) — )| g dt
0

le
T . .
< C’/ (Hew(t)U(J)||L2 + ||6w(t)vv(J)||L2 + He‘”“)vllm + Hew(t)VvHB)p*l
0

x ([[e?® (D — )12 + | (VoD — V)| p2)dt

By the Schwarz inequality, the right-hand side is estimated by

T 1/2
: ( [ QO+ 1 OTo D+ O+ ||ew<t>wllv>2“"”dt>
0
1/2
( (1e¥®D (WD — v)[| 2 + [[e*® (Vo) — w)||m>2dt>
- 1/2

=¢ (/ (le* v | g2 + [|e¥ OVl ||Lz+||ew<t>v||m+|ew<“vvllL2>th>

0

T 1/2
</ (e*® @ = v)lz + [} O (o1 Vv>I|L2>2dt>
0

with some constant C' = C(T, R, q), where
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Thus, the boundedness of v,v), the Holder inequality and (9.5.8) with ¢ = 1 imply
that

[ 150G ) - ) |zaa

0
T 1/2
<C </ ([1e¥® (@D = v) L2 + [[e? D (VoL) — W)IIL2)2dt>
0
T 1/2
<C (/ (e (@) —v) |2 + [ (Vo) — V'U)Iliz)dt>
0
—0
as j — 4o0. O

Let us prove the existence of local solution for (9.5.1).

PROPOSITION 9.21. Let f satisfy (9.5.2) with

l<p< "2 (n>3), 1<p<oo(n=1,2)

n—
and (ug,u1),y satisfy (9.5.5), (9.5.4), respectively. Then there exists T* € (0, 0]
and a unique weak solution u € X(T™*) of (9.5.1) such that I,(t,u) is continuous
ont € [0,T%) and Iy(t,u) < +oo fort € [0,T*). Moreover, if T* < 400, then it
follows that

. I%Frg 0/ 2D (u(t, 1) 4wy (t, 2)% + |Vu(t, z)|?)de = +oc.

Proor. We follow the argument of Ikehata and Tanizawa [35]. Let T, R > 0
and
Br.r:={ve X(T) [ Iy(v,t) € C([0,7)), |vlx, ) < R},
where

||’UHX¢(T) = sup Iy(v,1t).
t€[0,7T)

We note that the usual norm of X (7T')
[ollxry = sup {[lv:(@)l|L2 + [[Vo(@)]lLz + ()] 22}
tel0,T)

is smaller than or equal to the weighted norm |[[v||x, ). We define a mapping
® : By r — X(T) such that u(t,z) = (Pv)(¢, x) is the unique solution to the linear
equation
(9 5 12) Ut — Au + a‘(ta x)ut = f(U) (t,l’) € (O,T) X Rn’
- (u, ut)(0,z) = (uo, u1)(x) reR™

Here we note that by Propositions 9.15 and 9.16, there exists a unique mild (weak)
solution for the above Cauchy problem.

By multiplying the equation (9.5.12) by e?%u;, we have
[Vo?
—y

0 [e*
o [ + )] -V u e (atn) -

The assumption of 1 implies
9 e 2 2 24 24
5 T(Ut +|Vul?)| = V- (e“PuVu) < eV f(v)uy.

- wt) w2 = & fo)ur.
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Integrating this inequality, we obtain

d eV
—/ —(uf + |Vu|?)dz < C/ 2 Puyda.

Therefore, we have
(9.5.13) E(u;t) < E(u;0) + C/t/ eV |v|Pusdadr,
here we used the notation i |

B(uit) == / 2 (4, (1, 2)? + [Vu(t, z) ) de.

By the Schwarz inequality, one can find

t 1/2
(9.5.14) E(u;t) < E(u;0) + C/ </ 62”’|v|2pdx) E(u;r)'/dr.
0 n

We apply Lemma 9.12 to (9.5.14) and obtain
1/2

t
E(u;t)Y? < E(u; 0)/2 + C’/ </ ew|v|2pd:v> dr.
0 n

From Lemma 9.10, we have

5 p(l—o) 2 po
/ e ||?Pde < C (/ epw|v|2dac> (/ er(|Vv? + |Vv|2)da:>
n R" R"

with 0 = n(p — 1)/(2p). We note that the condition ¢ < 1 is equivalent to p <
n/(n —2) when n > 3. By (9.5.4), we have

e2V|Vy|? < Ce??.
Therefore, it follows that
t
(9.5.15)  E(u;t)"/* < E(u;0)"/? +c/ o207 (e Vol 12 + [le¥ o] 2P dr
0

< E(u;0)Y% + CTRP,

since v € By . On the other hand, since

t
u = uo—i—/ usdT,
0

and Yy < 0, we calculate

t
(9.5.16) le¥u(t)|| 2 < |le¥@ugl| L2 +/ ¥y (1) L2dr
0

t
< Jle gl 2 + / (E(u;0)/* + CTR?)dr
0

< [|e?@ug || 12 + E(u; 0)Y?T + CT?*RP.
Here we give a remark on the justification of the above argument. We first
assume that (ug,u1) € C§P(R™) x C§°(R™). Then we note that the condition

(9.5.5) automatically follows. Moreover, we assume that v € C§°((0,7) x R™).
Under these assumptions, as we mentioned in Section 9.4.3, we have

fw)yec(o,T);H)nC*([0,T); L?).
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Thus, as we described in Section 9.4.2, it is known that there exists a unique strong

solution
2

u€ ﬂ C*73([0,T); HY)
§=0
(see [25, Theorem 2.25]). Moreover, by the finite propagation speed property (see
[25, Theorem 2.7]), it holds that

suppu(t,-) C {z € R" | |z| < K}

for t € [0,7) with some K > 0 (K is determined from the size of the support
of ug,u1,v). Therefore, for this strong solution w, all of the above calculations
make sense. Moreover, the continuity of ||(w,u:)(t)||gr1xr2 induces those of the
weighted energy E(u,t) and L?-norm |e¥u(t)|| 2. For general (ug,u;) € H' x L?
and v € Br g, we take sequences {(uéj),ugj)) 521 C C(R") x Cg°(R™) and
{v(j)};?';l C C§°((0,T) x R™) such that

im [ 20D (ul) — up? + |V () = uo)? + |uf) — ug|?)da = 0,

Jj—o0 R”
T . ‘ q
lim </ 2V (jp) — g2 4 |V (0D — v)|2)dx) dt =0
Jj—o0 0 n
for ¢ € [1,00) (see Lemma 9.19). From Lemma 9.20, it also follows that
T

lim [ le” O (f (o)) = f(v))l|z2dt = 0.

i—oo Jy
Let u) be the corresponding strong solution to the initial data (u((Jj ), ugj )) and the
inhomogeneous term f (v(j )). By using the above estimates, we can prove that

lim [ sup / e2¥(t:2) <|u(j) —ul? 4|V —u)? + \u,gj) — ut|2> dz | =0
i=o0 \ tefo,1) JR"

and hence, the estimates (9.5.15) and (9.5.16) still hold for weak solution u. In
fact, we first note that the difference u(9) — u*) satisfies the linear inhomogeneous
equation

wy — Aw + a(t, 2w, = f(09) — fF(0®)

and has the initial data w(0) = ugj) - ugk), we(0) = ugj) — ugk). Modifying the
derivation of the inequality (9.5.13), we can see that

B —u®:t) < B9 —u®:0)

o [ [ e (00— )@l i) do

By the Schwarz inequality, we obtain

| [ e () = 1) e — o)) do

. ) 1/2 _ ) 1/2
< / </ e ‘f(v(”) - f(v(k))‘ dx) (/ e ‘uﬁj) - ugk)‘ dx) ds
0o \/r» n

t ) 2 1/2 )
< C/ (/ e ‘f(vm) — f(v(k))) dm) B —u®); )12,
0o \/r»
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Therefore, we can apply Lemma 9.12 and deduce that
E(u(j) _ u(k);t)1/2 < CE(u(j) _ u(k);0)1/2

t
e / 1) (o) — £(0)||2ds
0
< C’E(u(j) _ u(k);o)l/2

T B
e / 1) (o) — £(0)]|2ds
0
— 0

uniformly in ¢ € [0,7T) as j,k — 400. Moreover, from this, we have

1O @) — u®)(6)] 1z
< OO W — ul)||p2 +C / 14O @ — uD)(5) | 2ds
0

< C)le*@ () —u§?)|| 2 + CT up e (@ — ul)(s)]| 2
s€[0,T

— 0

uniformly in ¢ € [0,7T) as j,k — 4o0o. Therefore, {u(j)};‘;1 is a Cauchy sequence
with respect to the norm | - [|x 7y and we denote the limit function by . Let
us prove that @ = ®(v). Since each u?) is also weak solution of (9.5.12) with the
initial data (ugj ), ugj )) and the inhomogeneous term f(v¥)), that is,

/ uD (t,2)(82¢(t, ) — Ag(t, x) — Dy (a(t, z)p(t, x)))dxdt
[0,T)xR™
— [ {020 @) + 1 @)60,2) - uf (2101000, )} d
Ne) 2da
+ /[O)T)XRW F0D)p(t, 2)ddt

is true for any ¢ € C§°([0,T) x R™). Letting j — 400, we can see that 4 is a weak
solution of (9.5.12). However, by Propositions 9.15 and 9.16, the weak solution of
(9.5.12) is unique. This implies that @ = ®(v).

Consequently, by the estimates (9.5.15) and (9.5.16), we have

le?ue(t)llzz + e Vut) |2 + lle*u(®)|z2 < Lo + TE(u; 002 + CT(1 + T)RP.

We take R satisfying
R

Io<§

and then choose T sufficiently small so that

RT R
— +CT(1+T)RP < —.
2 2
Then we have |Ju|lr < R and this proves that ® is a mapping from By g to By g.
Next, we show that ® is contractive by taking 7" smaller. Let v,7 € Br r,u =

®(v),u := ®(v) and w := v — u. By noting that w is the unique solution for the
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Cauchy problem

wy — Aw + a(t, )w, = f(v) — f(V)
(9:5.17) { w(0,2) =0, w(0,2) =0

and (9.5.14) we have

B < [ [ 170~ r@vidaar.

By the assumption on f, using the Schwarz inequality and the Holder inequality,
we obtain

B(w;t) < C / / o) T (o) + )] ()

< C’/Ot (/ § ezwwtz(T)dx> v
< ([ #10ts) R + eV ar

t
2 _ 2 _ -
: C/o E(w; )" 2en? (v = 0)| 2o [ler ¥ (Jo(T)] + [0(r) )|}, dr-
We use Lemma 9.12 again and have
t -
E(uit)'/? <C / e (w(r) = (o)l gz (e o(T)l|an + llen | an)P " dr.
0

By Lemma 9.10, the integrands in the right-hand side of the inequality above are
estimated as

2 _ 2 _ Y 2 _ -
le¥ (v(r) = B(r)) |2 < Clle?? (v(r) = B(r) 127V (e»? (v(r) —B(7)))l| 2
< Cllv = x, (1)
2 2 o 2 -
le?¥v(7)[|L2e < Cller¥o(7)|1 1271V (erPo(r))[172
< Clollx,(r)-
Thus, we have
E(w;t)1/2 < Cl|v - EHXw(T)(ZR)p_lT.
On the other hand, since
t
I Ou@)ze < [ 1Tl adr
0

< CRRP'T?lv — v x, (1),

we obtain
u—1lx, ) < CRP'T?|lv =3 x,(1)-

Now we choose T sufficiently small so that
1
CRV'T? < 3
Then we have

_ 1 _
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which implies that ® is a contraction mapping. At last we take the sequence
{u®)}22  such that
uO(t, z) == ug(z), wu € Br g
uP (t, x) = (@uF D) (t,2), k=1,2,....
That is
ufy) = Au® + a(t, p)uf) = [ut-DPp,
WM (0,2) = uo(),  u" (0,) = wa(2).
By (9.5.18) and the fact [|v|[x(r) < ||v]|x, (1), {u™} is a Cauchy sequence in X (7).
Hence there exists u € X(T') satisfying
u® —u in C([0,T); H{(R™)
u —w, i C([0,T); L*(R")
as k — oo, and so, u becomes a weak solution to (9.5.1). Moreover, we can see that
u € Br g, that is

(9.5.19) sup Iy(t,u) <R.
t€[0,T)

3

)
)

Indeed, we take an arbitrary small number € > 0 and a subsequence {u(k(j ))};?';1 of
{u)}22 | such that
kG — u(k(jfl))HXw(T) < e277,
By noting that
u = uFO) 4 Z(u(k(j)) — kG-,

j=1

we can deduce that
ullx, 1) < ||U(k(0))||xw(T) + Z [ulk@) — u(k(j_l))||Xw(T) < R+e.

j=1

Since ¢ is arbitrary, we have ||u(|x, ) < R. Thus, we obtain (9.5.19).
Next, we prove the uniqueness of the solution of (9.5.1) (this is also obtained

from the proof of Proposition 9.18). By the derivation of (9.5.19), if u and @ are
solutions of (9.5.18), it is easy to see that

_ 1 _
lu =l x, ) < 5llu—"alx,m)-
2

Hence the uniqueness of the solution is obtained.
Finally, if the lifespan of the solution

T* :=sup{T > 0| u e X(T) solves (9.5.1), |Ju|lr < oo}
is finite, then the weighted energy of the solution blows up at T*:
lim inf ([l ()| 22 + [l Vu(®)l| 2 + ePu(t)]12) = co.
Because, if
lim inf (e e (1) 2 + ¥ Vut)]122 + le¥u(t)|2) = M < oo,
then there exists a time sequence {t,, }men tending to T* as m — oo and such that

Su%(\leww(tm)llw + e Vultm)lrz + e ult)|r2) < M + 1.
me
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The argument before shows that there exists T(M + 1) > 0 such that the solution
u(t) can be extended on the interval [t,,,t,, + T(M + 1)] for any m. By taking
m sufficiently large so that t,, > T* — (1/2)T(M + 1), the solution u(t) can be
extended on [T*,T* + (1/2)T (M +1)]. This contradicts the definition of T*. Thus,
we complete the proof. O
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