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1 Introduction

Let p be a rational prime. The Selmer group of a p-adic representation is an
important arithmetic invariant. A typical example is the Selmer group attached
to the p-adic Tate module of an elliptic curve. Let E be an elliptic curve
over a number field F . For any algebraic extension M of F , the p-Selmer
group Selp(E,M) is defined to be a subgroup of the first Galois cohomology
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H1(M,E[p∞]) with certain local conditions. Here, E[p∞] is the abelian group
consisting of p-power torsion elements of E(F ). The p-Selmer group Selp(E,M)
contains the information of the Mordell-Weil group and the Tate-Shafarevich
group of E/M , that is, there exists the following exact sequence:

0→ E(M)⊗Z Qp/Zp → Selp(E,M)→X(E/M){p} → 0.

In the 1970’s, Barry Mazur studied the behavior of Selmer groups Selp(E,F
cyc
n )

for the n-th layer F cyc
n of the cyclotomic Zp-extension F cyc

∞ of F . We denote
the Galois group of the extension F∞/Fn by Γn. Then, he proved the following
theorem:

Theorem 1.1. ([Maz, Proposition 6.4]). Let E be an elliptic curve over
F . Let F cyc

∞ /F be the cyclotomic Zp-extension of F and F cyc
n /F the n-th layer

of F cyc
∞ /F . Assume that E has good ordinary reduction at any primes over p.

Then, the kernel and the cokernel of the restriction map:

Resn : Selp(E,F
cyc
n )→ Selp(E,F

cyc
∞ )Γn

are finite groups for each n and those orders are bounded independently of n.

The p-Selmer group of an elliptic curve is generalized by Bloch and Kato
for any p-adic representation of GF (cf. [BK, Definition 5.1]). For a cofree Zp-
module A which has a continuous GF -action and for any algebraic extension M
of F , they defined the Bloch-Kato’s Selmer groupH1

f (M,A) as a subgroup of the

first Galois cohomology H1(M,A). Theorem 1.1 is generalized to Bloch-Kato’s
Selmer groups (cf. [Oc, Theorem 2.4]). Note that if a Galois representation A is
equal to E[p∞] for an elliptic curve E, Bloch-Kato’s Selmer groupH1

f (M,E[p∞])
coincides with the p-Selmer group Selp(E,M) of E/M (cf. [BK, Example 3.11]).
One of the main aim of this paper is to give an analogue of Theorem 1.1 for a
non-abelian generalization of Bloch-Kato’s Selmer group, by defining a torsion
analogue of the Selmer variety introduced by Minhyong Kim (cf. [Kim2]).

Let X be a smooth curve over a number field F and πun
1 (X) the unipotent

etale fundamental group of X (cf. [Kim2, Section 2]). The group πun
1 (X) is

a Tannakian fundamental group, which is a pro-unipotent and a pro-algebraic
group over Qp. Minhyong Kim considered the following functor:

H1(F, πun
1 (X)) : (Qp -algebras) −→ (P-Sets)

R 7−→ H1
cont(Gal(F/F ), πun

1 (X)(R))

and defined the sub-functor H1
f (F, π

un
1 (X)) of H1(F, πun

1 (X)) as in the def-
inition of Bloch-Kato’s Selmer group. These functors are representable and
H1

f (F, π
un
1 (X)) is called the Selmer variety associated with X. Here, (P-Sets) is

the category of pointed sets (see [Mac, p. 26] for the definition of pointed sets).
Minhyong Kim used the Selmer variety for a proof of the Mordell conjecture for
certain special case (e.g. proper smooth curves with CM Jacobians). Note that,
if X is an elliptic curve E, then the group πun

1 (X)(R) is isomorphic to TpE⊗Zp
R
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for any Qp-algebra R. Thus, the Selmer variety is an analogue of the Qp-Selmer
group. Therefore, it loses important information such as the Tate-Shafarevich
group which appears only in torsion coefficient Selmer groups.

We summarize our aims of this paper:

(i) Since a morphism of (P-Sets) does not have a natural notion of the cok-
ernel as in the case of the category of Zp-modules ModZp

, we will define
the subcategory (Zmon

p -P-Sets) of (P-Sets) containing ModZp
. Further,

we will define the notion of “the p-exponent of the cokernel” in the cate-
gory (Zmon

p -P-Sets) which coincide with the p-exponent of the cokernel in
ModZp

.

(ii) We will define H1
f (F, g

≤m(X)Z /pr Z,a) a torsion analogue of the Selmer
variety as an object of (Zmon

p -P-Sets).

(iii) We will establish a control theorem for H1
f (F

cyc
n , g≤m(X)Z /pr Z,a) when

the n-th layers F cyc
n of the cyclotomic Zp-extension F

cyc
∞ /F vary.

Here, g≤m(X)Z /pr Z,a is the set of Z /pr Z valued points of an algebraic group
g≤m(X)∗,a over Zp whose Lie algebra is canonically isomorphic to the graded
Lie algebra g≤m(X) associated with the pro-p fundamental group of X (cf. Def-
inition 13.1) and Zmon

p is the monoid associated to the multiplicative structure
of the ring of p-adic integers Zp. The main theorem of this paper is as follows:

Main Theorem . (Theorem 14.10). Let X be a smooth curve over a finite
number field F . Let p be a prime and m a positive integer smaller than p.
Assume the following conditions:

(a) The field F is a totally real abelian number field.

(b) The curve X is a projective line minus finite F -rational points, a proper
smooth curve or an elliptic curve minus the origin.

(c) Further, if X is a proper smooth curve or an elliptic curve minus the ori-
gin, we assume that the Jacobian variety of the smooth compactification of
X is isogenous to a product of elliptic curves with good ordinary reduction
at any place of F over p satisfying the condition (dist) (see Definition 4.11
for the definition of (dist)).

Then, the p-exponents of the kernel and the cokernel of the restriction map:

Resmn,r : H1
f (F

cyc
n , g≤m(X)Z /pr Z,a)→ H1

f (F
cyc
∞ , g≤m(X)Z /pr Z,a)

Γn

are finite and bounded independently of n and r.

Actually, we will show the stronger result in Theorem 14.10. That is, we
will define the notion controlled for the set of morphisms of Zmon

p -P-sets (cf.
Definition 10.9). Then, we show that {Resmn,r}n,r≥0 is controlled.

The organization of this paper is as follows. In Part I, we recall the definition
of Bloch-Kato’s Selmer group for the usual p-adic representations and recall
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control theorems for these Selmer groups. Part II is the review of Tannakian
fundamental groups. We recall the definition of the Tannakian fundamental
group and give three important examples, which play important roles in the
Theory of Minhyong Kim. In part III, we review the theory of the Selmer
variety defined by Minhyong Kim. Part IV is the main part of this paper. In
this part, we define the torsion analogue of Selmer variety called the torsion
Selmer pointed set and establish the control theorem for the torsion Selmer
pointed set.

1.1 Notation

In this paper, we denote a rational odd prime by p. For a field K, we denote an
algebraic closure of K by K and the Galois group Gal(K/K) by GK . When K
is a local field, we denote the inertia group of GK by IK . Let F be a number
field. We denote by F cyc

∞ /F the cyclotomic Zp-extension of F , by F cyc
n the n-th

layer of the extension F cyc
∞ /F and by Γn the Galois group of F cyc

∞ /Fn. Let Σ
be a finite set of primes of F . We define FΣ to be the maximal extension of
F unramified outside Σ. For an algebraic extension L of F , we denote by ΣL

the set of primes of L over elements of Σ. For a rational prime p, we denote
the set of primes of F over p by ΣF,p. For a finite prime v of L, we also denote
by v the restriction of v to F by abuse of notation. For a field K and an
algebraic extension L of K, we denote the i-th continuous Galois cohomology
of a topological Gal(L/K)-group G by Hi(L/K,G). In this paper, the action of
Gal(L/K) on G implies a group homomorphism a : Gal(L/K) → Aut(G) and
we denote a(σ)(g) by σg for any g ∈ Gal(L/K) and for any g ∈ G. If L is an
algebraic closure of K, we denote Hi(L/K,G) by H1(K,G). For a group G, we
denote by G(m) the descending central series of G, that is, G(m) is defined by
G(1) := G , G(m+1) := [G(m), G]. For an abelian group D, we denote the set
of p-power torsion elements (resp. pr-torsion elements) by D{p} (resp. D[pr]).
We denote the p-adic Tate module Hom(Qp/Zp, D) = lim←−r

D[pr] of D by TpD
and TpD ⊗Zp

Qp by VpD for each rational prime p.
Acknowledgments. The author would like to thank Professor Tadashi

Ochiai for reading this paper carefully and variable discussions (especially on
the suggestion for the inductive argument to reduct the proof to the lower degree
case, see Section 14.3 for details).

Part I

Review of Bloch-Kato’s Selmer
group
In this part, we recall the definition of Bloch-Kato’s Selmer group and intro-
duce some examples. Next, we recall control theorems for Bloch-Kato’s Selmer
groups.
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2 Bloch-Kato’s Selmer group

Let p be an odd prime and F a finite number field. Let T be a free Zp-module
of finite rank which has a continuous action of GF . We assume that the action
of GF on T is unramified at almost all places v of F . In other words, for almost
all v, the inertia group Iv at v acts on T trivially. Let Σ be a finite set of finite
places of F containing all primes above p and ramified places Σram for T . We
denote the GF -module T ⊗Zp

Qp (resp. T ⊗ Qp/Zp) by V (resp. A) in this
section. Then, we define Bloch-Kato’s Selmer group for V (resp. T , A) as a
subgroup of the first Galois cohomology H1(F, V ) (resp. H1(F, T ), H1(F,A)).

Definition 2.1. (cf. [BK, Definition 5.1]). Let L be a finite extension of F .

(1) For any finite place v of L, we define the finite partH1
f (Lv, V ) ofH1(Lv, V )

as follows:

H1
f (Lv, V ) :=

{
Ker

(
H1(Lv, V )→ H1(Lur

v , V )
)
, if v does not divide p,

Ker
(
H1(Lv, V )→ H1(Lv, V ⊗Qp

Bcrys)
)
, if v divides p.

Here, Bcrys is a ring of p-adic periods defined by Fontaine (cf. [Fo1, Section
2.3]).

(2) For any finite place v of L, we define the finite partH1
f (Lv, T ) ofH

1(Lv, T )

by ι−1(H1
f (Lv, V )). Here, ι : H1(Lv, T ) → H1(Lv, V ) is the canonical

morphism induced by the canonical inclusion T ↪→ V .

(3) For any finite place v of L, we define the finite partH1
f (Lv, A) ofH

1(Lv, A)

by pr(H1
f (Lv, V )). Here, pr : H1(Lv, V ) → H1(Lv, A) is the canonical

morphism induced by the canonical projection V → A.

(4) Let X be a GF -module V (resp. T , A). We define Bloch-Kato’s Selmer
group Hf (L,X) as follows:

H1
f (L,X) := Ker

(
ResΣL

: H1(LΣL
/L,X)→

∏
v∈ΣL

H1(Lv, X)

H1
f (Lv, X)

)
.

Let L′/F be a sub-extension of L/F . Then, the canonical inclusion Gal(F/L)→
Gal(F/L′) induces the restriction map

ResL′,L : H1(L′, A)→ H1(L,A).

This map induces a morphism from H1
f (L

′, A) to H1
f (L,A). We denote this map

also by ResL′,L by abuse of notation.

Lemma 2.2. Let L be a finite extension of F . Let Σ be a finite set of finite
places of F which contains Σram and ΣL,p. Then, the following equality holds:

H1
f (L,A) = Ker

(
ResΣL

: H1(LΣL
/L,A)→

∏
v∈ΣL

H1(Lv, A)

H1
f (Lv, A)

)
.

Here, LΣL is the maximal extension of L which is unramified outside ΣL.
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We give a proof of this well-known fact.

Proof. First, we show the following: If a place w of L is not an element of ΣL,
then H1

f (Lw, A) coincides with the kernel of H1(Lw, A)→ H1(Lur
w , A). We de-

note the kernel the map above byH1
ur(Lw, A). Let us prove this equality. Since Σ

contains Σram and ΣL,p, we have H
1(Lur

w /Lw, A) ∼= H1
ur(Lw, A). Therefore, it is

sufficient to prove that the morphism H1(Lur
w /Lw, V )→ H1(Lur

w /Lw, A) is sur-
jective. Note that, the cokernel of this morphism is a subgroup of H2(Lur

w /L, T ).
Since the maximal unramified extension of a local fields is a Ẑ-extension and the
cohomological dimension of the group Ẑ is equal to 1, we haveH2(Lur

w /L, T ) = 0.
Next, we consider the following commutative diagram for a finite place w′ /∈

ΣL:

0 // Ker(ResΣL) //

��

H1(LΣL/L,A) //

inf

��

∏
v∈ΣL

H1(Lv, A)

H1
f (Lv, A)

��

0 // Ker(ResΣL∪{w′}) // H1(LΣL∪{w′}/L,A) //
∏

v∈ΣL∪{w′}

H1(Lv, A)

H1
f (Lv, A)

.

Here, the middle vertical map inf is the inflation map. Note that, the kernel of
the map

Gal(LΣL∪{w′}/L)→ Gal(LΣL/L)

is the minimal normal subgroup of Gal(LΣL∪{w′}/L) containing Iw′ . Take an
element x of H1

f (LΣL∪{w}/L,A) and a 1-cocycle c : Gal(FΣ∪{w′}/F )→ A which
is a representative of x. We may assume that c(I ′w) = 0. Then, we have the
following equation for any h ∈ Iw′ and for any g ∈ Gal(LΣL∪{w′}/L):

c(ghg−1) = gc(hg−1) + c(g) =g
(
hc(g−1) + c(h)

)
+ c(g)

= gc(g−1) + c(g) = c(gg−1) = 0.

Therefore, x is an element of the image of the inflation map. Take a cohomology
class y ∈ H1(LΣL/L,A) such that inf(y) = x. Since the above diagram is
commutative, the element y is an element of Ker(ResΣL

). Thus, the inflation
map induces the isomorphism

Ker(ResΣL
)

∼−→ Ker(ResΣL∪{w′}).

After taking the direct limit with respect to w′, we have the following isomor-
phism:

Ker(ResΣL
)

∼−→ H1
f (L,A).
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3 Examples of Bloch-Kato’s Selmer group

In this section, we introduce two examples of Selmer groups for Galois repre-
sentations which are realized as p-adic Tate modules of generalized Jacobian
varieties of curves.

3.1 Zp(1)

The Galois representation Zp(1) is defined by lim←−n
µpn(F̄ ). Here, µpn(F̄ ) is the

set of pn-th roots of unity in F̄ . This is the p-adic Tate module of Gm. Put
Qp(1) := Zp(1)⊗Z Q. First, we recall Hilbert’s satz 90.

Lemma 3.1. Let k be a field. Then, we have H1(k, k̄×) = 0 where k̄ is a
separable closure of k.

By Hilbert’s satz 90 and the Kummer theory, we have the following lemma.

Lemma 3.2. Let k be a field whose characteristic is different from p. Then,
there exists the following canonical isomorphism:

k×/(k×)p
n ∼−→ H1(k, µpn(k̄)) .

The map above is described explicitly as follows: For an element x of k, the
image of x by the above map is represented by the 1-cocycle

g 7→ x
−1
pn (gx

1
pn )

for each element g of Gk. After taking the projective limit, we have the following
canonical isomorphism:

k̂×
∼−→ H1(k,Zp(1)) . (1)

Here, for any abelian group M , we denote by M̂ the p-adic completion of M ,
that is, M̂ := lim←−n

M/pnM . We identify the cohomology group H1(k,Zp(1))

with k̂×.

Lemma 3.3. Let l be a prime and K a finite extension of Ql. Under the
identification above, the finite part H1

f (K,Zp(1)) of H
1(K,Zp(1)) coincides with

Ô×
K . Here, OK is the ring of integers of k.

Proof. First, we consider the case where l does not divide p. In this case, the
finite part H1

f (K,Zp(1)) is equal to

Ker
(
H1(K,Zp(1))→ H1(Kur,Qp(1))

) ∼= H1(Kur/K,Qp(1)).

Let x be an element of K. By the explicit description of our identification, we
deduce that the image of x in the composition of maps (1) with the canonical

morphism K× → K̂× is contained by the finite part if and only if there exists
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a pn-th root yn ∈ K
×

of x for each positive integer n such that ypn+1 = yn and
the inertia group acts on yn trivially for each n. Therefore, if x is an element
of O×

K , the image of x is contained in the finite part. Conversely, if x is a prime
element of K, then for each pn-th root y of x, the extension K(y)/K is ramified.
Thus, the image of x is not contained in the finite part. Since l is different from

p, the canonical morphism O×
K → Ô

×
K is surjective. Therefore, we deduce the

conclusion in this case.
Next, we consider the case where l is equal to p. Let R be the perfection of

the ring OK/(p), that is, R is defined by:

R := lim←−
p-th power

OK/(p).

According to [Fo1, Section 1.1.2], there exists the following multiplicative bijec-
tion:

lim←−
p-th power

OK/(p)
∼−→ lim←−

p-th power

OK .

By the construction of the period ring Bcrys, there exists the following Gk-
equivariant multiplicative map:

[ ] : R ↪→W (R) ↪→ Bcrys.

Here, W (R) is the Witt ring of R and [ ] is the Teichmüler lift ([Fo1, Section
2.3.3]). Let a be an element of 1 + ℘K ⊂ O×

K and c : GK → Zp(1) a 1-cocycle

which represents the image of a under the map K× → K̂× → H1(K,Zp(1)).
Here, ℘K is the maximal ideal of OK . Take an element a∞ = (an)

∞
n=0 of R such

that a0 = a. By the definition of the map (1), the 1-cocycle c is trivialized by

e⊗ log([a∞])
t in Zp(1)⊗Zp

Bcrys, that is, c is equivalent to the following 1-cocycle:

σ 7→ σ(e⊗ log([a∞])

t
)− e⊗ log([a∞]

t
)

where e is a Zp-base of Zp(1) and log([a∞]) :=
∞∑

n=1

(−1)n−1

n
([a∞] − 1)n. We

remark that, since a is an element of 1 + ℘K , this infinite sum converges in
the ring Bcrys (see [Fo1, Section 2.2] for the topology of the period ring Bcrys).
Note that (1+℘K)⊗Zp

Qp is canonically isomorphic to O×
K ⊗Zp

Qp. Therefore,

the image of Ô×
K by the map (1) is contained by the finite part. On the other

hand, according to [BK, Definition 3.10, Lemma 4.5], there exist the following
isomorphisms:

K ∼= DdR,K(Qp(1))
∼−−−−−→ H1

f (K,Qp(1)).

Since the dimension of O×
K ⊗Zp

Qp over Qp is equal to [K : Qp] = dimQp
K,

we deduce that the injection Ô×
K ⊗Zp

Qp ↪→ H1
f (K,Qp(1)) induced by (1) is an

9



isomorphism. Therefore, if π is a prime element of K, then the image of π by
the map

K× → K̂× → H1(K,Zp(1))

is not contained in H1
f (K,Zp(1)). Since the map K̂× → H1(K,Zp(1)) is an

isomorphism, we have the conclusion of the lemma.

According to the lemma above, we have the following isomorphism:

H1
f (F,Qp(1)) ∼= Ker

(
F̂× ⊗Zp

Qp →
∏
v

(
(F̂×

v /Ô×
Fv
)⊗Zp

Qp

))
.

Here, v runs over the set of all finite places of F . On the other hand, in the case
Qp/Zp(1) := lim−→µpn(K̄) = Qp(1)/Zp(1), we have the following isomorphism:

H1
f (F,Qp/Zp(1)) ∼= Ker

(
F̂× ⊗Z Qp/Zp →

∏
v

(
(F̂×

v /Ô×
Fv
)⊗Z Qp/Zp

))
where v runs over the set of all finite places of F . Therefore, we have the
following exact sequence:

0→ O×
F ⊗Z Qp/Zp → H1

f (F,Qp/Zp(1))→ ClF {p} → 0. (2)

Here, ClF is the ideal class group of F . Since ideal class groups of finite
number fields are finite, we can recover the Selmer group H1

f (F,Qp(1)) by

H1
f (F,Qp/Zp(1)) as follows:

H1
f (F,Qp(1))

∼−→

(
lim←−
n

H1
f (F,Qp/Zp(1))[p

n]

)
⊗Zp

Qp . (3)

By the short exact sequence (2), we deduce that the group H1
f (F,Qp(1)) is

isomorphic to Ô×
F ⊗Z Q. Therefore, the Selmer group of Qp(1) knows only the

rank of the unit group of F . However, the group H1
f (F,Qp/Zp(1)) knows the

p-Sylow subgroup of the ideal class group of F not only the rank of the unit
group of F . Finally, we remark the following facts:

• The unit group of the ring R is equal to the set of R-rational points of
Gm.

• The Galois representation Zp(1) is the p-adic Tate module TpGm of Gm.

Therefore, we rewrite Lemma 3.3 by using the terminology of group schemes
as follows. This translation will help us to see the similarity of the ideal class
group and the Selmer group of elliptic curves.

Lemma 3.4. Let us take the same notation as Lemma 3.3. Then, the finite

part H1
f (K,TpGm) coincides with the image of ̂Gm(OK) under the canonical

isomorphism (1).
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3.2 TpE

Next, we consider the GF -module TpE where E is an elliptic curve over F . By
the exact sequence

0→ E[pn]→ E(F )
pn

−→ E(F )→ 0

of GF -modules the induces the canonical morphism

Ê(L)→ H1(L, TpE) (4)

for any algebraic extension L of F (resp. an algebraic extension of a completion
of F ). In this case, Bloch and Kato proved an analogous result to Lemma 3.4.

Lemma 3.5. ([BK, Example 3.10]). Let l be a rational prime. Let K be
a finite extension of Ql and E an elliptic curve over K. Then, the finite part

H1
f (K,TpE) of H1(K,TpE) coincides with the image of Ê(OK) = Ê(K) under

the map (4).

Let E[p∞] be the set of p-power torsion points of E. Note that E[p∞] is
isomorphic to (TpE ⊗Zp

Qp)/TpE as a GF -module. Then, for any algebraic
extension L of F , we have

H1
f (L,E[p∞]) ∼= Ker

(
H1(L,E[p∞])→

∏
v

H1
f (Lv, E[p∞])

E(Lv)⊗Z Qp/Zp

)

by the lemma above. Here, v runs over the set of all finite places of L. Thus,
by the exactly same way as in the case for Gm, we have the following famous
exact sequence:

0→ E(L)⊗Z Qp/Zp → H1
f (L,E[p∞])→ Sh(E/L){p} → 0.

Here, Sh(E/L) is the Tate-Shafarevich group of E over L. Conjecturally, this
group is a finite group. We can recover the Selmer group of VpE by E[p∞] if
the p-primary part of the Tate-Shafarevich group of E/L is finite as follows:

H1
f (L, VpE)

∼−→

(
lim←−
n

H1
f (L,E[p∞])[pn]

)
⊗Zp

Qp . (5)

Therefore, if the conjecture of the finiteness of the Tate-Shafarevich group is
true, then we have the following isomorphism:

E(L)⊗Z Qp
∼−→ H1

f (L, VpE)

where VpE := TpE ⊗Z Q.
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4 Control theorems for Bloch-Kato’s Selmer group

In the sections above, we recall the definition of the Selmer group and we intro-
duced two examples. In the 1950’s, Kenkichi Iwasawa discovered that the class
of families of finite extensions of F such that the family of the ideal class groups
attached given family behave very well. The class of this family is called the

Zp-extension.

Definition 4.1. An algebraic extension M of F is a Zp-extension if the
extension M/F is Galois and the Galois group of M/F is isomorphic to Zp. We
call a sub-extension L/F of M/F is the n-th layer if the Galois group of L/F
is isomorphic to Z /pn Z.

Example 4.2. We introduce the most important example of the Zp-extension.
LetQ(µp∞) be the union ofQ(µpn) for all positive integer n. Then, the extension
Q(µp∞)/Q is Galois and the Galois group Gal(Q(µp∞)/Q) is canonically iso-
morphic to Z×

p = µp−1×(1+pZp). We denote the µp−1-invariant part of Q(µp∞)
by Qcyc

∞ . Then, the Galois group Gal(Qcyc
∞ /Q) is isomorphic to 1 + pZp

∼= Zp.
Thus, the extension Qcyc

∞ /Q is a Zp-extension.

Definition 4.3. For any finite extension F of Q, we define the cyclotomic

Zp-extension F
cyc
∞ of F to be the composition field of Qcyc

∞ with F . We note that
the extension F∞

cyc/F is a Zp-extension. We denote the n-th layer of F cyc
∞ /F

by F cyc
n and denote by Γn the Galois group of F cyc

∞ /F cyc
n .

Remark 4.4. If an finite algebraic number field F is a totally real abelian
number field, then any Zp-extension is the cyclotomic Zp-extension (cf. [Wa,
Theorem 12.4]). That is, there exists the only one Zp-extension of F if F is
totally real and an abelian extension of Q.

Iwasawa proved the following theorem.

Theorem 4.5. ([Iwa], [Wa, Lemma 13. 18]). Let F be a finite number
field and M/F a Zp-extension of F and Fn the n-th layer of the extension
M/F . Let γ be a generator of Gal(M/F ) and let νn be 1 + γ + · · ·+ γn−1. Put
X := lim←−

n

ClFn{p}. Then, there exists canonical morphism

X/νnX → ClFn{p}

for each n and the orders of kernel and cokernel of the above morphism are
bounded independently on n.

By Theorem 4.5 and a result of Greenberg (cf. [Gre, Proposition 1]), we
have the following theorem.

Theorem 4.6. Let us take the same notation as in Theorem 4.5. Assume
that F is totally real and assume one of the following conditions:

(a) The totally real finite number field F is an abelian number field.

12



(b) There exists only one place of F which is ramified in the extension F∞/F .

Then, the restriction map:

ResF cyc
n ,F cyc

∞ : H1
f (Fn,Qp/Zp(1))→ H1

f (F
cyc
∞ ,Qp/Zp(1))

Γn

has finite kernel and cokernel whose orders are bounded independently on n

Then, we have the following question:

Question 1. Can we prove analogues of the theorems above for another
Galois representations?

In the 1970’s, Barry Mazur gave an answer of Question 1. He proved an
analogue of Theorem 4.6 for the p-adic Tate modules of elliptic curves which is
ordinary at p.

Theorem 4.7 ([Maz]). Let E be an elliptic curve over F . Assume that E
has good ordinary reduction at any places which are over p. Then, the kernel
and cokernel of the restriction map

ResF cyc
n ,F cyc

∞ : H1
f (F

cyc
n , E[p∞])→ H1

f (F
cyc
∞ , E[p∞])Γn

are finite groups and those orders are bounded independently of n.

This theorem is generalized by many people. We recall a generalization due
to Tadashi Ochiai.

Theorem 4.8. ([Oc, Theorem A]). Under the setting fixed at the beginning
of Section 2, the following statements hold:

(1) Assume that H0(F cyc
n , V ) = 0 for all n. Then, the kernel of the restriction

map:

ResF cyc
n ,F cyc

∞ : H1
f (F

cyc
n , A)→ H1

f (F
cyc
∞ , A)Γn

is finite and bounded independently on n.

(2) Assume the following condition at each place v of F∞ over p:

(a) The p-adic representation V is ordinary at the place of F lying under
v.

(b) Let Fil•v(V ) be the ordinary filtration of V at v. Then, we have

Dcrys,F cyc
n,v

(V/Fil1v(V ))φ=0 = 0,

Dcrys,F cyc
n,v

((Fil1v(V ))∗)/(φ− 1)(Dcrys,F cyc
n,v

((Fil1v(V ))∗)) = 0

for each n. Here, for any p-adic representation V ′ of GF , Dcrys,F cyc
n,v

(V ′)
is defined by

∏
w∈Σcyc

Fn
,w|vDcrys,F cyc

n,w
(V ′) and φ is a product of the

usual Frobenius endomorphism on Dcrys,F cyc
n,w

(V ′).

13



(c) The following two groups

H0(F cyc
∞,v, (Fil

1
v(V ))∗ ⊗Qp/Zp(1)) , H

0(F cyc
∞,v, T/Fil

1
v(T )⊗Qp/Zp)

are finite.

Then, the cokernel of the restriction map ResF cyc
n ,F cyc

∞ is a finite group
whose order is bounded independently of n.

By the theorem above, we deduce the following corollary easily.

Corollary 4.9. Let m be a positive integer which is grater than 1. Assume
that F is a totally real number field. Then, the restriction map

ResFn,F∞ : H1
f (F

cyc
n ,Qp/Zp(m))→ H1

f (F
cyc
∞ ,Qp/Zp(m))

has a finite kernel and cokernel whose order are bounded independently on n.

Proof. It is clear that the Galois representation Qp(m) is ordinary at any place
which is over p. We deduce that the condition (b) of Theorem 4.8 holds for

Zp(m) because m is grater than 1. Since F is totally real number field, F cyc
∞

contains no nontrivial p-th root of the unity. Therefore, the condition (c) of
Theorem 4.8 also holds for Zp(m). Thus, we have the conclusion.

Remark 4.10.

(1) The Galois representation Zp(1) does not satisfy the condition (c) of The-
orem 4.8.

(2) Let r be a positive integer. If T satisfies assumptions of Theorem 4.8 or
is isomorphic to Zp(1), then the orders of the kernel and cokernel of the
canonical map Resn,r : H1

f (F
cyc
n , A)[pr]→ H1

f (F
cyc
∞ , A)Γn [pr] are bounded

independently of n and r.

Finally, we prepare a definition and a lemma for our Main Theorem.

Definition 4.11. Let F be a finite number field. For a finite set of elliptic
curves {Ei}i over F , we define the condition (dist) as follows:
(dist) For each element v ∈ ΣF,p, the Zp[GFv ]-modules {(TpEi)

s.s.}i∈I are not
isomorphic to each other. Here, for each Zp[GFv ]-module T , we denote by T s.s.

the semi-simplification of T .

Lemma 4.12. Let F be a finite number filed and {Ei}i∈I a finite set of
elliptic curves over F satisfying the condition (dist). Furthermore, we assume
that Ei have good ordinary reduction at any places of F above p for all i. Put
T := Λ2(

∏
j∈J TpEj). Then, any Jordan-Hölder component of T is isomorphic

to Zp(1) or satisfies the conditions (a), (b), (c) of Theorem 4.8. In particular,
any sub-quotient Zp[GF ]-module T ′ of T satisfies the conditions (a), (b), (c) of
Theorem 4.8 if and only if T ′ does not contain the component isomorphic to

Zp(1).
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Proof. First, we remark T ∼= Zp(1)
J
⊕⊕

j ̸=k TpEj ⊗Zp
TpEk. Therefore, it is

sufficient to check the conditions of Theorem 4.8 for Tj,k := TpEj⊗Zp
TpEk. The

condition (a) follows from the definition of the good-ordinarity. Thus, we show
that Tj,k satisfies the conditions (b) and (c) of Theorem 4.8. Let v be an element
of ΣF cyc

n ,p. Then, since Ei has ordinary reduction at v, the semi-simplification

of TpEj as a Zp[GFv ]-module is isomorphic to χj⊕χ−1
j χcyc for some unramified

character χj and the cyclotomic character χcyc. Since Ej has good reduction at
v, the image of χj is not contained in the set of the roots of the unity. By the
assumption (dist), χj does not coincide with χk if j ̸= k. Thus, 1 and pf are not
roots of the characteristic polynomial of φf on Dcrys,F cyc

n ,v(Tj,k ⊗Zp
Qp). Here,

f is the residue degree of the extension Fv/Qp. Therefore, Tj,k satisfies the (b)
of Theorem 4.8. Since χj |GF∞,v

is non-trivial for each j, Tj,k and T ∗
j,k(1) do not

contain the trivial representation as Zp[G(F cyc
∞ )v ]-module. Thus, Tj,k satisfies

the condition (c) of Theorem 4.8.

Part II

Review of the Tannakian
category
In this part, we review the theory of the Tannakian category and the Tannakian
fundamental group. Then, we introduce important examples which play central
roles in the theory of Minhyong Kim.

5 The definition of the Tannakian fundamental
group

First, we recall the definition of the Tannakian fundamental group. We follow
definitions of the lecture note of Saavedra ([Sa]).

Definition 5.1. Let A be a commutative ring.

(1) ([Sa, Chapter I, 0.1.2]). An abelian category C is an A-linear category if
HomC(X,Y ) is an A-module and a composition map

HomC(X,Y )×HomC(Y, Z)→ HomC(X,Z)

is an A-bilinear map.

(2) ([Sa, Chapter I, 2.4.1]). Let C be an A-linear category. A ⊗-structure∗ on

C is a functor
⊗ : C ×C → C

∗Saavedra used the terminology⊗-ACU structure instead of the⊗-structure. Here, A (resp.
C, U) implies the associativity (resp. commutativity, unitarity). We use the terminology ⊗-
structure for simplicity.
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which satisfies the following conditions:

– For any objects X,Y, Z of C, there exists the functorial isomorphism
(X ⊗ Y )⊗ Z ∼= X ⊗ (Y ⊗ Z).

– For any objects X,Y of C, there exists the functorial isomorphism
X ⊗ Y ∼= Y ⊗X.

– There exists an object 1 of C with the functorial isomorphism 1⊗X ∼=
X ⊗ 1 ∼= X for any object X of C.

(3) ([Sa, Chapter I, 3.1.1]). Let C be an A-linear ⊗-category. We say that C
has Hom-objects if the functor

Cop −→ Sets

Z 7−→ HomC(Z ⊗X,Y )

is representable for all objects X,Y ∈ Ob(C). We denote the object which
represents the functor above by Hom(X,Y ).

(4) ([Sa, Chapter I, 3.2.3.3]). Let C be an A-linear ⊗-category which has Hom-
objects. For an objectX of C, we define the dualX∗ ofX to be Hom(X,1).
An object X of C is reflexive if the canonical morphism X → X∗∗ is an
isomorphism.

(5) ([Sa, Chapter I, 5.1]). Let C be an A-linear ⊗-category which has Hom-
objects. We say that the category C is rigid or C is a rigid ⊗-category if
the canonical morphism

Hom(X,Y )⊗Hom(Z,W )→ Hom(X ⊗ Y, Z ⊗W )

is isomorphism for any objects X,Y, Z,W of (C), and any object of C is
reflexive.

In this paper, we consider only the special case that A is a field. Then, let
us define the Tannakian category over a field.

Definition 5.2. ([Sa, Chapter III, 3.2.1]). Let k be a field and C a k-linear
category. The category C is a neutral Tannakian category over k if there exists
an affine group scheme G over k and an equivalence of categories

C ∼−→ Repk(G) .

Here, Repk(G) is the category of algebraic representations of G over finite di-
mensional k-vector spaces.

Remark 5.3. Note that any Tannakian category over k is a rigid ⊗-category
over k.

Saavedra gave a sufficient condition for C to be a Tannakian category over
k as follows.
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Theorem 5.4. ([Sa, Chapter II, Theoreme 4.4.1]). Let k be a field and C a
rigid ⊗-category over k. If there exists a faithful functor

ω : C → Vectk

which is compatible with the ⊗-structures of C and Vectk, then C is a neutral
fiber functor. More precisely, the functor Aut⊗(ω) : (k-algebras) → (Sets) is
represented by an affine k-group scheme and ω induces the following equivalence
of categories:

ω : C ∼−→ Repk(Aut
⊗(ω)).

Here, Vectk is the category of finite dimensional vector spaces over k with the
usual ⊗-structure.

Definition 5.5. Let k be a field and C a rigid ⊗-category over k. Then, we
call ω : C → Vectk a fiber functor of C if ω is a faithful functor and commutes
with ⊗-structures.

Then, we define the Tannakian fundamental group and the Tannakian path
space.

Definition 5.6. Let k be a field, C a rigid ⊗-category over k and ω, ω′ :
C → Vectk fiber functors of C.

(1) We denote the affine group scheme Aut⊗(ω) over k by π1(C, ω). We call
π1(C, ω) the Tannakian fundamental group of C with the base point ω.

(2) We denote the affine k-scheme Isom⊗(ω, ω′) by π1(C;ω, ω′). We say that
the scheme π1(C;ω, ω′) is the Tannakian path space from ω to ω′. This is
a right π1(C, ω)-torsor and a left π1(C, ω′)-torsor.

Remark 5.7. ([Sa, Chapter II, 4.3.2, Chapter III, 3.3.1.1]). Let C be a
Tannakian category over a field k and ω a fiber functor. Then, the affine scheme
π1(C, ω) is an algebraic group over k, if and only if C has a ⊗-generator. In other
words, the affine group scheme π1(C, ω) is an algebraic group over k, if and only
if there exists an object X of C such that each object of C is a sub-quotient of
⊕n

i=1X
⊗ni for some positive integers n and ni.

6 Examples of Tannakian fundamental groups

In this section, we fix a smooth and geometrically connected curve X over a
field k. We will introduce three categories, algebraic differential equations on
X, p-adic differential equations on X and smooth Qp-sheaves on X ⊗k k. We
explain some comparison theorems for their unipotent parts.

Definition 6.1. Let C be a ⊗-category which has Hom-objects.

(1) We denote by Unip(C) the unipotent part of C, that is, the smallest full-
sub-⊗-category of C generated by iterated extensions of 1.
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(2) Let m be a positive integer. We define Unipm(C) to be the smallest full-
sub-⊗-category of C generated by all sub-quotients of m + 1-th iterated
extensions of 1.

Remark 6.2. If a ⊗-category C is a Tannakian category, then the unipotent
part of C is also a Tannakian category.

6.1 The unipotent de Rham fundamental group

First, we recall the unipotent de Rham fundamental group which was defined
at first for the projective line minus three points by Deligne (cf. [De, Section
10.25]).

Definition 6.3. The category DR(X/k) consists of the following objects
and morphisms:
Objects: An object of the category DR(X/k) is a pair (F ,∇) where

• F is a coherent sheaf on X.

• ∇ is a morphism of abelian sheaves∇ : F → Ω1
X⊗OXF such that∇(ax) =

a∇(x) + da⊗ x for each local section a (resp. x) of OX (resp. F). Here,
OX is the structure sheaf of X.

Morphisms: The morphisms from (F ,∇) to (F ′,∇′) is a morphism of coherent
sheaves f : F → F ′ such that (Id⊗ f) ◦ ∇ = ∇′ ◦ f .

Note that if (F ,∇) is an object of DR(X/k), then F is a locally free OX -
module. This facts follows from the lemma below:

Lemma 6.4. Let f be an element of k[T ]\k[T ]× and set R := k[T ][1/f ]. Let
M be a finitely generated R-module and ∂ : M → M a k-linear map satisfying
the Leibniz rule ∂(rm) = r′m + r∂(m) for any r ∈ R and m ∈ M . Then, M
has no non-trivial torsion element.

Proof. Since R is a Euclidean domain, M is isomorphic to Rr ⊕ ⊕n
i=1R/giR

for some gi ∈ R such that gi|gi+1. We assume gn ̸= 0. Let m ∈ M be a
torsion element such that AnnR(m) = (gn). Then, we have 0 = ∇(gnm) =
g′nm+ gn∂(m). Let w ∈ R be a generator of the ideal (gn, g

′
n) and take x, y ∈ R

such that xg′n + ygn = w. Then, the following equalities hold:

0 = x(g′nm+ gn∇(m)) = (w − ygn)m+ xgn∇(m) = wm+ gn(x∂(m)− ym).

Hence, x∂(m) − ym is also a torsion element of M . Since any torsion element
of M annihilated by gn, gn(x∂(m) − ym) = −wm is equal to 0. However, the
ideal generated by w does not coincides with gnR because gn ̸= 0 and k is of
characteristic 0. This contradicts to AnnR(m) = (gn). Thus, we deduce gn = 0
and M has no non-trivial torsion element.

We regard the category DR(X/k) as a k-linear category by the obvious way.
We define a ⊗-structure on DR(X/k) as follows.
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Definition 6.5. Let (F ,∇) , (F ′,∇′) be objects of DR(X/k). We define
the object (F ,∇)⊗ (F ′,∇′) by

(F ,∇)⊗ (F ′,∇′) := (F ⊗OX F ′,∇⊗∇′)

where ∇ ⊗∇′(x ⊗ x′) := ∇(x) ⊗ x′ + x ⊗ ∇′(x′) for any local section x (resp.
x′) of F (resp. F ′).

The definition above induces the following functor:

⊗ : DR(X/k)×DR(X/k)→ DR(X/k).

It is clear that the functor ⊗ defines a ⊗-structure on DR(X/k). We regard
the category DR(X/k) as a ⊗-category by using this ⊗-structure. We define
Hom-objects of DR(X/k) as follows:

Definition 6.6. Let (F ,∇) , (F ′,∇′) be objects of DR(X/k). We define
the object Hom((F ,∇), (F ′,∇′)) by

Hom((F ,∇), (F ′,∇′)) := (HomOX
(F ,F ′),Hom(∇,∇′))

where Hom(∇,∇′)(f ⊗ x′) := (Id⊗ f) ◦ ∇ ⊗ x′ + f ⊗∇x′ for any local section
f (resp. x′) of F∨ (resp. F ′).

It is easily checked that the objects above coincide Hom-objects defined in
(1) of Definition 5.1. Let (F ,∇) be an object of DR(X/k). Since the sheaf
F is a locally free OX -module, the category DR(X/k) is a rigid ⊗-category
over k (cf. (5) of Definition 5.1). Finally, we introduce some fiber functors on
DR(X/k).

Definition 6.7. Let x be a k-valued point ofX. Then, we define the functor
ωdR
x : DR(X/k)→ Vectk by ωdR

x ((F ,∇)) := Fx ⊗OX,x
k(x) := F(x) where k(x)

is the residue field at x.

The functor ωdR
x is a faithful functor and commutes with their ⊗-structures.

Then, according to Theorem 5.4, we have the following proposition:

Proposition 6.8. Let us take the same notation as Definition 6.6. Assume
that X has a k-rational point x. Then, DR(X/k) is a neutral Tannakian cate-
gory over k and ωdR

x is a fiber functor on DR(X/k). Moreover, the functor ωdR
x

induces the following equivalence of categories:

ωdR
x : DR(X/k)

∼−→ Repk(Aut⊗(ωdR
x )).

Of course, the unipotent part Unip(DR(X/k)) is also a Tannakian cate-
gory and the restriction of ωdR

x to Unip(DR(X/k)) is also a fiber functor on
Unip(DR(X/k)).

Definition 6.9. Let x, x′ be k-rational points of X andm a positive integer.
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(1) We denote by πdR
1 (X/k, x) (resp. πdR

1 (X/k, x)m) the affine k-group scheme
π1(Unip(DR(X/k)), ω

dR
x ) (resp. π1(Unipm(DR(X/k)), ωdR

x )) over k and
call the unipotent de Rham fundamental group of X/k attached to x.

(2) We define the affine k-scheme πdR
1 (X/F ;x, x′) (resp. πdR

1 (X/F ;x, x′)m )
by

πdR
1 (X/k;x, x′) := π1(Unip(DR(X/k));ωdR

x , ωdR
x′ )

(resp. πdR
1 (X/k;x, x′)m := π1(Unipm(DR(X/k));ωdR

x , ωdR
x′ )).

We call πdR
1 (X/k;x, x′) (resp. πdR

1 (X/k;x, x′)m) the unipotent de Rham
path space from x to x′

Remark 6.10.

(1) Note that the category Unipm(DR(X/k)) has a ⊗-generator, the objects
of E [m] (see the paper [Kim2, p.12] for the definition of E [m]). Thus,
the group scheme πdR

1 (X/k, x)m is a unipotent algebraic group over k.
Therefore, the affine group scheme πdR

1 (X/k, x) is a pro-algebraic, pro-
unipotent group over k.

(2) Since the definition of DR(X/k) is purely algebraic, we have the canonical
isomorphism

πdR
1 (X/k, x)⊗k k

′ ∼= πdR
1 (X ⊗k k

′/k′, x)

for any extension k′ of k. Here, we regard x as an k′-valued point of
X ⊗k k

′ by the obvious way. If there exists no chance to be doubt, we
denote the category Unip(DR(X⊗k k

′/k′)) by Unip(DR(X/k′)) for short.

6.2 The unipotent rigid fundamental group

In this subsection, we assume that k is a finite extension of Qp. Let X be the

smooth compactification of X over k. Assume that X has good reduction for
simplicity. † That is, there exists a smooth proper scheme X over Ok such that
the generic fiber of X is isomorphic to X. Denote the special fiber X ⊗Ok

κ of
X by Y . Here, κ is the residue field of the local ring Ok. Let X be an open
set of X which is a model of X and let Y be the special fiber of X . Let X

an

be the rigid analytic space attached to the k-scheme X and sp : X
an → X̂ the

specialization morphism (cf. [Ber, Section (0.2.2.1)]). Here, X̂ is the completion
of X along to its special fiber. Recall that, the underlying topological space of

X̂ is the same as the underlying topological space of X ⊗ k and sp coincides
with the reduction map as a map between topological spaces. For a locally

closed subset S of X̂ , we denote sp−1(S) by ]S[ and call the tube of S in X
an
.

†This assumption does not need for definition of the category Isoc†(Y ).
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The subset ]S[ has the structure of an open sub-rigid analytic space of X
an
.

For a point y of X̂ , we call ]y[ the residue ball of y. Let j : Y ↪→ Y be the
canonical inclusion. Then, Bertherot defined the functor j† from the category
of OX

an-modules to the category of j†OX
an := lim−→V

αV,X
an ∗OV -modules (cf.

[Ber, Section (2.1.1.3.)]). Here, V runs over strict neighborhoods of ]Y [ in X
an

(cf. loc. cit.). We recall a p-adic analogue of DR(X/k) which is called the
category of overconvergent isocrystals.

Definition 6.11. (cf. [Ber, Defitnition 2.3.6]). The category of overcon-
vergent isocrystals, denoted by Isoc†(Y ), consists of the following objects and
morphisms:
Objects: An object of Isoc†(Y ) is a pair (M,∇) where

(a) M is a finitely generated j†OX -module.

(b) ∇ is a morphism of abelian sheaves ∇ : M → j†Ω1
X ⊗j†OX

M such that
∇(ax) = a∇(x) + da⊗ x.

(c) For any local section a of F and local parameter t of X, there exists a
positive real number α greater than 1 such that limk→∞ |∂kt (a)/k!|αk = 0.

Morphisms: The morphisms from (M,∇) to (M ′,∇′) is a morphism f : M →
M ′ as j†OX

an-modules such that (Id⊗ f) ◦ ∇′ = ∇ ◦ f .

Remark 6.12.

(1) The category Isoc†(Y ) depends only on Y , does not depend on a model
(see [Ber, Section (2.3.6.)]).

(2) Let (F ,∇) be a pair satisfying the condition (a) and (b) of Definition
6.11. According [Ch-St, Prospotion 4.1.2], if F is a unipotent object in
the category of j†OX

an-module, then (F ,∇) satisfies the condition (c)
automatically. Therefore, we do not consider the condition (c) when we
treat the unipotent part of Isoc†(Y ).

Exactly the same way in the case of the unipotent de Rham fundamental
group (cf. Definition 6.6), we can define a canonical ⊗-structure on Isoc†(Y )
and Hom-objects. The difference of the de Rham case is the definition of fiber
functors. Then, we define fiber functors for each κ-rational points y of Y .

Definition 6.13. Let y be a κ-rational points of Y . Then, we define the
functor ωrig

y by the following equation:

ωrig
y : Isoc†(Y ) → Vectk0

(M,∇) 7→ H0( ]y[ ,M∇=0 ).

Here, k0 is the maximal subfield of k which is unramified over Qp. The functor

ωrig
y is a fiber functor on Isoc†(Y ) (cf. [Ch-St, Proposition 2.3.2]).
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Then, an analogy of Proposition 6.8 holds for the pair (Isoc†(Y ), ωrig
y ). That

is:

Proposition 6.14. Let us take the same notation as above. Then, Isoc†(Y )
is a Tannakian category over k0 and ωrig

y is a fiber functor on Isoc†(Y ). More-
over, the functor ωy induces the following equivalence of categories:

ωrig
y : Isoc†(Y )

∼−→ Repk0
(Aut⊗(ωrig

y )).

Definition 6.15. Let y, y′ be κ-rational points of Y . Let m be a positive
integer.

(1) We denote the Tannakian fundamental group π1(Unip(Isoc†(Y )), ωrig
y )

(resp. π1(Unipm(Isoc†(Y )), ωrig
y )) over k0 by πrig

1 (Y, y) (resp. πrig
1 (Y, y)m)

and call the unipotent rigid fundamental group of Y .

(2) We define the unipotent rigid path space πrig
1 (Y ;x, x′) (resp. πrig

1 (Y ; y, y′)m)
from y to y′ by

πrig
1 (Y ; y, y′) := π1(Unip(Isoc†(Y ));ωrig

y , ωrig
y′ )

(resp. πrig
1 (Y ; y, y′)m := π1(Unipm(Isoc†(Y ));ωrig

y , ωrig
y′ )).

Remark 6.16. The affine group scheme πrig
1 (Y, y)m is a unipotent algebraic

group over k0 and πrig
1 (Y, y) a pro-algebraic, pro-unipotent group over k0 (cf.

Remark 6.10).

6.3 The unipotent etale fundamental group

Next example is the Tannakian fundamental group of the category of smooth
etale sheaves on X ⊗k k. Here, k is a field and k is a separable closure of k.

Definition 6.17. ([KW, Appendix A]). The category Etp(X ⊗k k) is the
category of smooth Qp-sheaves on X ⊗k k. In other words, the category X ⊗k k
consists of the following objects and morphisms:
Objects: An object of the category Etp(X ⊗k k) is a family {Mn , ψn}n≥1

whereMn is a locally constant constructible Z /pn-modules on (X ⊗k k)et with
isomorphisms ψn :Mn+1 ⊗ Z /pn ∼−→Mn.
Morphisms: The set of morphisms fromM = {Mn} toM′ = {M′

n} is defined
as follows:

Hom(M,M′) := (lim←−
m

lim−→
n

Hom(Mn,M′
m))⊗Qp .

According to the theory of the etale fundamental groups of schemes ( cf.
[SGA1, Exposé 5.8]) and the definition of smooth Qp-sheaves, there exists the
following equivalence of categories for each geometric point x̄ of X.
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Proposition 6.18. Let x̄ is a geometric point of X. Then, there exists the
following equivalence of categories:

ωet
x̄ : Etp(X ⊗k k)

∼−−−−→ RepQp
(πet

1 (X ⊗k k, x̄))

M 7→ Mx̄ .

Here, πet
1 (X⊗F F, x̄) is the etale fundamental group of X⊗k k and the category

RepQp
(πet

1 (X ⊗k k, x̄)) the category of continuous representations of the group

πet
1 (X ⊗k k, x̄) on finite dimensional Qp-vector spaces.

Since the category RepQp
(πet

1 (X⊗kk, x̄)) with the forgetful functor is clearly

a neutral Tannakian category over Qp, the category Etp(X⊗kk) is also a neutral
Tannakian category over Qp. The composition of functors ωet

x̄ with the forgetful

functor is a fiber functor on Etp(X ⊗k k).

Definition 6.19. Let x̄, x̄′ be geometric points of X ⊗k k. Let m be a
positive integer.

(1) We denote the Tannakian fundamental group π1(Unip(Etp(X ⊗k k)), ω
et
x̄ )

(resp. π1(Unipm(Etp(X ⊗k k)), ω
et
x̄ )) over Qp by πun

1 (X ⊗k k, x̄) (resp.

πun
1 (X⊗kk, x̄)m) and call the unipotent etale fundamental group ofX⊗kk.

(2) We define the unipotent Tannakian etale path space πun
1 (X ⊗k k; x̄, x̄

′)
(resp. πun

1 (X ⊗k k; x̄, x̄
′)m) from x̄ to x̄′ by

πun
1 (X ⊗k k; x̄, x̄

′) := π1(Unip(Etp(X ⊗k k));ω
et
x̄ , ω

et
x̄′)

(resp. πun
1 (X ⊗k k; x̄, x̄

′)m := π1(Unipm(Etp(X ⊗k k));ω
et
x̄ , ω

et
x̄′)).

Remark 6.20. The affine group scheme πun
1 (X ⊗k k; x̄, x̄

′)m is a unipotent
algebraic group over Qp. We may take a Qp[π

et
1 (X ⊗k k; x̄)]-module which

corresponds to a ⊗-generator of the category Unipm(Etp(X⊗kk)) as the module
Qp[[π

p
1(X ⊗k k; x̄)]]/I

m+1 (cf. [Kim2, Section 2]). Here, πp
1(X ⊗k k; x̄) is the

maximal pro-p quotient of πet
1 (X ⊗k k; x̄) and I is the augmentation ideal of

the complete group ring Qp[[π
p
1(X⊗k k; x̄)]]. Therefore, the affine group scheme

πun
1 (X⊗k k; x̄, x̄

′) is also a pro-algebraic and a pro-unipotent group over Qp (cf.
Remark 6.10).

6.4 Additional structures of fundamental groups

We define three Tannakian fundamental groups πdR
1 (X/k, x), πrig

1 (Y, y) and
πun
1 (X⊗k k, x̄) in the previous subsections. They have another structures which

are different from those group structures. We recall their additional structures.

πdR
1 (X/k, x)

The additional structure of the pro-algebraic, pro-unipotent group πdR
1 (X/k, x)
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is the Hodge filtration on its ring of functions defined by Wojtkowiak ([Wo1,
Theorem E]). We denote the ring of regular functions on πdR

1 (X/k, x) by RdR.
This is a descendant filtration by ideals FilnRdR of RdR such that FilnRdR =
RdR if n is non-negative and ∩nFilnRdR = 0. This filtration is compatible with
the co-multiplications, that is, the co-multiplication mRdR : RdR → RdR⊗kR

dR

satisfies

mRdR(FilnR) ⊂ Filn(RdR ⊗k R
dR) :=

∑
i+j=n

FiliRdR ⊗k FiljRdR.

In particular,mRdR induces the co-multiplication on the quotientRdR/Fil−1RdR.
Therefore, Fil0(πdR

1 (X/k, x)) := Spec(RdR/Fil−1RdR) is a subgroup scheme of
πdR
1 (X/k, x).

πrig
1 (Y, y)

The additional structure of the pro-algebraic, pro-unipotent group πrig
1 (Y, y) is

the Frobenius structure. This is a semi-linear endomorphism φ on πrig
1 (Y, y) as

a pro-algebraic group, that is, φ induces a group homomorphism of k0-group
schemes πrig

1 (Y, y) ⊗k0,↗σ k0 → πrig
1 (Y, y) where σ is the Frobenius automor-

phism on k0 (cf. [Bes, Section 3]).
πun
1 (X ⊗k k, x̄)

Assume that the geometric point x̄ is over a k-valued point x of X. Then, the
additional structure of the pro-algebraic, pro-unipotent group πun

1 (X ⊗k k, x)
is the action of Gk. This action comes form the action of Gk on the etale fun-
damental group of X ⊗k k induced by the section x∗ : Gk → πet

1 (X, x̄) of the
fundamental exact sequence (cf. [SGA1, Exposé X, Section 2, Corollaire 2.2]).

6.5 Comparison theorems

In this subsection, we recall comparison theorems of three Tannakian funda-
mental groups introduced in the previous subsections. In this subsection, we
assume that k is a finite extension of Qp. Let κ ∼= Fq be the residue field of k and
k0 the maximal subfield of k which is unramified over Qp. Moreover, we assume
the condition of Definition 6.11, that is, we assume the following condition:

• There exists a smooth proper scheme X (resp. smooth scheme X ) over
Ok such that the generic fiber of X (resp. X ) is isomorphic to X (resp.
X).

Here, X is the smooth compactification of X over k. We denote the spe-
cial fiber of X by Y . First comparison theorem state that the two category
Unip(DR(X/k)) and Unop(Isoc†(Y )) are almost the same category.

Proposition 6.21 ([Ch-St]). There exists the following equivalence of cat-
egories:

Unip(DR(X/k)) ∼= Unip(Isoc†(Y ))⊗k0 k.
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Then, we have the following corollary.

Corollary 6.22. Let y be a κ-rational point of Y and x a k-rational point
of X which is in ]y[. Then, there exists the following canonical isomorphism of
pro-algebraic groups:

πrig
1 (Y, y)⊗k0 k

∼−→ πdR
1 (X/k, x).

By using this isomorphism, we regard that the pro-algebraic pro-unipotent
group πrig

1 (Y/k0, x) has a Hodge filtration and a Frobenius structure.
Next, we recall comparison of the Galois side with the above two sides.

Theorem 6.23. ([Ol, Theorem 1.8]). Let x be a Ok-rational point of X and
x̄ a geometric point of X lying over x. Then, there exists the following canonical
isomorphism of pro-algebraic groups over Bcrys:

πrig
1 (X/k, x)⊗k0 Bcrys

∼= πun
1 (X ⊗k k, x̄)⊗Qp

Bcrys.

Moreover, the isomorphism above is compatible with Hodge filtrations, Frobenius
structures and actions of Gk on both sides.

Part III

The Selmer variety
In this part, we review the theory of the Selmer variety which is defined by
Minhyong Kim. We fix the followings through this part. Let F be a finite
number fields, X a smooth curve over F and Σ a finite set of finite places of F
which contains bad primes for X and ΣF,p.

7 Definitions and descriptions

7.1 The definition of the Selmer variety

In This subsection, we recall the definition of the Selmer variety, which is defined
by Minhyong Kim in the paper [Kim2]. This is an analogy of Bloch-Kato’s
Selmer group whose coefficients are Galois representation over Qp-vector spaces.
We give the moduli interpretation of this scheme in the next subsection.

Definition 7.1. (cf. [Kim1, p.654, line 13-14], [Kim2, p.20, line 28-34]).
Let v be a finite place of F and put K := Fv. Let L be a finite extension of F
or K and let L′ be a Galois extension of L.

(1) We define the functor H1(L′/L, πun
1 (X ⊗F L, x̄)) from the category of

Qp-algebras to the category of sets as follows:

H1(L′/L, πun
1 (X ⊗F L, x̄))(R) := H1

cont(Gal(L′/L), πun
1 (X ⊗F L, x̄)(R)

GL′ )
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for each Qp-algebra R. Here, the topology of πun
1 (X ⊗F L, x̄)(R) is the

inductive limit of the usual p-adic topology of finite dimensional Qp-vector
spaces (cf. [Kim1, Section 1, p.632]). If L′ is an algebraic closure of L, we
usually denote H1(L′/L, πun

1 (X ⊗F L, x̄)) by H1(L, πun
1 (X ⊗F L, x̄)) for

short.

(2) Let L be a finite extension of K. For any Qp-algebra R, we define the

pointed set H1
f (L, π

un
1 (X ⊗F L, x̄))(R) to be the kernel of following map:

Ker(H1
cont(GL, π

un
1 (X ⊗F L, x̄)(R)) → H1

cont(GLur , πun
1 (X ⊗F L, x̄)(R))) , if p ∤ v,

Ker(H1
cont(GL, π

un
1 (X ⊗F L, x̄)(R)) → H1

cont(GL, π
un
1 (X ⊗F L, x̄)(R⊗Bcrys)), if p | v.

Here, the action of GL on πun
1 (X ⊗F L, x̄)(R⊗Bcrys) is defined to be the

diagonal action. We define the sub-functor, which we call the finite part,
H1

f (L, π
un
1 (X⊗F L, x̄)) of H

1(L, πun
1 (X⊗F L, x̄)) by R 7→ H1

f (L, π
un
1 (X⊗F

L, x̄))(R).

(3) Let L be a finite extension of F . Then, we define the functor from the
category Qp-algebras to the category of sets H1

f (L, π
un
1 (X⊗F L, x̄)) by the

following cartesian diagram of functors:

H1
f (L, π

un
1 (X ⊗F L, x̄)) //

��

H1(LΣL
/L, πun

1 (X ⊗F L, x̄))

��∏
v∈ΣL

H1
f (Lv, π

un
1 (X ⊗F L, x̄)) //

∏
v∈ΣL

H1(Lv, π
un
1 (X ⊗F L, x̄)).

(4) Let us take the same notation as above. For any positive integer m,
we define the functors H1(L′/L, πun

1 (X ⊗F L, x̄)m) and H1
f (L, π

un
1 (X ⊗F

L, x̄)m) by replacing πun
1 (X ⊗F F , x̄) to π

un
1 (X ⊗F F, x̄)m.

The definition ofH1
f (L, π

un
1 (X⊗FL, x̄)) above is an analogue of the definition

of Bloch-Kato’s Selmer groups (cf. Part I, Section 1, Definition 2.1). Then,
Minhyong Kim proved the following theorem.

Theorem 7.2. ([Kim1, Section 1]). Let us take the same notation as Defi-
nition 7.1. Then, the all functors which are defined in Definition 7.1 are repre-
sented by affine schemes. Moreover, the scheme H1(LΣL

/L, πun
1 (X ⊗F L, x̄)m)

(resp. H1
f (L, π

un
1 (X ⊗F L, x̄)m) ) is finite dimensional for each m.

Definition 7.3. We use the same notation as Theorem 7.2. If L is a finite
extension F (resp.K), then we call the scheme H1

f (L, π
un
1 (X ⊗F L, x̄)) (resp.

H1
f (L, π

un
1 (X ⊗F L, x̄))) the global (resp. local) Selmer variety attached to X.

For any positive integer, we call the scheme H1
f (L, π

un
1 (X ⊗F L, x̄)m) (resp.

H1
f (L, π

un
1 (X ⊗F L, x̄)m)) the global (resp. local) Selmer variety of degree m

attached to X.
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7.2 The Selmer variety as a classifying Space of torsors

We give the moduli interpretation of the Selmer variety. Indeed, those are
moduli of Torsors of etale fundamental group.

Definition 7.4. Let R be a Qp-algebra and L a finite extension of F (resp.
a completion of F at a place of F ).

(1) A Gal(L′/L)-torsor T of πun
1 (X ⊗F F, x̄)⊗Qp

R over R is a torsor of the

group scheme πun
1 (X ⊗F F, x̄) ⊗ R with an action of Gal(L′/L) which

are compatible with the action of πun
1 (X ⊗F F, x̄). That is, the equation

σ(gt) = σ(g)σ(t) holds for any local section g of πun
1 (X ⊗F F, x̄), t of T

and σ ∈ GL.

(2) Let T , T ′ be Gal(L′/L)-torsors of πun
1 (X ⊗F F , x̄)⊗Qp

R over R. We say
that T and T ′ are isomorphic if there exists an isomorphism of R-schemes
f : T → T ′ which commutes actions of Gal(L′/L) and πun

1 (X ⊗F F, x̄).
We call f an isomorphism between T and T ′.

(3) Let T be a Gal(L′/L)-torsor of πun
1 (X ⊗F F , x̄) ⊗Qp

R over R. We say

that T is trivial if T is isomorphic to πun
1 (X ⊗F F, x̄)⊗Qp

R.

(4) Let T be a Gal(L′/L)-torsor of πun
1 (X ⊗F F , x̄) over R. A Gal(L′/L)-

trivialization of T is a Gal(L′/L)-invariant R-valued point of T .

Remark 7.5. By definition, a Gal(L′/L)-torsor T of πun
1 (X ⊗F F, x̄)⊗Qp

R
over R is trivial if and only if there exists a Gal(L′/L)-trivialization of T . In fact,
if T is trivial, that is, there exists an isomorphism f : πun

1 (X⊗FF, x̄)⊗Qp
R→ T ,

then the image of the unit under f is a trivialization of T . The converse is also
proved easily.

Proposition 7.6. (cf. [Kim1, Proposition 1]). Let L be a finite extension
of F (resp. a completion of F at a place of F ) and let L′ be LΣL

(resp. an
algebraic closure of L). Consider the following moduli problem:

Φ : (Qp -algebras) → (Sets)

R 7→ {Gal(L′/L)-torsors of πun
1 (X ⊗F F , x̄) over R}/ ∼=

Then, the moduli problem Φ is representable. Moreover, there exists an isomor-
phism of functors as follow:

α : Φ
∼−→ H1(L′/L, πun

1 (X ⊗F F, x̄)).

Proof. Let us take [T ] ∈ Ψ(R). For any representative T of [T ] and R-
valued point t of T , we define the continuous 1-cocycle ct : Gal(L′/L) →
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H1(L′/L, πun
1 (X ⊗ F , x̄)(R)) to be satisfying the equation σt = ct(σ)t for any

σ ∈ Gal(L′/L). Consider the natural transformation of functors α : Φ →
H1(L′/L, πun

1 (X ⊗F F , x̄)) defined as follows:

α(R) : Φ(R)→ H1(L′/L, πun
1 (X ⊗ F, x̄)(R)), [T ] 7→ [ct].

Note that, the map α does not depend on the choice of t. We show that α(R)
is a bijection. For a 1-cocycle c ∈ Z1

cont((L
′/L, πun

1 (X ⊗ F, x̄)(R)), we define
the Gal(L′/L)-torsor Tc as follows: Set Tc := πun

1 (X ⊗ F, x̄)(R). We define the
action of Gal(L′/L) on Tc by σ(1) := c(σ) for any σ ∈ Gal(L′/L). Since c is a
1-cocycle, this action is well-defined. It is easily checked that the map [c] 7→ [T ]
is the inverse map of α(R). This completes the proof of the proposition.

Before to investigate global and local Galois torsors of πun
1 (X ⊗ F , x̄), we

recall some functors which is defined by Minhyong Kim.

Definition 7.7. Let v be a finite place of F and L a finite extension of Fv.

(1) Assume that v does not divide p. We say that a GL-torsor T is unramifed
if T |GLur is trivial.

(2) Assume that v divides p. We say that a GL-torsor T is crystalline if
T ⊗Bcrys is a trivial torsor. In other words, there exists a GL-fixed point
of T ⊗Bcrys.

By the definition of the crystalline torsor and the unramified torsor, the
following proposition clearly holds:

Proposition 7.8. Let L be a finite extension of Fv for a finite place v of
F . Put π := πun

1 (X ⊗ F, x̄). Assume that v divides p (resp. does not divide p).
Consider the following moduli problem:

Φ′ : (Qp -algebra) → (Sets)

R 7→ {Crystalline (resp. unramified) GL-torsors of π/R}/ ∼= .

Then, the functor Φ′ is represented by the local Selmer variety H1
f (L, π).

7.3 Another classifying spaces of torsors

In this subsection, we define another classifying spaces of torsors of fundamental
groups which are introduced in Section 6. Those classifying spaces will play
important roles in the theory of Minhyong Kim. Let v be a finite place of F
which is over p. We denote by K (resp. κ, K0) the completion of F at v (resp.
the residue field of K, the maximal subfield of K which is unramified over Qp).

We use the same notation and assume the condition that X has good reduction
at v as in Subsection 6.4. First of all, we define torsors of fundamental groups.
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Definition 7.9. Let R (resp. R′) be a commutative K-algebra (resp. K0-
algebra). Let x (resp. y) be a OK-rational point of X (resp. κ-rational point of
Y ). We assume that the reduction of x coincides with y. Then, the followings
hold:

(1) A de Rham torsor T = Spec(A) of πdR
1 (X/K, x) over R is a torsor of the

group scheme πdR
1 (X/K, x)⊗KR with a descendant filtration on its ring of

functions A consisting of its ideals, which is compatible with the action of
the de Rham fundamental group. That is, the coactionmA : A→ RdR⊗K

A satisfies mA(Fil
n(A)) ⊂ Filn(RdR ⊗K A) :=

∑
i+j=n Fil

iRdR ⊗K FiljA
for each integer n.

(2) A rigid torsor T of πrig
1 (Y, y) over R′ is a torsor of the group scheme

πrig
1 (Y, y)⊗K0R

′ with Frobenius endomorphism ϕ which is compatible the

Frobenius endomorphism φ of πrig
1 (Y, y), that is, the equation

ϕ(gt) = φ(g)(t)

holds for any local section g of πrig
1 (Y, y) and t of T .

(3) Recall that the rigid fundamental group πrig
1 (Y, y) ⊗K0 K is canonically

isomorphic to the de Rham fundamental group πdR
1 (X/K, x). A de Rham-

rigid torsor of πrig
1 (Y, y) over R′ is a triple (T = Spec(A),Fil•(A ⊗K0

K), ϕ) such that (T , ϕ) is a rigid torsor of πrig
1 (Y, y) over R′ and (T ⊗

K,Fil•(A⊗K0 K)) is a de Rham torsor of πdR
1 (X/K, x) over R′ ⊗K0 K.

We say that two de Rham (resp. rigid, resp. de Rham-rigid) torsors are
isomorphic if there exists an isomorphism of torsors which is compatible with
filtrations (resp. Frobenius endomorphisms, resp. Frobenius endomorphisms
and filtrations) of these torsors.

Definition 7.10. Let us take the same notation as Definition 7.9.

(1) Let T = Spec(A) be a de Rham torsor of πdR
1 (X/K, x) over R. Then, we

define a de Rham trivialization of T to be an R-valued point of Fil0T :=
Spec(A/Fil−1(A)).

(2) Let T be a rigid torsor of πrig
1 (Y, y) over R′. A rigid trivialization of T is

a Frobenius invariant R′-valued point of T .

(3) Let T be a de Rham-rigid torsor of πrig
1 (Y, y) over R′. A de Rham-

rigid trivialization of T is a Frobenius invariant R′-valued point of T ∩
Fil0(T ⊗K0K). We say that a de Rham-rigid torsor T over R′ is admissible
if the set of R′ ⊗K0 K-valued points of Fil0(T ⊗K0 K) is non-empty.

Then, we investigate the classifying space of admissible de Rham-rigid tor-
sors. The following proposition is fundamental.

29



Proposition 7.11. ([Bes, Theorem 3.1]). Let us take the same notation as
Definition 7.9. Then the following map is an isomorphism of schemes:

1− φ : πrig
1 (Y, y) → πrig

1 (Y, y)

g 7→ φ(g)−1g.

According to the above proposition, we have the following corollary easily:

Corollary 7.12. Let us take the same notation as Definition 7.9. Then,
any rigid torsor T of πrig

1 (Y, y) over R′ is trivial. Moreover, there exists the
unique trivialization of T .

Proof. Let T be a rigid torsor of πrig
1 (Y, y) over R′. Since the group scheme

πrig
1 (Y, y) is isomorphic to a projective limit of affine space over K0, the set
T (R′) is not empty. Take an element t of T (R′). By definition, there exists the

unique element g of πrig
1 (Y, y) such that ϕ(t) = gt. Put t′ := ht where h is the

unique element of πrig
1 (Y, y) satisfying φ(h)−1h = g. Then, we have:

ϕ(t′) = ϕ(ht) = φ(h)ϕ(g) = φ(h)gt = ht = t′.

Therefore, t′ is Frobenius invariant. By the construction above, the uniqueness
of t′ is clear.

For each rigid torsor T of πrig
1 (Y, y) over R′, we denote the unique trivial-

ization of T by trig(T ).
LetR′ be aK0-algebra. Let π

dR
1 (resp. πrig

1 ) be πdR
1 (X/K, x) (resp. πrig

1 (Y, y)).
According to Corollary 7.12, we have the following map:

{Admissible de Rham-rigid torsors of πrig
1 /R′}/ ∼=

αR′−−−−→ πdR
1 /Fil0(πdR

1 )(R′
K)

[T ] 7→ g mod Fil0(πdR
1 (X/K, x))(R′

K)

where gtrig(T ) is an R′
K := R′ ⊗K0 K-valued point of Fil0T . The map αR′ is

well-defined, that is, αR′([T ]) does not depend on the choice of representatives
of the isomorphism class [T ]. Clearly, the map αR′ is functorial on R′. The
above observation induces us to the following proposition.

Proposition 7.13. Let us take the same notation as above. Consider the
following moduli problem:

Ψ : (k0-algebras) → (Sets)

R′ 7→ {Admissible de Rham-rigid torsors of πrig
1 (Y, y)/R′}/ ∼= .

Then, the moduli problem Ψ is representable. Moreover, the map αR′ induces
the following isomorphism of functors:

α : Ψ
∼−−−−→ πdR

1 (X/K, x)/Fil0πdR
1 (X/K, x).
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Proof. The map αR defines a natural transformation

α : Ψ→ πdR
1 (X/K, x)/Fil0πdR

1 (X/K, x).

We show that α is an isomorphism.
First, we prove the injectivity of α. Take two de Rham-rigid torsors T =

Spec(A) and T ′ = Spec(A′) of πrig
1 (Y, y) over R′ such that

αR′([T ]) = αR′([T ′]).

Let f : T → T ′ be πrig
1 (Y, y)-equivariant morphism of R′-schemes characterized

by the equality f(trig(T )) = trig(T ′). By definition, it is an isomorphism of rigid
torsors. We show that f is compatible with filtrations. By the definition of the
natural transformation α, there exists a de Rham trivialization t (resp. t′) of
T (resp. T ′) and a representative g of α([T ]) = α([T ′]) such that gtrig(T ) = t
(resp gtrig(T ′) = t′). Let t∗ : A/Fil−1A → R (resp. t′∗) be the R-algebra
homomorphisms corresponding to t (resp. t′). Since the comultiplications on
A and A′ are compatible with the filtration, the following compositions of ring
homomorphisms are compatible with each filtrations:

t∗(mA) : A⊗K0 K
mA−−→ RdR ⊗K A

id⊗t∗−−−→ RdR⊗KR,

t′∗(m′
A) : A

′ ⊗K0 K
m′

A−−→ RdR ⊗K A′ id⊗t′∗−−−−→ RdR⊗KR.

Let g∗ be the comultiplication by g on RdR. Since t∗(mA) = g∗ ◦ trig(T )∗(mA),
t′∗(m′

A) = g∗ ◦ trig(T ′)∗(m′
A) and trig(T )∗(mA) ◦ f∗ = trig(T ′)∗(m′

A), we have
t∗(mA) ◦ f∗ = t′∗(m′

A). This implies the ring homomorphism f∗ : A′ → A is
compatible with filtrations. This completes the proof of the injectivity.

Next, we prove surjectivity of α. Take an R′ ⊗K0 K-valued point g of
πdR
1 (X/K, x). Then, we define the twisted filtration FilngR

dR⊗K0R
′ on RdR⊗K0

R′ as follows:
FilngR

dR ⊗K0 R
′ := g∗(FilnRdR ⊗K0 R

′).

Then, the triple (πrig
1 (Y, y) ⊗K0 R

′,FilngR
dR ⊗K0 R

′, φ ⊗ id′R) is an admissi-
ble de Rham-rigid torsor over R′. Since the rigid trivialization of the torsor
(πrig

1 (Y, y), φ) is the unit of πrig
1 (Y, y), we can take g to be a de Rham trivial-

ization of (πdR
1 (X,x) ⊗K0 R

′,FilngR
dR ⊗K0 R

′). Thus, by the definition of the
natural transformation α, the image of the above torsor by α is equal to the
class of g. Therefore, we finish the proof of the surjectivity of α.

Remark 7.14. Let x, x′ beOK-rational points ofX and y, y′ their reduction.
If T is a path torsor πrig

1 (Y, y′, y), then α(T ) can be written as

pdR(x′, x) ◦ prig(y, y′) mod Fil0(πdR
1 (X/K, x))

for each de Rham trivialization pdR(x′, x) ∈ Fil0(πdR
1 (X/K, x′, x)) and for each

(actually the unique) rigid trivialization prig(y, y′) ∈ πrig
1 (Y, y, y′)φ=1.
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8 Examples of Selmer varieties of low degrees

In this section, we introduce some examples of Selmer Varieties of degree 1 and
2. Those examples have relations of examples of Part I, Section 3.

8.1 The Selmer variety of degree 1

Here, we describe the degree 1 Selmer variety. We note the following well-known
fact:

Lemma 8.1. (cf. [Kim2, Abstruct]). Let X be a smooth curve over F . Let
J(X) be the generalized Jacobian Variety of X.

(1) The group πun
1 (X⊗F F, x̄)1 is isomorphic to the affine space A(Vp(J(X))).

That is, for any Qp-algebra R, there exists the following functorial isomor-
phism:

πun
1 (X ⊗ F , x̄)1(R) ∼= Vp(J(X))⊗Qp

R.

(2) The group πun
1 (X ⊗F, x̄)2 is an extension of πun

1 (X ⊗F, x̄)1 by the affine
space A(Λ2Vp(J(X))). That is, for any Qp algebra, there exist the follow-
ing exact sequence of groups:

0→ Λ2Vp(J(X))⊗Qp
R→ πun

1 (X ⊗F , x̄)2(R)→ πun
1 (X ⊗F, x̄)1(R)→ 0.

Therefore, the Selmer variety of degree 1 can be described easily:

Proposition 8.2. Let X be a smooth curve over F . Then, the Selmer
variety H1

f (F, π
un
1 (X⊗F, x̄)) is canonically isomorphic to the finite dimensional

affine space A(H1
f (F, VpJ(X))). Here, J(X) is the generalized Jacobian of X.

Proof. This is an elementary consequence of Lemma 8.1 and Lemma 2.2.

We introduce the following two examples which appear in Part I:

Example 8.3.

(1) The generalized Jacobian variety of P1
F \{0, 1,∞} is the product of two

copies of GmF . Thus, we have VpJ(X) = Qp(1)
2. Therefore, by definition,

we have the following isomorphism:

H1
f (F, π

un
1 (X ⊗ F , x̄)1) ∼= H1

f (F,Qp(1))
2 ∼= (Ô×

F ⊗Zp
Qp)

2.

(2) Let E be an elliptic curve over F . Let X be E minus the origin. Since
the generalized Jacobian variety of X is canonically isomorphic to E, the
algebraic group πun

1 (X ⊗ F , x̄)1 is isomorphic to A(Vp(E)). Thus, the
Selmer variety of degree 1H1

f (F, π
un
1 (X⊗F , x̄)1) is isomorphic to the affine

space A(H1
f (F, Vp(E))). Therefore, if the Tate-Shafarevich group of E/F

is a finite group, then the Selmer variety of degree 1 H1
f (F, π

un
1 (X⊗F, x̄)1)

attached to X is isomorphic to the affine space A(E(F )⊗Z Qp).
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8.2 The l-adic multiple polylogarithms

Let l be a rational prime. In this subsection, we define some group theoretic
notion and recall l-adic multiple polylogarithms for describing the Selmer variety
of higher degree.

Remark 8.4. The l-adic polylogarithms is defined byWojtkowiak (cf. [Wo2]).
In our case, the prime l is equal to p. Meanwhile, Coleman defined p-adically
(locally) analytic functions which are called the p-adic polylogarithms (cf. [Col,
Section VI]). In this paper, we use the term l-adic multiple polylogarithms in
the sense of Wojtkowiak.

First, we prepare purely algebraic notion for defining the l-adic polyloga-
rithms.

Definition 8.5. Let R be a commutative ring.

(1) We denote by R ⟨ ⟨U, V ⟩ ⟩ the ring of 2-valuable non-commutative formal
power series over R.

(2) We denote by LR(U, V ) the sub-Lie algebra of R ⟨ ⟨U, V ⟩ ⟩ which is gen-
erated by U, V . Here, we regard each ring R′ as a Lie algebra by defining
the Lie bracket [a, b] to be ab− ba for any element a, b of R′.

(3) We denote by L̂R(U, V ) the nilpotent completion of the Lie algebra LR(U, V ),
that is,

L̂R(U, V ) := lim←−
n

LR(U, V )/Zn(LR(U, V )).

Here, {Zn(LR(U, V ))} is the central descendant series of LR(U, V ). Note

that the Lie algebra L̂R(U, V ) (resp. LR(U, V )) is a sub-Lie algebra of

R ⟨ ⟨U, V ⟩ ⟩ (resp. L̂R(U, V )).

Note that LQ(U, V ) is isomorphic to the free Lie algebra of rank 2.

Definition 8.6. Let F2 be the free group of rank 2. Let S = {u, v} be a set
of generators of F2. Then, we define the multiplicative embedding ιS as follows:

ιS : F2 ↪→ Q ⟨ ⟨U, V ⟩ ⟩, u 7→ exp(U), v 7→ exp(V ).

Let F2 ⊗ Q be the unipotent algebraic envelope of F2 (cf. [De, Section 9.5]),
that is, the Tannakian fundamental group of the neutral Tannakian category
Unip(RepQ(F2)) over Q. Then, the embedding ιS can be extended to the mul-
tiplicative embedding F2 ⊗ Q(Qp) ↪→ Qp ⟨ ⟨U, V ⟩ ⟩ uniquely. We denote this
map by ι̂S .

Remark 8.7. The followings are easily checked:
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(1) Let exp : L̂Q(U, V ) → Q ⟨ ⟨U, V ⟩ ⟩ be the map defined by the formal
power series exp(X) :=

∑∞
n=0

Xn

n! . Then, the image of ιS is contained

in exp(L̂Q(U, V )) ⊂ Q ⟨ ⟨U, V ⟩ ⟩ and the image of ι̂S is contained in

exp(L̂Qp
(U, V )).

(2) The Lie algebra LQp
(U, V ) is a free Lie algebra over Qp and whose nilpo-

tent completion is canonically isomorphic to the Lie algebra of the affine
group scheme F2⊗Qp := (F2⊗Q)⊗QQp over Qp. Moreover, Qp ⟨ ⟨U, V ⟩ ⟩
is canonically isomorphic to the universal enveloping algebra of L̂Qp

(U, V ).

Definition 8.8. Let G be a pro-finite group and f : G → F2 ⊗ Qp(Qp) a
continuous function. LetW be the Hall family in LQ(U, V ) with respect to U, V
(cf. [Se1, Definition 5.1]).

(1) For an element E of W , we define the element E∗ of HomQ(LQ(U, V ),Q)
as follows:

E∗(E′) :=

{
0 , if E ̸= E′

1 , if E = E′

(2) For an element E of W , we define the function fE : G→ Qp as follows:

fE(g) := E∗(ιS ◦ f(g)).

Then, we define two family of functions on the Galois group GF which take
values in Qp. We fix an embedding Q ↪→ C. Let x, y be the standard set

of generators of the topological fundamental group πtop
1 (P1(C) \ {0, 1,∞},

−→
01)

(cf. [Wo2, Section 8, picture 4]). Here,
−→
01 is the tangential base point which is

defined by Deligne (cf. [De, Section 15]). For any element z of P1(C)\{0, 1,∞},,
we choose and fix a piecewise smooth path pz from 0 to z such that p′z(0) = 1.
We also fix an embedding Q ↪→ C. By using this fixed embedding Q ↪→ C, we
regard each topological path pz as an element of πet

1 (P1
Q \{0, 1,∞},

−→
01).

Definition 8.9. Let us take the embedding

ι{x,y} : πtop
1 (P1(C) \ {0, 1,∞},

−→
01) ↪→ Q ⟨ ⟨U, V, ⟩ ⟩, x 7→ exp(U) , y 7→ exp(V ).

We define the function L(σ, z) on GF × P1
Q \{0, 1,∞} as follows:

L : GF × P1(F ) \ {0, 1,∞} → Qp ⟨ ⟨U, V, ⟩ ⟩
(σ, z) 7→ ι̂{x,y} ◦ (p−1

z
σpz).

We define the function l : GF ×P1(F )\{0, 1,∞} → L̂Qp
(U, V ) to be log(L(σ, z))

for any σ ∈ GF and z ∈ P1(F ) \ {0, 1,∞}. Let W be the Hole basis with
respect to the set of free generators {U, V } of the Lie algebra LQ(U, V ). For
an element B of W , we define lB : GF × P1(F ) \ {0, 1,∞} → Qp by regarding
l(∗, z) : σ 7→ l(σ, z) as a function on GF (cf. (2) of Definition 8.8). Of course,
functions l and lB depend on the choice of the paths pz.
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Definition 8.10. (cf. [Wo3, Definition 11.0.1]).

(1) For positive integers r1, r2, dots, rn, we define an element B(n1, . . . , nr) of
W as follows:

B(n1, . . . , nr) :=

{
[U,B(n1 − 1, . . . , nr)] if n1 > 1
[U, [V,B(n2, . . . , nr)]] if n1 = 1,

B(1) := V.

(2) We define the l-adic multiple polylogarithm

ln1,...,nr : GQ × P1(C) \ {0, 1,∞} → Qp

by ln1,...,nr := lB(n1,...,nr). We also define l0 to be lU .

Remark 8.11. The function ln coincides with the l-adic polylogarithm which
is defined by Wojtkowiak (cf. [Wo3, Definition 11.0.1]).

Next, we define an elliptic analogue of the l-adic multiple polylogarithms.
Let E be an elliptic curve over F and let X be E minus the origin. We fix a
uniformization C /Λ ∼−→ E(C) where Λ = Z+τ Z , Imτ > 0. Let x (resp. y) be

the element of πtop
1 (X(C),

−→
01) which is represented by the loop

[0, 1] ∋ t 7→ t mod Λ

resp. t 7→

 t mod Λ if t < 1
3

3
2τt+

1
3 mod Λ if 1

3 ≤ t ≤
2
3 ,

τ + 1
3 − t mod Λ if 2

3 ≤ t.


Then, the set S := {x, y} is a free generator of the group πtop

1 (X(C),
−→
01). For a

C-valued point z of X, we take a topological path pz from
−→
01 to z as follows:

resp. t 7→
{
t mod Λ if t < 1

2
(z̃ − 1

2 )t+
1
2 mod Λ if t ≥ 1

2 .

Here, z̃ ∈ C is the lift of z which is in the fundamental area of C /Λ.

Definition 8.12. Let us take an embedding

ιS : πtop
1 (X(C),

−→
01) ↪→ Q ⟨ ⟨U, V, ⟩ ⟩, x 7→ exp(U) , y 7→ exp(V ).

We define the function L(E)(σ, z) on GF ×X(F ) as follows:

L(E) : GF ×X(F ) → Qp ⟨ ⟨U, V, ⟩ ⟩
(σ, z) 7→ ι̂{x,y} ◦ (p−1

z
σpz).

We define l(E) to be log(L(E)). Let W be the Hole basis with respect to the
set of free generators {U, V } of the free Lie algebraLQ(U, V ). For an element B
of W , we define l(E)B : GF × X(F ) → Qp by the same manner of Definition
8.9.
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8.3 The Selmer variety of degree 2 attached to the pro-
jective line minus Three Points

In this subsection, we consider the curve X = P1
F \{0, 1,∞}. Let z be an F -

valued point of P1
F \{0, 1,∞} and z̄ a geometric point above z. We consider the

Selmer variety of degree 2. First, we clarify the structure of the unipotent etale
fundamental group πun

1 (X ⊗ F, z̄)2.

Lemma 8.13. Let X be P1
F \{0, 1,∞} and x, y ∈ πtop

1 (X(C),
−→
01) the same

as in Definition 8.9. Put x′ := pz∗(x) := pz ◦ x ◦ pz−1 ∈ πtop
1 (X(C), z̄) (resp.

y′ := pz∗(y) := pz ◦ y ◦ pz−1 ∈ πtop
1 (X(C), z̄)). Here, the topological path pz is

the fixed path in Definition 8.9.

(1) We have the following exact sequence of GF -modules:

0→ Qp(2)→ Lie(πun
1 (X ⊗ F, z̄)2)→ Lie(πun

1 (X ⊗ F, z̄)1)→ 0.

(2) Put U ′ := log(x′) ∈ Qp ⟨ ⟨U ′, V ′ ⟩ ⟩ (resp V ′ := log(y′) ∈ Qp ⟨ ⟨U ′, V ′ ⟩ ⟩).
Then, the image of the set {U ′, V ′, [U ′, V ′]} in the quotient Lie algebra

L̂Qp
(U ′, V ′)/Γ3(L̂Qp

(U ′, V ′)) ∼= Lie(πun
1 (X ⊗ F, z̄)2) is a basis of the Lie

algebra Lie(πun
1 (X⊗F, z̄)2) as a Qp-vector space. Moreover, the GF -action

on Lie(πun
1 (X ⊗ F, z̄)2) is described as follows:

σU ′ = χcyc(σ)U
′ − χcyc(σ)l1(σ, z)[U

′, V ′]
σV ′ = χcyc(σ)V

′ + χcyc(σ)l0(σ, z)[U
′, V ′]

σ[U ′, V ′] = χ(σ)2[U ′, V ′].

Here, χcyc : GF → Z×
p is the p-adic cyclotomic character and li are l-adic

polylogarithms defined in Definition 8.10.

Proof. Since an exact sequence of unipotent algebraic groups induces an exact
sequence of their Lie algebras, we have the first assertion. Next, we prove (2) of
the proposition. Denote Lie(πun

1 (X ⊗ F, z̄)i) by Li. The fixed topological path

pz induces an isomorphism of Lie algebras Lie(πun
1 (X ⊗ F ;−→01)i)

∼−→ Li for any
positive integer i. We denote this isomorphism by p for simplicity. Then, we
have the following commutative diagram of Qp-vector spaces:

0 // Qp(2) //

id

��

Lie(πun
1 (X ⊗ F ;−→01)2 //

p

��

Lie(πun
1 (X ⊗ F ;−→01)1 //

p

��

0

0 // Qp(2) // L2
// L1

// 0.

Recall that, for each element σ ∈ GQ, there exists an element fσ of the com-

mutator group [πet
1 (X ⊗F F ,

−→
01), πet

1 (X ⊗F F,
−→
01)] of πet

1 (X ⊗F F,
−→
01) and the

following equations holds (cf. [Iha, Proposition 3, Remark 1]):

σx = xχ(σ) , σy = fσy
χ(σ)f−1

σ .
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Since each fσ is an element of the commutator group, the following equations

holds in the Lie algebra Lie(πun
1 (X ⊗ F ;−→01)2):

σU = log(σx) = log(xχ(σ)) = χ(σ) log(x) = χ(σ)U,
σV = log(σy) = log(fσy

χ(σ)f−1
σ ) = log(yχ(σ)) = χ(σ) log(y) = χ(σ)V.

In the other words, the first horizontal sequence splits as a sequence of GQ-

modules. Let W be an element of Lie(πun
1 (X⊗F ;−→01)2). Then, for each element

σ of GF , we have the following equations:

σp(W ) = σ log(pzxp
−1
z ) = log(σpz

σx σp−1
z )

= log(pzp
−1
z

σpz
σx σp−1

z pzp
−1
z ) = p(log(p−1

z
σpzx

χcyc(σ) σp−1
z pz)).

By definition, the element log(p−1
z

σpz) is equal to l0(σ, z)U + l1(σ, z)V +
higher terms. Recall that the equation log(uv) = log(u)+log(v)+ 1

2 [log(u), log(v)]

holds in Lie(πun
1 (X ⊗F ;−→01)2) for any elements u, v of πun

1 (X ⊗F ;−→01) (The for-
mula of Campbell-Hausdorff, see [Se1, Section 7]). Hence, we have

log(vuv−1) = log(v) + log(uv−1) +
1

2
[log(v), log(uv−1)]

= log(v) + log(u) + log(v−1) +
1

2
[log(u), log(v−1]

+
1

2
[log(u), log(u) + log(v−1) +

1

2
[log(u), log(v−1]]

= log(u) + [log(v), log(u)].

Therefore, the following equality holds:

log(p−1
z

σpzx
χcyc(σ) σp−1

z pz) = χcyc(σ) log(x) + [l0(σ, z)U + l1(σ, z)V, log(x)].

Hence, we obtain the equations

σp(U) = p(log(xχcyc(σ)) + [l0(σ, z)U + l1(σ, z)V, log(x
χcyc(σ))])

= p(χcyc(σ)U + [l0(σ, z)U + l1(σ, z)V, χcyc(σ)U ])

= p(χ(σ)U − χcyc(σ)l1(σ, z)[U, V ]) = χ(σ)U ′ − χcyc(σ)l1(σ, z)[U
′, V ′],

σp(V ) = p(log(xχ(σ)) + [l0(σ, z)U + l1(σ, z)V, log(y
χcyc(σ))])

= p(χcyc(σ)V + [l0(σ, z)U + l1(σ, z)V, χcyc(σ)V ])

= p(χ(σ)V + χcyc(σ)l0(σ, z)[U, V ]) = χ(σ)U ′ + χcyc(σ)l0(σ, z)[U
′, V ′].

This completes the proof of the lemma.

By using the above lemma, we can determine the structure of the Selmer
varietyH1

f (F, π
un
1 (X⊗F, x̄)2) of degree 2 attached to X = P1

F \{0, 1,∞}. Recall
that, the logarithmic map exp : πun

1 (X ⊗ F ;−→01)2(Qp) → Lie(πun
1 (X ⊗ F ;−→01)2)

is a bijection and log(xy) = log(x) + log(y) + 1
2 [log(x), log(y)]. We identify the

group πun
1 (X ⊗ F ;−→01)2(Qp) with its Lie algebra by using this bijection.
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Proposition 8.14. Let c : GF → πun
1 (X ⊗ F ;

−→
01)2(Qp) ∼= Lie(πun

1 (X ⊗
F ;
−→
01)2) = Qp U

′ + Qp V
′ + Qp[U

′, V ′] be a 1-cocycle. We denote c(σ) by
c1(σ)U

′ + c2(σ)V
′ + c3(σ)[U

′, V ′] for any σ ∈ GF . Then, the followings hold:

(1) We fix a base e ∈ Qp(1) over Qp. Then, the maps c1e, c2e : GF → Qp(1)
are a 1-cocycle.

(2) The map c3 satisfies the following equation:

χ2
cyc(σ)c3(τ) + c3(σ)− c3(στ) = χcyc(σ)(c1(τ)l1(σ, z)− (σ)c2(τ)l0(σ, z))

−1

2
χcyc(σ) (c1(σ)c2(τ)− c2(σ)c1(τ))

for any σ, τ ∈ GF .

Proof. The assertion (1) follows from Proposition 10.7 We show the assertion
(2) of Proposition 8.15.

Let σ, τ be elements ofGF . Since c is a 1-cocycle, we have c(στ) = c(σ) σc(τ).
We compute the right hand side of this equation. According to Lemma 10.7,
σc(τ) is calculated as follows:

σc(τ) = σ(c1(τ)U
′ + c2(τ)V

′ + c3(τ)[U
′, V ′])

= χcyc(σ)c1(τ)U
′ + χcyc(σ)c2(τ)V

′

+
(
χ2
cyc(σ)c3(τ)− χcyc(σ)c1(τ)l1(σ, z) + χcyc(σ)c2(τ)l0(σ, z)

)
[U ′, V ′].

Therefore, by comparing the coefficients of [U ′, V ′] of c(στ) and c(σ) σc(τ), we
obtain the following equation:

c3(στ) =
1

2
χcyc(σ) (c1(σ)c2(τ)− c2(σ)c1(τ))

+c3(σ) + χ2
cyc(σ)c3(τ)− χcyc(σ)c1(τ)l1(σ, z) + χcyc(σ)c2(τ)l0(σ, z).

This completes the proof of the proposition.

By the usual non-abelian group cohomology theory, we have the following
exact sequence:

H0(F,Qp(1))
2 = 0→ H1(FΣp/F,Qp(2))→ H1(FΣp/F, π

un
1 (X ⊗ F , x̄)2(Qp))

→ H1(FΣp/F,Qp(1))
2 δ−→ H2(FΣp/F,Qp(2)).

Since X has good reduction everywhere, we have the following exact sequence
(cf. Lemma 2.2):

0→ H1
f (F,Qp(2))→ H1

f (F, π
un
1 (X ⊗ F, x̄)2(Qp))

a−→ H1
f (F,Qp(1))

2.

The connecting homomorphism δ is written by δ((x, y)) = − 1
2x∪y for any x, y ∈

H1(F,Qp(1)). Since the orthogonality of finite parts (cf. [BK, Proposition 3.8]),
the restrictions of the cohomology class δ((x, y)) to any local Galois cohomology
are trivial for any (x, y) ∈ H1

f (F,Qp(1))
2. According to the Hasse principal

for Qp(2), we deduce that the cohomology class δ((x, y)) is trivial. Thus, the
morphism a is surjective. Therefore, we have the following proposition:
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Proposition 8.15. Let F be a finite number field. Then, we have the fol-
lowing exact sequence of pointed sets:

0→ H1
f (F,Qp(2))→ H1

f (F, π
un
1 (X ⊗ F, x̄)2(Qp))

a−→ H1
f (F,Qp(1))

2 → 0.

8.4 The Selmer variety of degree 2 attached to elliptic
curves minus origins

Let E be an elliptic curve over F . In this subsection, we consider the smooth
curve X := E \ {0}. Let z be an F -rational point of X and z̄ a geometric
point over z. In this case, we obtain almost the same result as the case of the
projective line minus three points. First, we remark the following result which
is proved by Minhyong Kim.

Lemma 8.16. ([Kim2, Lemma 1.1]). Let E be an elliptic curve and let X

be E minus the origin. Denote the Lie algebra of Lie(πun
1 (X ⊗ F,−→01)i) by Li.

Then, the exact sequence of GF -modules

0→ Qp(1)→ L2 → L1 = VpE → 0

splits.

Thus, we have the following propositions.

Proposition 8.17. Let E be an elliptic curve over F and X E \ {0}. Let

x, y ∈ πtop
1 (X(C),

−→
01) the same as in Definition 8.12. Put x′ := pz∗(x) :=

pz ◦ x ◦ pz−1 (resp. y′ := pz∗(y) := pz ◦ y ◦ pz−1). Here, the topological path pz
is the fixed path in Definition 8.12.

(1) We have the following exact sequence of GF -modules:

0→ Qp(1)→ Lie(πun
1 (X ⊗ F, z̄)2)→ Lie(πun

1 (X ⊗ F, z̄)1)→ 0.

(2) Put U ′ := exp(x′) (resp V ′ := exp(y)). Then, the image of the set
{U ′, V ′, [U ′, V ′]} in Lie(πun

1 (X ⊗ F, z̄)2) is a basis of Lie(πun
1 (X ⊗ F , z̄)2)

as a Qp-vector space. Moreover, the GF -action on Lie(πun
1 (X ⊗F, z̄)2) is

described as follows:

σU ′ = a(σ)U ′ + b(σ)V ′ + (b(σ)l(E)V (σ, z)− a(σ)l(E)U (σ, z)) [U
′, V ′]

σV ′ = c(σ)U ′ + d(σ)V ′ − (c(σ)l(E)U (σ, z)− d(σ)l(E)V (σ, z)) [U ′, V ′]
σ[U ′, V ′] = χcyc(σ)[U

′, V ′].

Here,

σ 7→
[
a(σ) b(σ)
c(σ) d(σ)

]
is the matrix representation of the 2-dimensional representation of GF on
Vp(E) with respect to the base {U ′, V ′}.
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Proof. We only compute σU ′. Set gσ := p−1
z

σpz. Then, log(gσ) is equal to
l(E)U (σ, z)U + l(E)V (σ, z)V + higher terms by definition. As the same way in
the proof of Lemma 10.7, we have the following equations:

σU ′ = p(log(gσ
σxg−1

σ )) = p(log(σx) + [log(gσ), log(
σx)])

= a(σ)U ′ + b(σ)V ′ + [l(E)U (σ, z)U
′ + l(E)V (σ, z)V

′, a(σ)U ′ + b(σ)V ′]

= a(σ)U ′ + b(σ)V ′ + (b(σ)l(E)V (σ, z)− a(σ)l(E)U (σ, z)) [U
′, V ′].

Proposition 8.18. Let c : GF → πun
1 (X⊗F , z̄)2(Qp) ∼= Lie(πun

1 (X⊗F , z̄)2)
be a 1-cocycle. Denote c(σ) by c1(σ)U

′+c2(σ)V
′+c3(σ)[U

′, V ′] for any σ ∈ GF .
Then, the followings hold:

(1) The composition of c1U
′ + c2V

′ with the map Lie(πun
1 (X ⊗ F, z̄)2) →

Lie(πun
1 (X ⊗ F , z̄)1) ∼= VpE is a 1-cocycle valued in the GF -module VpE.

(2) The map c3 satisfies the following equation:

χcyc(σ)c3(τ) + c3(σ)− c3(στ) = l(E)V (σ, z)(b(σ)c1(σ) + d(σ)c2(σ))

−l(E)U (σ, z)(a(σ)c1(σ) + c2(σ)c(σ))

+
1

2
(c(σ)c1(σ)c1(τ)− b(σ)c2(σ)c2(τ))

+
1

2
(d(σ)c1(σ)c2(τ)− a(σ)c1(τ)c2(σ)

for any σ, τ ∈ GF .

We omit the proof of the above lemma and the following proposition because
the proof is done exactly the same way as the previous subsection.

Proposition 8.19. Let E be an elliptic curve over F and let X be E minus
the origin. Then, there exists the following exact sequence of the pointed sets:

0→ Ô×
F ⊗Zp

Qp → H1
f (F, π

un
1 (X ⊗ F, x̄)2)(Qp)

a−→ H1
f (F, VpE)→ 0.

In particular, the Selmer variety H1
f (F, π

un
1 (X ⊗F , x̄)2) of degree 2 is an affine

space over Qp and

dimH1
f (F, π

un
1 (X ⊗ F, x̄)2) = dimQp

Ô×
F ⊗Zp

Qp +dimQp
H1

f (F, VpE).

Remark 8.20. Assume the finiteness conjecture of the Tate-Shafarevich
group of elliptic curves. Then, according to Proposition 8.19, the dimension
of the Selmer variety H1

f (F, π
un
1 (X ⊗ F, x̄)2) of degree 2 is equal to rk(O×

F ) +
rk(E(F )).
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9 The theory of Minhyong Kim (Applications of
the Selmer variety to the Mordell conjecture)

In this section, we review the strategy of Minhyong Kim to prove the Mordell
conjecture in special cases by using the theory of the Selmer variety. We use the
fixed notation in the beginning of Part III. Let v be a finite place of F above
p and κ the residue field at v. For simplicity, we assume the existence of the
following cartesian diagram:

X ⊗F Fv
//

��

X

��

X ⊗F Fv
// X

where X is a proper smooth curve over OFv . Let Y be X ⊗Fv κ.

9.1 The Coleman integration

In the theory of Minhyong Kim, the Coleman integration plays an important
role. We recall the definition of the Coleman integration which is reformulated
by Amnon Besser (cf. [Bes]). We use the same notation as before and also
assume that X has a good reduction at v. The most important lemma to define
the Coleman integration is the following lemma.

Lemma 9.1. ([Bes, Corollary 3.2]). Let K be Fv at v and κ the residue field
of K. Let y, y′ be κ-valued point of Y . Then, there exists the unique element of
Isom⊗(ωrig

y , ωrig
y′ ) which is stabilized by the action of Frobenius.

This is an elementary consequence of Corollary 7.12, that is, the set of
isomorphisms Isom⊗(ωrig

y , ωrig
y′ ) is the set of global sections of a rigid torsor of

πrig
1 (Y, y) over K0.

Definition 9.2. Let us take the same notation as Lemma 9.1. We denote
by prig(y, y′) the Frobenius invariant Tannakian path from y to y′.

Then, we can define the Coleman integration.

Definition 9.3. (cf. [Bes, Section 4]) Let us take the same notation as
Lemma 9.1. Let (M,∇) be an object of Unip(Isoc†(Y )). Take a section ω of

ωrig
y (M,∇) := H0(]y[,M∇=0). Then, we define the Coleman integration

∫ y′

y
ω

of ω from y to y′ to be
∫ y′

y
ω := prig(y, y′)(M,∇)(ω) , which is a section of

ωrig
y′ (M,∇) := H0(]y′[,M∇=0).

Example 9.4. ([Fu, Section 3]). Let us consider the p-adic analytic function

Lirigk (z) :=

∞∑
n=1

zn

nk
on the ball B(0, 1−) := {z ∈ Cp ||z| < 1}. The functions Lirigk
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coincide with the p-adic polylogarithms in the sense of the paper [Fu]. The

family {Lirigk }k∈Z≥0
satisfies the following differential equation:

z
d

dz
Lirigk+1(z) = Lirigk (z) , if k ≥ 1

d

dz
Lirig1 (z) = (1− z)−1.

This differential equation is a pro-object of Unip(Isoc†(P1
Fp
\{0, 1,∞})) and a

quotient of the p-adic KZ-equation (cf. [Fu, Definition 3.2]). By using the

Coleman integration, we can prolong the functions Lirigk to the whole of the

tube ]P1
Fp
\{0, 1,∞}[ = {z ∈ O×

Cp
| |1− z| < 1}. We define the function Lirigk (z)

on ]P1
Fp
\{0, 1,∞}[ as follows:

• If z ∈ B(0, 1), we define Lirigk (z) by the power series above.

• For general z, we define Lirigk |]z̃[ by Lirigk dz =
∫ z̃

0
Lirigk dx. Here , z̃ is the

image of z under the specialization map.

9.2 The logarithm map

In this subsection, we define the logarithmic map which is a non-abelian analogy
of the logarithm map which is the inverse of the Bloch-Kato’s exponential map
( cf. [BK, Definition 3.10]).

Definition 9.5. ([Kim2, Section 2]). Let R be a Qp-algebra. Let T =

Spec(A) be a crystalline GK-torsor of πun
1 (X ⊗K K, z̄) = Spec(Rp) over R .

Then, we define the de Rham-rigid torsor log(T ) of πrig
1 (Y, y) over a K0-algebra

R⊗Qp
K0 as follows:

log(T ) := Spec(H0(K,A⊗Qp
Bcrys)).

Remark that, since T is crystalline, T ⊗R Bcrys = Spec(A⊗Qp
Bcrys) is a

trivial torsor. Therefore, by Corollary 6.23, log(T ) is a de Rham-rigid torsor
over R⊗Qp

K0. The logarithm map is regarded as a morphism of functors

log : H1
f (K,π

un
1 (X ⊗K K, z̄))→ ResKQp

(
πdR
1 (X/K, z)/Fil0πdR

1 (X/K, z)
)
.

Here, ResKQp
is the Weil restriction from K to Qp. We define the other map

called the exponential map

exp : ResKQp

(
πdR
1 (X/K, z)/Fil0πdR

1 (X/K, z)
)
→ H1

f (K,π
un
1 (X ⊗K K, z̄))

as follows: For a de Rham-rigid torsor T = Spec(A′) of πrig
1 (Y, y) over R⊗Qp

K0,
we define exp by:

exp(T ) := Spec(Fil0(A⊗k0 Bcrys)
φ∗=0).
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Remark that, a GK-torsor T = Spec(A) of πun
1 (X ⊗K K, z̄) = Spec(Rp) over

Qp is contained in the finite part if and only if A′ ⊗Qp
Bcrys is isomorphic to

Rp ⊗Qp
Bcrys. Therefore, we have:

A′ ⊗Qp
Bcrys

∼= Rp ⊗Qp
Bcrys

∼= RdR ⊗K0 Bcrys.

Here, the last isomorphism follows from 6.23. Therefore, these isomorphisms
are compatible with GK-actions, Frobenius actions and filtrations. Thus, by
the standard argument of the p-adic Hodge theory (cf. [Fo2, Section 5.5.2]), we
deduce the following proposition:

Proposition 9.6. The morphism exp is the inverse map of log.

Later, we define the exponential map in more general setting (cf. Part IV,
Section 12).

9.3 The non-abelian Chabauty method

Here, we review the strategy of Minhyong Kim to bound the order of rational
point of algebraic curves over number field. Roughly speaking, his method is
as follows: First, he defined two unipotent ”Albanese maps” which are maps
from rational points on a curve to classifying spaces of torsors. Next, he com-
pared those two maps by using comparison theorems (cf. Subsection 7). Then,
he proved that one of those maps described as a locally analytic function. Fi-
nally, he concluded the subset of classifying space of which come from local
points is dense but the subset consisting of images of global points is not dense
under the assumption of the dimension of Galois cohomology of usual Galois
representations. By using the p-adic Weierstrass’s preparation theorem, we can
deduced the finiteness theorem of global point (see the following arguments of
this subsection).

Let us see more detail of his method. First of all, we recall the definition of
unipotent Albanese maps ([Kim2]).

Definition 9.7. Let v be a finite place of F and K the completion of F at
v.

(1) Let L be a finite extension of K. Then, we define the non abelian de
Rham-rigid Albanese map adR−rig as follows:

adR−rig : X(OL) →
(
πdR
1 (X/L, x)/Fil0πdR

1 (X/L, x)
)
(L)

z 7→ [πrig
1 (Y ; y, z̃)]

where z̃ is the reduction of z by the maximal ideal of k.

(2) Let L be a finite extension ofK. Then, we define the local Galois Albanese
map aploc as follows:

aploc : X(L) → H1
f (L, π

un
1 (X ⊗F F, x̄))(L)

z 7→ [πun
1 (X ⊗F F , x̄, z̄)]

where z̄ is a geometric point which is over z.
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(3) Let L be a finite extension of F . Then we define the global Galois Albanese
map apglob as follows:

apglob : X(L) → H1
f (L, π

un
1 (X ⊗F F , x̄))(L)

z 7→ [πun
1 (X ⊗F F, x̄, z̄)].

We define the degree m Albanese maps for each positive integer m by replacing
π∗
1(−,−) by π∗

1(−,−)m and also denote it by the same notation as above.

The following two propositions are the fundamental theorem of the Theory
of Minhyong Kim. We will give a proof of the first proposition.

Proposition 9.8. ([Kim2, Theorem 1]). The image of the de Rham-rigid
Albanese map is Zariski dense. Moreover, this map is a locally analytic map on
each residue ball of ]Y [.

Proposition 9.9. ([Kim2]). Let L be a finite extension of F and k a comple-
tion of L at a finite place of L which is over p. Let us denote by πun

1 (resp. πdR
1 )

the pro-unipotent, pro-algebraic group πun
1 (X ⊗F F, x̄) (resp. πdR

1 (X/L, x)).
Then, the following diagram is commutative:

X(OL) //

ap
glob

��

X(Ok)
adR−rig

//

ap
loc

��

πdR
1 (k)/Fil0πdR

1 (k)

H1
f (L, π

un
1 )(Qp)

ReskL // H1
f (k, π

un
1 )(Qp)

log
55llllllllllllll

.

Then, we have the following proposition.

Proposition 9.10. (cf. [Kim1], [Kim2, Conjecture 1]). Let us take the
same notation as Proposition 9.9. If there exists a positive integer m such that

dim(H1
f (k, π

un
1 (X ⊗ F , x̄)m) < dim(H1

f (L, π
un
1 (X ⊗ F, x̄)),

then the set X(OL) is a finite set.

Proof. By the assumption for the dimensions of Selmer varieties, the image
of X(OL) by ReskL ◦ agrob is not Zariski dense in the local Selmer variety
H1

f (k, π
un
1 (X ⊗ F, x̄)m) of degree m. Therefore, by the commutativity of the

diagram of Proposition 9.9, we deduce that the image of X(OL) by the compo-
sition of the canonical injection X(OL) ↪→ X(Ok) with adR−rig is not Zariski
dense in the scheme πdR

1 (X/k, x)m/Fil
0. Thus, there exists an algebraic func-

tion f on πdR
1 (X/L, x)m(k)/Fil0(k) such that the image of X(OL) is contained

in the zero locus of f . Consider the following composition of maps:

g : X(Ok)
adR−rig−−−−−→ πdR

1 (X/L, x)m(k)/Fil0πdR
1 (X/L, x)m(k)

f−→ k.
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According to Proposition 9.8, the restriction g to any residue ball ]y[ is written
as a power of a local parameter. Therefore, by p-adic Weierstrass’s preparation
theorem, the set of zeros of g on any residue disk ]y[ is a finite set. Since the
set X(Ok) is covered by a finite set of residue balls, we conclude that the set
of zeros of g on X(Ok) is a finite set. On the other hand, the image of X(OL)
in X(Ok) is contained by the set of zero of g, we have the conclusion of the
proposition.

Then, we have the following corollary by easy estimations of the dimensions
of the local and global Selmer varieties. This is a linearlization of datum of
rational points.

Corollary 9.11. ([Kim2, Lem. 6]). Let us take the same notation as
above. Assume that X is a proper smooth curve over F of genus g. If there
exists a Z-coefficient polynomial P such that the asymptotic behavior of the
dimensions of Galois cohomology H1

f (L, VpJ(X)⊗n) are less than or equal to
P (n)gn, then the set of L-rational points X(L) of X is a finite set. Here, J(X)
is the Jacobian variety of X.

Then, we give a proof of Proposition 9.8.

Proof of Proposition 9.8. By the functoriality of the diagram in Proposition
9.9, we may assume that X is an affine scheme. We describe the de Rham-
rigid Albanese map by using the Coleman integration. Let (Funiv,∇univ) (resp.
(Muniv,∇univ)) be the universal object of the category Unipm(DR(X/k)) (resp.
Unipm(Isoc†(Y ))) , that is, the object corresponding to the identity represen-

tation of πdR
1 (X/k, x)m (resp. πrig

1 (Y, y)m)) on itself under the equivalence of
categories induced by ωdR

x (resp. ωrig
y ) (cf. [Kim2, Section 1]). Then, by the

definition of those fiber functors, there exist the following isomorphisms:

Funiv
(x)

∼←− πdR
1 (X/k, x)m(k) ∼= πrig

1 (Y, y)m(k)
∼−→ k ⊗k0 H

0(]y[,Muniv)∇
univ=0

ω(x) 7−→ ω. (6)

Here, ω(x) is the evaluation of ω at x. Since X is an affine scheme, the vector
bundle attached to Funiv is an affine space over X. Therefore, we can take
a section pdR ∈ H0(X,Fil0(Funiv)) (cf. [Kim2, Page 14]). Note that, the
evaluation of pdR at x′ ∈ X(k) is a de Rham trivialization of the path torsor
πdR
1 (X/k, x, x′)m = Funiv

x′ . We denote this evaluation by pdR(x′, x). According
to Remark 7.14, the de Rham-rigid Albanese map is written as follows:

pdR(x′, x) ◦ adR−rig(x
′) = prig(y′, y) mod Fil0πdR

1 (X/k, x)

where y′ is the reduction of x′. Note that the equation

prig(y′, y)(ω) =

(∫ y′

y

ω

)
(x′)
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holds for each element ω ∈ k ⊗k0 H
0(]y[,Muniv)∇

univ=0. This follows from the
definition of Coleman integration. Therefore, we have the following equation:

pdR(x′, x) ◦ adR−rig(x
′) =

(∫ y′

y

ω1

)
(x′) mod Fil0πdR

1 (X/k, x).

Here, ω1 is the element of k⊗k0 H
0(]y[,Muniv)∇

univ=0 which corresponds to the

identity element of πrig
1 (Y, y)m(k) by the isomorphisms (6). Since the Coleman

integration on residue ball is the formal integration of power series and pdR is an
algebraic function, we deduce that adR−rig is analytic function on each residue
ball.

Part IV

A control theorem for the torsion
Selmer pointed set
In this part, we define the torsion Selmer pointed set which is an analogue of
the Selmer variety and a generalization of the torsion coefficients Selmer group.
Note that, the torsion coefficient Selmer group has more deeper information than
the Qp-Selmer group (cf. Section 3, equations (3), (5)). This is the reason why
we define the torsion Selmer pointed sets. Then, we prove a control theorem for
the torsion Selmer pointed sets which is an analogue of Theorem 4.7.

10 Zmon
p -P-sets

10.1 Definitions

Let Zmon
p be the multiplicative monoid obtained by forgetting the additive struc-

ture of the ring Zp. We define the category of Zmon
p -P-sets.

Definition 10.1. (1) We define a Zmon
p -P-set to be a pair (E, ⟨ ⟩) where

E is a pointed set and ⟨ ⟩ : Zmon
p → Endpt. sets(E) a morphism of monoids.

Morphism between Zmon
p -P-sets is a morphism between pointed sets com-

patible with actions of Zmon
p .

(2) Let E be a Zmon
p -P-set. If E is an abelian group and the image of ⟨ ⟩ :

Zmon
p → Endpt.sets(E) is contained in Endab.gp.(E), we call (E, ⟨ ⟩) a

Zmon
p -abelian group.

Remark 10.2. In Definition 10.1 (2), we do not assume the compatibility of
the group structure of E with ⟨ ⟩, that is, the canonical map Z→ Endab.gp.(E)

does not need to coincides with the composition Z ↪→ Zp
⟨ ⟩−−→ Endab.gp.(E). We

introduce a typical example of Zmon
p -abelian group. For a positive integer n, we
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define ⟨ ⟩n : Zp → Endab.gp(Zp) by ⟨ a ⟩ z := anz for z ∈ Zp. Then, the pair
(Zp, ⟨ ⟩n) is an Zmon

p -abelian group. If n is greater than 1, then the action of

Zmon
p on Zp is not compatible with the additive group structure of the ring Zp.

Example 10.3.

(1) Let G be a topological group and A a topological group with a contin-
uous left action of G. Here, a continuous action of G on A is a group
homomorphism α : G → Auttop.gp(A) and denote α(g)a by ga. More-
over, we assume that A has an action of Zmon

p which commutes with
the action of G, that is, A is equipped with the morphism of monoids
β : Zmon

p → Endtop.gp(A) which commutes the action of G on A. We
call such A a topological (Zmon

p , G)-group. Then, for i = 0, 1 (resp. for
any non-negative integer if A is abelian), the i-th continuous group co-
homology Hi

cont(G,A) has the action of Zmon
p induced by β. Here, we

recall only the definition of the first cohomology (see [NSW, p. 12] for the
definition of Hi for general i). Let Z1

cont(G,A) be the set of continuous 1-
cocycles, that is, Z1

cont(G,A) := {c ∈ Mapcont(G,A) | c(gh) = c(g) gc(h)}.
For c, c′ ∈ Z1

cont(G,A), we say that c and c′ are equivalent if there exists
a ∈ A such that a−1c(g) ga = c′(g) for any g ∈ G. Note that, this relation
is an equivalence relation. We define H1

cont(G,A) to be the quotient of
Z1
cont(G,Z) by this equivalence relation.

(2) Next, we give an example of a morphism between Zmon
p -P-sets. Let A,B be

topological (Zmon
p , G)-groups, f : A → B a continuous G-homomorphism

commuting with actions of Zmon
p . We call such a morphism a morphism be-

tween topological (Zmon
p , G)-groups. Then, f induces a morphism between

Zmon
p -P-sets Hi

cont(G,A)→ Hi
cont(G,B).We also denote this morphism by

f .

(3) Let A,B and C be topological (Zmon
p , G)-groups and let 1 → A → B →

C → 1 be an exact sequence of topological (Zmon
p , G)-groups. Then, this

sequence induces the following long exact sequence of Zmon
p -P-sets:

1→ H0
cont(G,A)→ H0

cont(G,B)→ H0
cont(G,C)→ H1

cont(G,A)

→ H1
cont(G,B)→ H1

cont(G,C).

If A is contained in the center of B, then the sequence above is extended
to the degree 2 term:

1→ H0
cont(G,A)→ H0

cont(G,B)→ H0
cont(G,C)→ H1

cont(G,A)

→ H1
cont(G,B)→ H1

cont(G,C)→ H2
cont(G,A).

These facts are the usual general theory of non-abelian group cohomology
(cf. [Se2, Chapter VII, Appendix]).

47



By using the action of Zmon
p , we define p-exponents of cokernels in the cate-

gory of Zmon
p -P-sets. This is the key of the formulation of our control theorem

for the torsion Selmer pointed set.

Definition 10.4. Let E,E′ be Zmon
p -P-sets and f : E → E′ a morphism of

Zmon
p -P-sets. We say that the cokernel of f has a finite p-exponent if inf{n ∈

Z≥0 | f(E) ⊃ ⟨ pn ⟩E′} exists. We define the p-exponent of the cokernel of f
to be inf{n ∈ Z≥0 | f(E) ⊃ ⟨ pn ⟩E′} (resp. infinity) if the cokernel of f has
a finite p-exponent (resp. does not have a finite p-exponent). We denote the
p-exponent of the cokernel of f by e(Cok(f)).

10.2 The admissible sequence

In this subsection, we define a special class of sequences called admissible se-
quences.

Definition 10.5. Let E be Zmon
p -abelian group. An E-P-set E′ is a Zmon

p -
P-set equipped with an action of E. That is, E′ is equipped with a morphism
of monoids ν : E → Endset(E

′) satisfying ⟨ a ⟩ ν(e)(e′) = ν(⟨ a ⟩ e)(⟨ a ⟩ e′) for all
a ∈ Zmon

p , e ∈ E and e′ ∈ E′. We denote ν(e)(e′) by ee′ for any e ∈ E and
for any e′ ∈ E′. We say that E′ is a faithful E-P-set if ν(e) is injective for any
e ∈ E.

We remark that, any Zmon
p -abelian group E is an E-P-set. In this case, E

acts on E by translation and translations commutes with the action of Zmon
p by

definition.

Definition 10.6. Let E• = [1 → E1 f−→ E2 g−→ E3] be a sequence of Zmon
p -

P-sets such that g ◦ f = 1. We say that the sequence E• is admissible if the
following conditions hold:

(a) The Zmon
p -P-set E1 is a Zmon

p -abelian group.

(b) The Zmon
p -P-set E2 is a faithful E1-P-set. Furthermore, f is a morphism

of E1-P-sets and injective.

(c) Let e1, e2 be elements of E2 such that g(e1) = g(e2). Then, there exists a
non-negative integer M and e ∈ E1 such that e ⟨ pM ⟩ e1 = ⟨ pM ⟩ e2.

We call the infimum of M in (c) the gap of E• and denote this by gap(E•).

Lemma 10.7. Let G be a profinite group. Let A,B,C be topological (Zmon
p , G)-

groups and 1 → A
f−→ B

g−→ C → 1 an exact sequence of (Zmon
p , G)-groups

such that f(A) is contained in the center of B. Assume that the morphism

H0(G,B) → H0(G,C) is surjective. Then, the sequence 1 → H1
cont(G,A)

f−→
H1

cont(G,B)
g−→ H1

cont(G,C) is an admissible sequence whose gap is equal to 0.
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Proof. Since A is an abelian group, H1
cont(G,A) is a Zmon

p -abelian group.
Let z (resp. z′) be an element of H1

cont(G,B) (resp. H1
cont(G,A)). Then,

f(z′)z is also a 1-cocycle because f(A) is contained in the center of B. Since
f : A → B commutes with actions of Zmon

p , the action of H1
cont(G,A) on

H1
cont(G,B) commutes with actions of Zmon

p . By the assumption of Lemma
10.7, f is injective. Hence, the condition (b) of Definition 10.6 is satisfied.

Recall that, two elements of H1
cont(G,B) have the same image in H1

cont(G,C)
if and only if they are in the same H1

cont(G,A)-orbit (cf. [Se3, Chapter I, Section
5.7, Proposition 42]). Thus, the condition (c) of Definition 10.6 is satisfied for
M = 0.

The following proposition is important for the proof of our Main Theorem.

Proposition 10.8. Let E•
j = [1 → E1

j

fj−→ E2
j

gj−→ E3
j ] be admissible se-

quences for j = 1, 2 and h• : E•
1 → E•

2 a morphism of sequences of Zmon
p -P-sets.

Let M be a positive integer greater than gap(E•
1 ) and gap(E•

2 ) (cf. Definition
10.6).

(1) Assume that Kerh1 and Kerh3 is annihilated by ⟨ pM ⟩. Then, we have
⟨ p3M ⟩Kerh2 = 1.

(2) Assume that the p-exponents of cokernels of h1, h3 and g1 are smaller than
M (cf. Definition 10.4 for the definition of the p-exponent of the cokernel).
Then, the p-exponent of the cokernel Cok(h2) of h2 is smaller than 4M .

Proof. Let Ei
j be the associated pointed set of Ei

j . Then, we have the following
commutative diagram of pointed sets:

1 // E1
1

f1 //

h1

��

E2
1

g1 //

h2

��

E3
1

h3

��

1 // E1
2

f2 // E2
2

g2 // E3
2 .

By assumption, E1
1 (resp. E1

2) is a Zmon
p -abelian group and acts on E2

1 (resp.
E2

2).
Let us prove (1). Take an element y ∈ Kerh2. Since g1(y) ∈ Kerh3 and

⟨ pM ⟩Kerh3 = 1, we have ⟨ pM ⟩ g1(y) = g1(⟨ pM ⟩ y) = 1. Therefore, ⟨ pM ⟩ y ∈
Ker g1. Since gap(E•

1 ) < M (cf. Definition 10.6 for the definition of gap(E•)),
we can take x ∈ E1

1 such that f1(x) = ⟨ p2M ⟩ y. Since f2 is injective, x is
an element of Kerh1. Now ⟨ pM ⟩Kerh1 is trivial, we have 1 = f1(⟨ pM ⟩x) =
⟨ p3M ⟩ y.

Let us prove (2). Take an element x of E2
2 . By the assumption e(Cok(h3)) <

M , we can take a lift y ∈ E3
1 of ⟨ pM ⟩ g2(x). Since e(Cok(g1)) < M , there

exists a lift z ∈ E2
1 of ⟨ pM ⟩ y. By the commutativity of the diagram, we have

g2(h
2(z)) = ⟨ p2M ⟩ g2(x) = g2(⟨ p2M ⟩x). By the assumption gap(E•

2 ) < M

and by the condition (b) of Definition 10.6, there exists an element w of E1
2
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such that f2(w)(⟨ pM ⟩h2(z)) = ⟨ p3M ⟩x. On the other hand, we can take
v ∈ E1

1 such that h1(v) = ⟨ pM ⟩w because e(Cok(h1)) < M . Then, the image
of f1(v) ⟨ p3M ⟩ z under h2 is equal to ⟨ p4M ⟩x. This completes the proof of the
proposition.

Definition 10.9. Let J be an index set. Let {Ej}j∈J , {E′
j}j∈J be sets of

Zmon
p -P-sets and {hj : Ej → E′

j} a set of morphisms of Zmon
p -P-sets. We say

that the set {hj}j∈J is controlled with respect to the index set J if there exists
a positive integer M satisfying the following conditions hold:

(a) The action of ⟨ pM ⟩ annihilates Kerhj for any j ∈ J .

(b) The morphisms hj : Ej → E′
j have finite p-exponents of cokernels for all

j ∈ J bounded by M .

(c) For any j ∈ J and for any two elements x, x′ ∈ Ej such that hj(x) =
hj(x

′), we have ⟨ pM ⟩x = ⟨ pM ⟩x′.

Corollary 10.10. Let J be an index set. For each element j of J , let

E•
1 (j) = [1→ E1

1(j)
f1(j)−−−→ E2

1(j)
g1(j)−−−→ E3

1(j)]

(resp. E•
2 (j) = [1→ E1

2(j)
f2(j)−−−→ E2

2(j)
g2(j)−−−→ E3

2(j)] )

be an admissible sequence of Zmon
p -P-sets such that the set of the p-exponents of

the cokernels {e(Cok(g1(j)))}j∈J of g1(j) is bounded. Let h•(j) : E•
1 (j) →

E•
2 (j) be a morphism of sequences of Zmon

p -P-sets. Assume that the set of
gaps {gap(E•

1 (j)), gap(E
•
2 (j))}j∈J is bounded. If the families of morphisms

{h1(j)}j∈J and {h3(j)}j∈J are controlled with respect to J , then the family
of morphisms {h2(j)}j∈J is also controlled with respect to J .

Proof. By assumption, there exists a positive integer M satisfying the following
conditions:

• ⟨ pM ⟩ annihilates Kerh1(j) and Kerh3(j) for any j ∈ J .

• M is greater than e(Cok(h1(j))), e(Cok(h3(j))), e(Cok(g1(j))), gap(E
•
1 (j))

and gap(E•
2 (j)) for any j ∈ J .

Then, we have ⟨ p3M ⟩Kerh2(j) = 1 and e(Cok(h2(j))) < 4M for all j ∈ J by
Proposition 10.8. Thus, the set {h2(j)}j∈J satisfies the conditions (a) and (b)
of Definition 10.9. We show that {h2(j)} satisfies the condition (c) of Definition
10.9.

Let us take x, x′ ∈ E2
1(j) such that h2(j)(x) = h2(j)(x′). Then, there exists a

positive integerM ′ such that ⟨ pM ⟩ g1(j)(x) = ⟨ pM ⟩ g1(j)(x′). Therefore, there
exists z ∈ E1

1(j) such that f1(j)(z) ⟨ pM
′+M ⟩x = ⟨ pM ′+M ⟩x′. Since h2(j)(x) =

h2(j)(x′), the element h1(j)(z) is equal to 1. Thus, we have ⟨ pM ⟩ z = 1. This
implies that ⟨ p2M+M ′ ⟩x = ⟨ p3M+M ′ ⟩x′. This completes the proof of the
corollary.

Remark 10.11. For the proof of the condition (c) of Definition 10.9, we do
not need the boundedness of the p-exponents of the cokernels of {g1(j)}.
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11 Unipotent groups associated with nilpotent
Lie algebras

Let k be a field of characteristic 0 and g a finite dimensional nilpotent Lie
algebra over k. That is, g is finite dimensional as a k-vector space and the
central descending series of g becomes zero eventually. For any k-algebra R, we
denote the Lie algebra g⊗kR over R by gR. We define the map ∗ : gR×gR → gR
by

x ∗ y := log(exp(x) exp(y)) = x+ y +
1

2
[x, y] +

1

12
[x, [x, y]] + · · · =

∞∑
n=1

zn(x, y).

(7)
Here, exp is the exponential map from g to the set of group like elements of the
complete universal enveloping algebra Û(gR) of gR, log the inverse map of exp
and zn(x, y) a homogeneous Lie polynomial over Q with respect to x, y of degree
n (cf. Campbell-Hausdorff’s formula [Se1, Chapter IV, Section 8, p. 27 line
30]). For sufficient large n, zn(x, y) vanish for any x, y ∈ gR because the Lie
algebra g is nilpotent. Therefore, the infinite sum (7) is actually a finite sum.
By definition, the product ∗ is associative and 0 ∗ x = x ∗ 0 = x for any x ∈ gR.
Moreover, for any x ∈ gR, we have x ∗ (−x) = 0. Therefore, the pair (gR, ∗)
forms a group.

Definition 11.1. (1) For any k-algebra R, we denote the group (gR, ∗)
by gR,a. If R = k, then we denote gk,a by ga. We sometimes identify gR
with gR,a as sets.

(2) Let d be the dimension of g over k. Then, for any topological k-algebra
R, we define the topology on gR,a = gR ∼= Rd to be the product topology
of R.

Remark 11.2. We remark followings:

(1) If g is abelian, then the group structure of ga coincides with the additive
group structure of the k-vector space g. Indeed, we have x ∗ y = x + y
because zn(x, y) = 0 for any n > 1.

(2) Let p be a rational prime. Then, for any positive integer n less than p,
the coefficients of the homogeneous Lie polynomial zn(x, y) is not divided
by p (cf. loc. cit.).

(3) Let k0 be a sub-ring of k. Assume that there exists a nilpotent Lie algebra
g0 over k0 such that g0 ⊗k0 k = g and g0 is a free k0-module. Denote the
nilpotency of g by m. Then, according to Remark 11.2 (2), if m! is a
unit of k0, then the product ∗ is defined on g0. In other words, for any
x, y ∈ g0, x ∗ y is contained in g0.
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For fixed g, the correspondence R 7→ gR,a defines a functor from k-algebra
to the category of groups. We denote this functor by g∗,a. Since g is a finite
dimensional vector space, g∗,a is represented by a scheme. More precisely, g∗,a
is represented by the scheme Spec(Sym•(g∗)) where Sym•(g∗) is the symmetric
algebra over k associated with the dual k-vector space g∗ of g. We recall the
following fundamental results for nilpotent Lie algebras.

Proposition 11.3. ( [D-G, Chapter IV, Section 2, Proposition 4.1, Corol-
laire 4.5 (b)]). Let k be a field of characteristic 0.

(1) There exists the following equivalence of categories:

(unipotent algebraic groups/k)
∼−→ (nilpotent Lie algebras/k), U 7→ Lie(U).

(2) The functor g 7→ g∗,a is a quasi-inverse of the functor Lie in Proposition
11.3 (1). Moreover, this functor is compatible with quotients. That is, for
any Lie ideal n of g, n∗,a is a normal closed sub-algebraic group of g∗,a
satisfying (g/n)R,a = gR,a/nR,a for any k-algebra R.

Now, we specify our situation to k = Qp. Let K be a finite extension of Qp

and g a finite dimensional nilpotent Lie algebra over Qp. We assume that g is
equipped with a continuous action of GK as a Lie algebra. In other words, g
is equipped with a group homomorphism GK → AutLie alg./k(g) such that the
composition GK → AutLie alg./k(g) ↪→ GLQp

(g) is a continuous group homo-
morphism with respect to the usual p-adic topology. For any topological Qp-
algebra B equipped with a continuous action of GK , we define the action of GK

on gB = g ⊗Qp
B to be the diagonal action. Remark that, this action induces

a continuous action of GK on the group gB,a (cf. see Definition 11.1 for the
definition of the topology on the group gB,a). Indeed, the action of σ ∈ GK on
gB commutes with the Lie bracket. Therefore, for any x, y ∈ gB, we have

σ(x ∗ y) =σ
∞∑

n=1

zn(x, y) =

∞∑
n=1

σzn(x, y) =

∞∑
n=1

zn(
σx,σ y) =σ x ∗σ y.

In particular, the GK-fixed part of gB,a is also a group. The following lemma
is easily checked by defintion.

Lemma 11.4. The GK-fixed part H0(K, gB) of gB is a Lie algebra over BGK .
Moreover, the group H0(K, gB,a) coincides with the group H0(K, gB)a.

Definition 11.5. Let ∗ be a symbol dR or crys. Then, we define the Lie
algebra D∗(g) to be H0(K, g⊗Qp

B∗). We also define D0
dR(g) to be H0(K, g⊗Qp

B+
dR).

According to Lemma 11.4, DdR(g) and D0
dR(g) (resp. Dcrys(g)) are Lie

algebras over K (resp. K0). Here, K0 is the maximal subfield of K unramified
over Qp.
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Proposition 11.6. Let ∗ be a symbol dR or crys. Assume that g is ∗-
representation. Then, for any Lie ideal n of g stable under the action of GK ,
we have the exact sequence of Lie algebra (resp. groups):

0→ D∗(n) → D∗(g)→ D∗(g/n)→ 0,

(resp. 1→ D∗(n)a → D∗(g)a → D∗(g/n)a → 1).

Proof. The first sequence follows from [Fo2, Porposition 1.5.2]. The exactness
of the second sequence follows from Proposition 11.3 (2).

12 The exponential map

In this section, we generalize Bloch-Kato’s exponential map for certain nilpo-
tent Lie algebras with a continuous action of the absolute Galois group of a local
field. The inverse map of the exponential map is defined in the paper [Kim2]
for unipotent fundamental groups. We fix the following notation through this
section. Let K be a finite extension of Qp and K0 the maximal absolutely un-
ramified subfield of K. Let g be a finite dimensional nilpotent Lie algebra over
Qp equipped with a continuous action of GK . That is, any element of GK acts
on g as an automorphism of a Lie algebra which is continuous with respect to
the usual p-adic topology on g. The following lemma is the fundamental lemma
for the theory of the exponential map:

Lemma 12.1. (The fundamental exact sequence). Let us take the same no-
tation as above. Then, there exists the following exact GK-equivariant sequence
of topological pointed sets:

1→ ga
α−→ gBe,a

β−→ gBdR,a/gB+
dR,a → 1 (8)

(see Definition 11.1 (1) for the definition of the subscript a). Moreover, the
map β has a set theoretical continuous section.

Proof. Let n be the nilpotency of g. We show this lemma by induction on n.
If n = 1, then the exact sequence of the lemma is just the Bloch-Kato’s exact

sequence (cf. [BK, Proposition 1.17]).
Next, we assume n > 1 and that the assertion of Lemma 12.1 is true for any

nilpotent Lie algebra whose the nilpotency is less than n. Let z be the center
of g and set g′ := g/z. Consider the following commutative diagram of exact
sequences:

1 // zB+
dR,a

//

��

gB+
dR,a

//

��

g′
B+

dR,a
//

��

1

1 // zBdR,a
// gBdR,a

// g′BdR,a
// 1.
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By the usual snake lemma, we obtain the following exact sequence of pointed
sets:

1→ zBdR,a/zB+
dR,a → gBdR,a/gB+

dR,a → g′BdR,a/g
′
B+

dR,a
→ 1.

By construction, if the images of two elements x, y ∈ gBdR,a/gB+
dR,a in the

pointed set g′BdR,a/g
′
B+

dR,a
coincide, we can take an element z ∈ zBdR,a/zB+

dR,a

such that z ∗ y = x. Next, we consider the following commutative diagram of
pointed sets:

1

��

1

��

1

��

1 // za
α1 //

i1

��

zBe,a
β1 //

i2

��

zBdR,a/zB+
dR,a

//

i3

��

1

1 // ga
α //

pr1

��

gBe,a
β

//

pr2

��

gBdR,a/gB+
dR,a

//

pr3

��

1

1 // g′a

��

α′
// g′Be,a

��

β′
// g′BdR,a/g

′
B+

dR,a
//

��

1

1 1 1 .

By the assumption of the induction, the top and the bottom sequences are exact.
Further, any vertical sequences are also exact sequences.

First, we show the surjectivity of β. Let x′ be an element of gBdR,a/gB+
dR,a.

By the exactness of the bottom sequence, we can take y′ ∈ g′Be,a
such that

β′(y) = pr3(x
′). Let y ∈ gBe,a be a lift of y′. Then, by the exactness of the

right vertical sequence, there exists an element z′ of zBdR,a/zB+
dR,a such that

i3(z
′)∗β(y) = x′. Take a lift z ∈ zBe,a of z′ and set x := i2(z)∗y ∈ gBe,a. Then,

by the commutativity of the diagram, we have β(x) = x′.
The injectivity of α and the claim β ◦ α = 1 are clear.
Next, we show Ker(β) ⊂ Im(α). Take x ∈ gBe,a such that β(x) = 1. Then,

by the exactness of the bottom sequence, we can take w′ ∈ g′a such that
α′(w′) = pr2(x). Let w ∈ ga be a lift of w′. Then, by the commutativity of the
diagram, we have pr2(α(w)) = pr2(x). Thus, by the exactness of the middle
vertical sequence, there exists an element z of zBe,a such that i2(z) ∗ α(w) = x.
Therefore, we have:

1 = β(x) = β(i2(z) ∗ α(w)) = i3(β1(z)) ∗ β ◦ α(w) = i3(β1(z)).

Since i3 is injective, we have β1(z) = 1. This implies that there exists z1 ∈
za such that α1(z1) = z. Define x1 ∈ ga to be i1(z1) ∗ w. Then, by the
commutativity of the diagram, we have α(x1) = x.
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Finally, we show the existence of a continuous section of β by the induction
on n. If n = 1, then the assertion follows from [BK, Section 1, Remark 1.18].
Next, we assume n > 1 and the claim of the lemma is true if the nilpotency of
g is less than n. By the assumption of the induction, β1 : zBe,a → zBdR,a/zB+

dR,a

and β′ : g′Be,a
→ g′BdR,a/g

′
B+

dR,a
have continuous sections s1 and s′ respectively.

Since g is a finite dimensionalQp-vector space, gB,a = g⊗Qp
B → g′⊗Qp

B = g′B,a

has a continuous section for any topological Qp-algebra B. We fix a section s :
g′Be,a

→ gBe,a of a canonical projection gBe,a → g′Be,a
. Then, the composition

s′′ := β ◦ s ◦ s′ : g′BdR,a/g
′
B+

dR,a
→ gBdR,a/gB+

dR,a is a continuous section of pr3.

Thus, s′′ induces an isomorphism of topological spaces

i3 × s′′ : g′BdR,a/g
′
B+

dR,a
× zBdR,a/zB+

dR,a

∼−→ gBdR,a/gB+
dR,a.

Then, the compositions of (i3 × s′′)−1 with the map

g′BdR,a/g
′
B+

dR,a
× zBdR,a/zB+

dR,a

s◦s′×s′−−−−−→ gBe,a × zBe,a → gBe,a

is a continuous section of β : gBe,a → gBdR,a/gB+
dR,a. Here, the last map is the

product of gBe,a. This completes the proof of the proposition.

Lemma 12.2. Assume that the finite dimensional Qp-vector space g is a
de Rham representation of GK . Then, we have the canonical isomorphism of
pointed sets

DdR(g)a/D
0
dR(g)a = H0(F, gBdR,a)/H

0(F, gB+
dR,a)

∼−→ H0(K, gBdR,a/gB+
dR,a)

(see Definition 11.5 for the definitions of DdR(g)a and D0
dR(g)a).

Proof. Consider the exact sequence of pointed sets

1→ gB+
dR,a → gBdR,a → gBdR,a/gB+

dR,a → 1.

By using the same inductive argument as in the proof of Lemma 12.1 on the
nilpotency on g, we deduce that the map gBdR,a → gBdR,a/gB+

dR,a has a contin-

uous section. Thus, this short exact sequence induces the long exact sequence

1 → D0
dR(g) → DdR(g) → (gBdR,a/gB+

dR
,a
)GK → H1(K, g

B+
dR

,a
)

i−→ H1(K, gBdR,a).

Therefore, it is sufficient to show that the canonical map i : H1(K, gB+
dR,a) →

H1(K, gBdR,a) is injective. Let z be the center of g. Since g is de Rham, we
obtain the short exact sequence of groups

1→ DdR(z)a → DdR(g)a → DdR(g/z)a → 1

by taking GK-invariant parts of the exact sequence

1→ zBdR,a → gBdR,a → (g/z)BdR,a → 1
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(cf. Proposition 11.6). Thus, we obtain the following commutative diagram of
exact sequence:

H1(K, zB+
dR,a)

//

i1

��

H1(K, gB+
dR,a)

//

i

��

H1(K, (g/z)B+
dR,a)

i2

��

1 // H1(K, zBdR,a) // H1(K, gBdR,a) // H1(K, (g/z)BdR,a).

By the snake lemma, it is sufficient to show that i1 and i2 are injective. By using
the induction on the nilpotency of g, we may assume that g is abelian. In this
case, the assertion of the lemma is already proved in [BK, Lemma 3.8.1].

Definition 12.3. Let ∗ be the symbol crys or dR.

(1) We define the pointed set H1
e (K, ga) (resp. H1

f (K, ga)) to be the kernel

of the canonical map H1(K, ga) → H1(K, gBe,a) (resp. H1(K, ga) →
H1(K, gBcrys,a)).

(2) Assume that g is a de Rham representation of GK . Then, we define the
exponential map expg : DdR(g)a/D

0
dR(g)a → H1

e (K, ga) to be the con-
necting homomorphism of the fundamental exact sequence (8) in Lemma
12.1.

Remark 12.4. Let R be a topological Qp-algebra. Recall that, if g is abelian,
then the group structure (resp. topology) of gR,a coincides with the additive
group structure (resp. topology) on gR (cf. Remark 11.2 (1)). Thus, the
continuous Galois cohomology Hi(K, gR,a) coincides with Hi(K, g ⊗Qp

R) for
any i.

Lemma 12.5. Let n be a Lie ideal of g stable under the action of GK . Assume
that g is de Rham. Then, the canonical group homomorphisms p+ : D0

dR(g)a →
D0

dR(g/n)a and p : DdR(g)a → DdR(g/n)a are surjective.

Proof. The surjectity of p is already proved in Proposition 11.6. Thus, we show
the surjectivity of p+.

It is sufficient to show that i+ : H1(K, nB+
dR,a)→ H1(K, gB+

dR,a) is injective.

Consider the following commutative diagram:

H1(K, nB+
dR,a)

i+
//

��

H1(K, gB+
dR,a)

��

H1(K, nBdR,a)
i // H1(K, gBdR,a).

According to the proof of Lemma 12.2, each vertical maps are injective. More-
over, we already show that i is injective in the proof of Lemma 12.2. Hence i+
is also injective.
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Proposition 12.6. Assume the following conditions:

(a) The GK-representation g is de Rham.

(b) For any Jordan-Hölder component V of the GK-representation g, the φ-
invariant part Dcrys(V )φ=1 of Dcrys(V ) is equal to 0.

Then, the exponential map expg is bijective. Moreover, if g is crystalline, then
H1

e (K, ga) coincides with H1
f (K, ga).

Proof. Let n be the unipotency of g. We show this proposition by the induction
on n.

The case where n = 1, the lemma follows from [BK, Proposition 3.8] and
the top exact sequence of [BK, Corollary 3.9].

Assume that n > 1 and the proposition is true for Qp-Lie algebras whose
nilpotency is less than n. Let z be the center of g and g′ := g/z. According to
Lemma 12.5, we have the following commutative diagram of exact sequences:

1 // D0
dR(z)a

//

��

D0
dR(g)a

//

��

D0
dR(g

′)a //

��

1

1 // DdR(z)a // DdR(g)a // DdR(g
′)a // 1.

Then, by the snake lemma, we have the exact sequence of pointed sets:

1→ DdR(z)a/D
0
dR(z)a → DdR(g)a/D

0
dR(g)a → DdR(g

′)a/D
0
dR(g

′)a → 1.

Hence, we have the following commutative diagram of exact sequences:

1 // DdR(z)a/D0
dR(z)a //

expz

��

DdR(g)a/D0
dR(g)a //

expg

��

DdR(g′)a/D0
dR(g′)a //

expg ′

��

1

H1
e (K, za)

i // H1
e (K, ga) // H1

e (K, g′a) .

The maps expz and expg ′ are bijections by the assumption of the induction.
On the other hand, H0(K, g′Be,a

) = H0(K, g′ ⊗Qp
Be) = Dcrys(g

′)φ=1 is trivial
by the assumption (b) of Proposition 12.6. Since the kernel of i is a subset of
H0(K, g′Be,a

), the map i is injective. Thus, by the snake lemma, we deduce that
expg is also bijective. In particular, the sequence

1 // H1
e (K, za) // H1

e (K, ga) // H1
e (K, g

′
a) // 1

is exact.
We show the second assertion. Now, we assume that g is crystalline. Then,

the canonical map Dcrys(g)a → Dcrys(g
′)a is surjective (cf. Proposition 11.6).

Thus, we have the following commutative diagram of exact sequences:

1 // H1
e (K, za) //

��

H1
e (K, ga) //

��

H1
e (K, g

′
a) //

��

1

1 // H1
f (K, za)

// H1
f (K, ga)

// H1
f (K, g

′
a) .
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By the assumption of the induction, the left and right vertical maps are bijective.
Then, we deduce the bijectivity of the middle sequence from the snake lemma.

Corollary 12.7. Let us take the same notation and conditions as in Propo-
sition 12.6. Then, the canonical map H1

f (K, ga)→ H1
f (K, (g/n)a) is surjective.

We give an integral analogue of Corollary 12.7. Now, we assume the condi-
tions (a), (b) of Proposition 12.6 and assume that there exists a nilpotent Lie
algebra g0 over Zp with an action of GK such that g0⊗Zp

Qp = g and g0 is free
as a Zp-module. We call such a Zp-Lie algebra g0 a Zp-lattice of g. We assume
that the nilpotency of g is less than p. Then, according to Remark 11.2, the
subset g0 of ga is a subgroup of ga. We denote this group by g0,a. Moreover,
we assume that there exists a Zp-lattice n0 of n stable under the action of GK .
Then, we have the following commutative diagram of pointed sets:

H1(K, n0,a) //

β1

��

H1(K, g0,a)
pr

//

β2

��

H1(K, g0,a/n0,a)

β3

��

1 // H1(K, nBcrys,a)
i // H1(K, gBcrys,a)

// H1(K, gBcrys,a/nBcrys,a).

If n is contained in the center of g, then we have the following exact sequences
of pointed sets by the snake lemma:

H1
f (K, n0,a)→ H1

f (K, g0,a)→ H1
f (K, g0,a/n0,a) ∩ Im(pr)

δ−→ Cok(β1).

Here, we define H1
f (K, g0,a) (resp. H

1(K, g0,a/n0,a)) to be the kernel of β2 (resp.
β3) and δ is the usual connecting homomorphism.

Proposition 12.8. Assume that n is contained in the center of g. Then, the
image of δ is contained in the maximal torsion subgroup of Cok(β1). In particu-
lar, if the finite part H1

f (K, n0,a) coincides with H
1(K, n0,a), then H

1
f (K, g0,a)→

H1
f (K, g0,a/n0,a) ∩ Im(pr) is surjective.

Proof. By the construction of the sequence above, we have the following com-
mutative diagram of pointed sets:

H1
f (K, n0,a) //

��

H1
f (K, g0,a) //

��

H1
f (K, g0,a/n0,a) ∩ Im(pr)

δ
//

��

Cok(β1)

��

H1
f (K, na) // H1

f (K, ga) // H1
f (K, ga/na)

δQp

// Cok(β1 ⊗ Qp).

Here, β1 ⊗ Qp is the canonical map H1(K, na) → H1(K, nBcrys,a). Since the
functor ⊗Zp

Qp is right exact and H1(K, na) = H1(K, n0,a) ⊗Zp
Qp, we have

Cok(β1 ⊗ Qp) = Cok(β1) ⊗Zp
Qp . By Corollary 12.7, δQp

is the zero map.
Thus, by the commutativity of the diagram, we have Im(δ) ⊂ Ker(Cok(β1) →
Cok(β1)⊗Zp

Qp) = Cok(β1)tor.
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Next, we show the second assertion. If H1
f (K, n0,a) = H1(K, n0,a), then

β1 is the zero map. In particular, we have Cok(β1) = H1(K, nBcrys,a). Since
H1(K, nBcrys,a) is a Qp-vector space, H

1(K, nBcrys,a)tor is equal to 0. Thus, we
deduce the second assertion of the proposition.

13 Graded Lie algebras associated with pro-p
groups

We fix the following notation in this subsection. Let G be a pro-finite group, Y
a pro-p group with a continuous action of G and m a positive integer smaller
than p. Set Y (1) := Y . For positive integer i greater than 1, we define Y (i) to
be [Y (i−1), Y ].

First, we recall the definition and some properties of the graded Lie algebra
associated with Y .

Definition 13.1. ([Se1, Section 2, Definition 2.3, Proposition 2.3]). We
define the graded Lie algebra g(Y ) (resp. g≤m(Y )) associated with the group Y
to be ⊕∞

n=1Y
(n)/Y (n+1) (resp. ⊕m

n=1Y
(n)/Y (n+1)). Here, the bracket product

[ , ]Y on g(Y ) and g≤m(Y ) are induced by the map Y ×Y → Y , (x, y) 7→ [x, y].
We denote Y (i)/Y (i+1) by gi(Y ).

Since the action of G on Y preserves the descending central series of Y , the
action of G on Y induces the natural action of G on g(Y ). Remark that the
nilpotency of the Lie algebra g≤m(Y ) is equal to or less than m. Therefore, if
m is less than p and g≤m(Y ) is free as a Zp-module, then the group g≤m(Y )a is
well-defined (cf. Remark 11.2 (3)). Recall that, the group structure on g≤m(Y )a
is defined by x ∗ y := log(exp(x) exp(y)). According to Proposition 11.3, there
exist the following exact sequences of Lie algebras and groups respectively:

0 → gm(Y )→ g≤m(Y )→ g≤m−1(Y )→ 0, (9)

1 → gm(Y )a → g≤m(Y )a → g≤m−1(Y )a → 1. (10)

Remark 13.2. Assume that the Lie algebra g≤m(Y ) is free as a Zp-module.
Then, for any Zp-algebra R, we obtain the exact sequence 0 → gm(Y )R →
g≤m(Y )R → g≤m−1(Y )R → 0 by applying ⊗Zp

R to the exact sequence (9).
Since the functor g 7→ ga is compatible with quotients, we also have the exact
sequence of groups 1 → gm(Y )R,a → g≤m(Y )R,a → g≤m−1(Y )R,a → 1. More
generally, for any G-stable Zp-submodule n0 of gm(Y ) such that g≤m(Y )/n0 is
free over Zp, we have the exact sequence of groups

1→ n0,R,a → g≤m(Y )R,a → (g≤m(Y )/n0)R,a → 1 (11)

for any Zp-algebra R. Here, we regard n0 as an abelian Lie ideal of g≤m(Y ).

Through the rest of this subsection, we assume that the Lie algebra g≤m(Y )
is free as a Zp-module.
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Example 13.3. We can describe H1
cont(G, g

≤2(Y )a) explicitly (cf. [Kim3]).
The set of 1-cocycle Z1

cont(G, g
≤2(Y )a) is the set of continuous maps

c = (c1, c2) : G→ g≤2(Y )a = g≤2(Y ) = g1(Y )⊕ g2(Y )

satisfying the following conditions:

(1) The continuous map c1 : G→ g1(Y ) is a 1-cocycle.

(2) The continuous map c2 : G→ g2(Y ) satisfies the equation

c2(g)
gc2(h)c2(gh)

−1 = −1

2
[c1(g),

gc1(h)]

for any elements g, h of G.

This is easily checked by the definition of the multiplication of g≤2(Y )a.

Let α ∈ Zmon
p and x = (xn) ∈ g(Y ) = ⊕∞

n=1g
n(Y ). We define ⟨α ⟩x ∈ g(Y )

to be (αnxn)
∞
n=1. Here, we regard gi(Y ) as a Zp-module for each i. We call the

map α : g(Y ) → g(Y ) , x 7→ ⟨α ⟩x the multiplication by α. Remark that the
multiplication by α on g(Y ) is an endomorphism of the Lie algebra g(Y ) com-
muting with the action of G. Hence, Zmon

p also acts on the group g≤m(Y )R,a for

any Zp-algebra R. We regard g≤m(Y )R,a as a topological (Zmon
p , G)-group (see

Example 10.3 (1) for the definition of (Zmon
p , G)-groups). The following exact se-

quence is a fundamental tool for studying the Zmon
p -P-set H1

cont(G, g
≤m(Y )R,a).

Lemma 13.4. Let g be a sub-Lie algebra of gm(Y ) stable under the action
of G and Zmon

p . Let n0 be a G-stable direct factor of gm(Y ) ∩ g. Then, the
exact sequence (11) of Remark 13.2 induces the following exact and admissible
sequence of .Zmon

p -P-sets:

1 → H1
cont(G, n0,R,a)→ H1

cont(G, gR,a)→ H1
cont(G, (g/n0)R,a).

Moreover, this exact sequence of Zmon
p -P-sets is extended to the degree 2 term:

1 → H1
cont(G, n0,R,a)→ H1

cont(G, gR,a)→ H1
cont(G, (g/n0)R,a)

→ H2
cont(G, n0,R,a).

Proof. It is sufficient to show that the group homomorpism H0(G, gR,a) →
H0(G, (g/n0)R,a) is surjective. However, this map coincides with the morphism
of Lie algebras p : H0(G, gR) → H0(G, gR/n0) set theoretically. By definition,
the group G acts on each graded piece gi(Y ) of g≤m(Y ). In particular, n0
is a direct factor of the Zp[G]-module g because n0 is a direct factor of the

Zp[G]-module gm(Y ) ∩ g. Thus, the map p is surjective.

Finally, we give a refinement of Proposition 12.8 in the previous section. Let
K be a finite extension of Qp and let us assume G = GK .
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Proposition 13.5. Let us take the same notation as Lemma 13.4. Assume
that H1

f (K, n0) coincides with H
1(K, n0) and H

2(K, n0) is annihilated by ⟨ pM ⟩
for some non-negative integer M . Then, the morphism between Zmon

p -P-sets
H1

f (K, ga)→ H1
f (K, (g/n0)a) has a finite p-exponent of the cokernel bounded by

M .

Proof. Let pr : H1(K, ga) → H1(K, (g/n0)a) be the canonical map induced
by ga → (g/n0)a. According to Proposition 12.8, the map H1

f (K, ga) →
H1

f (K, (g/n0)a)∩ Im(pr) is surjective. Therefore, it is sufficient to show that pr
has a finite p-exponent of the cokernel bounded by p. However, the sequence

H1(K, g)→ H1(K, (g/n0)a)→ H2(K, n0,a) = H2(K, n0)

is a Zmon
p -equivariant exact sequence (cf. Lemma 13.4). Since ⟨ pM ⟩H2(K, n0) =

0, we deduce the conclusion of the proposition.

Remark 13.6. Proposition 13.5 holds for any G-stable submodule n0 of
g ∩ gm(Y ). We need the assumption that n0 is a direct factor of g ∩ gm(Y ) for
the injectivity of H1

cont(G, n0,R,a)→ H1
cont(G, gR,a) in Lemma 13.4.

14 Main Theorem

In this section, we establish our Main Theorem.

14.1 The statement

Through the rest of this paper, we fix the following notations. Let X be a smooth
curve over a finite number field F and x̄ a geometric point of X. Let p be an
odd prime. We denote the maximal pro-p quotient of πet

1 (X ⊗F F , x̄) by π1(p).
Let Σ be a finite set of primes of F which contains all bad primes of X and
primes over p. Let m be a positive integer smaller than p. We denote by
g≤m(X) := g≤m(π1(p)) the graded Lie algebras associated with π1(p). We also
denote gi(π1(p)) by gi(X) for each positive integer i.

Lemma 14.1. Let i be a positive integer such that i ≤ m. Then, gi(X) is
free as a Zp-module. In particular, the Lie algebra g≤m(X)a is free as a Zp-
module. Moreover, the Qp[GF ]-module gi(X)⊗Zp

Qp is isomorphic to a quotient

of Het
1 (X ⊗F F,Qp)

⊗i. Here, Het
1 (X ⊗F F,Qp) is the Qp-dual of the first etale

cohomology group H1
et(X ⊗F F ,Qp) of X ⊗ F .

Proof. First, we prove the freeness. We fix an embedding of F to C. Put
π := πtop

1 (X(C), x̄). By the comparison theorem of the classical fundamental
groups with etale fundamental groups (cf. [SGA1, Expose XII, Corollaire 5.2]),
we have (π(i)/π(i+1))⊗Z Zp

∼−→ gi(X). Indeed, the abelian group π(i)/π(i+1) is
finitely generated and a dense subgroup of gi(X) = π(i)(p)/π(i+1)(p). Thus, it
is sufficient to show that (π(i)/π(i+1)) is a free Z-module.
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If X is not proper, then π is a free group of finite rank. Therefore, the Lie al-
gebra ⊕∞

i=1π
(i)/π(i+1) is isomorphic to a free Lie algebra of finite rank (cf. [Se1,

Theorem 6.1]). In particular, π(i)/π(i+1) is a free Z-module. If X is proper, then
π is isomorphic to the group ⟨x1, · · · , x2g | [x1, x2] · · · [x2g−1, x2g] = 1 ⟩ where
g is the genus of X. Therefore, we have ⊕∞

i=1(π
(i)/π(i+1)) ∼= LZ(x1, · · · , x2g)/I

where LR(x1, · · · , x2g) is the free Lie algebra over a commutative ring R gen-
erated by {x1, · · · , x2g} and I is the Lie ideal of LZ(x1, · · · , x2g) generated by

ξ =
∑2g

i=1[xi, xi+1]. Then, I ⊗Z /n is the Lie algebra of LZ /n(x1, · · · , x2g) gen-
erated by the image of ξ. In particular, I ⊗ Z /n → LZ /n(x1, · · · , x2g) is an
inclusion. Consider the following commutative diagram:

0 // I

n

��

// LZ(x1, · · · , x2g) //

n

��

⊕∞
i=1(π

(i)/π(i+1)) //

n

��

0

0 // I // LZ(x1, · · · , x2g) // ⊕∞
i=1(π

(i)/π(i+1)) // 0

Therefore, by applying the usual snake lemma to the diagram above, π(i)/π(i+1)

is also a torsion-free Z-module for each i. Since π(i)/π(i+1) is a finitely generated
abelian group, we deduce that π(i)/π(i+1) is a free Z-module.

Put G := πun
1 (X ⊗ F, x̄)(Qp). Then, by [Kim2, Section 3], G(i)/G(i+1) is

canonically isomorphic to a quotient of Het
1 (X ⊗ F,Qp)

⊗i. On the other hand,

the canonical inclusion π1(p) ↪→ G induces the isomorphism betweenG(i)/G(i+1)

and gi(X)⊗Zp
Qp. Indeed, by the definition of G, π1(p)/π1(p)

(i+1) → G/G(i+1)

is the universal unipotent representation of π1(p)/π1(p)
(i+1). If the inclusion

gi(X) ⊗Zp
Qp ↪→ G(i)/G(i+1) has the non-trivial cokernel W , then the group

W\G/G(i+1) also has the universality. This contradicts to the universality of
πun
1 (X ⊗ F, x̄). Therefore, we have the conclusion of the lemma.

By Lemma 14.1, g≤m(X) is a nilpotent Lie algebra which is free of finite rank
over Zp. Hence, we can define a canonical group structure on g≤m(X)⊗Zp

R for
any Zp-algebra R as in Section 11 (cf. Remark 11.2 (3)). We denote this group
by g≤m(X)R,a. Then, we define the Zmon

p -P-set H1
cont(Gal(FΣ/L), g

≤m(X)Z /pr Z,a)
as in Example 10.3 (1) for any sub-extension L/F of FΣ/F and denote this

Zmon
p -P-set by H1(FΣ/L, g

≤m(X)Z /pr Z,a).

Definition 14.2. Let L be a finite extension of F contained in FΣ. Let v
be an element of ΣL and r a positive integer.

(1) We define the sub-Zmon
p -P-set H1

f (Lv, g
≤m(X)Qp,a) of the first continuous

Galois cohomology H1(Lv, g
≤m(X)Qp,a) to be{

Ker(H1(Lv, g
≤m(X)Qp,a)→ H1(Lur

v , g
≤m(X)Qp,a)) (v ∤ p),

Ker(H1(Lv, g
≤m(X)Qp,a)→ H1(Lv, g

≤m(X)Bcrys,a)) (v | p),

where Ker means a kernel of a map between pointed sets.
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(2) We define the finite part H1
f (Lv, g

≤m(X)a) of H
1(Lv, g

≤m(X)a) to be the

inverse image of H1
f (Lv, L(X)⊗Zp

Qp) under the canonical map

H1(Lv, g
≤m(X)a)→ H1(Lv, g

≤m(X)Qp,a).

(3) We define the finite partH1
f (Lv, g

≤m(X)Z /pr Z,a) ofH
1(Lv, g

≤m(X)Z /pr Z,a)

to be the image of H1
f (Lv, g

≤m(X)a) under the canonical map

H1(Lv, g
≤m(X)a)→ H1(Lv, g

≤m(X)Z /pr Z,a).

Note that, the action of Zmon
p on H1(Lv, g

≤m(X)Z /pr Z,a) preserves the

sub-pointed set H1
f (Lv, g

≤m(X)Z /pr Z,a).

(4) We define the subset H1
f (L, g

≤m(X)Z /pr Z,a) of the continuous Galois co-

homology H1(FΣ/L, g
≤m(X)Z /pr Z,a) by the following cartesian diagram:

H1
f (L, g

≤m(X)Z /pr Z,a)

��

//

□

H1(FΣ/L, g
≤m(X)Z /pr Z,a)

��∏
v∈ΣL

H1
f (Lv, g

≤m(X)Z /pr Z,a) //
∏

v∈ΣL

H1(Lv, g
≤m(X)Z /pr Z,a).

Let us show the most fundamental lemma for the proof of control theorems.

Lemma 14.3. Let G be a topological group and H a normal subgroup of
G such that Γ := G/H is isomorphic to the additive group Zp. Assume the
following conditions

(a) There exists a positive integer µ and a central series 1 = A(µ+1) ⊂ A(µ) ⊂
· · · ⊂ A(2) ⊂ A(1) = A of A such that the abelian group A(ν)/A(ν + 1) is
a finite p-group for any ν ∈ Z≥1.

(b) The group A has an action of Zmon
p which preserves A(ν) and commutes

with the action of G.

(c) Set Aν := A/A(ν). Then, there exists a positive integer N such that
⟨ pN ⟩H0(H,Aν) = 1 for any ν ∈ Z≥1.

(d) The canonical morphisms H1
cont(G,A(ν)/A(ν+1))→ H1

cont(G,A/A(ν+1))
(resp. H1

cont(H,A(ν)/A(ν+1))→ H1
cont(H,A/A(ν+1))) are injective for

all ν.

Then, there exists a positive integer N ′, which does not depend on n, such
that ⟨ pN ′ ⟩H1

cont(H,A)
Γ is contained in the image of the restriction map Res :

H1
cont(G,A)→ H1

cont(H,A)
Γ.
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Proof. We prove this lemma by the induction on µ. If µ = 1, then A is an
abelian group. Therefore, the cokernel of Res is isomorphic to a subgroup of
H2

cont(Γ,H
0(H,A)). Since the cohomological dimension of Γ is equal to 1 and A

is a finite p-group, H2
cont(Γ,H

0(H,A)) vanishes. Then, we have the conclusion
of the lemma.

Next, we consider the case µ > 1. By the condition (d) of Lemma 14.3, we
have the following commutative diagram of exact sequences:

1 // H1
cont(G,A(µ)) //

f

��

H1
cont(G,A) p

//

g

��

H1
cont(G,Aµ)

h

��

1 // H1
cont(H,A(µ)) // H1

cont(H,A) q
// H1

cont(H,Aµ).

Let us fix a (non-canonical) splitting G = Γ̃ ⋉ H such that Γ̃ is isomor-
phic to Γ under the canonical projection G → Γ. Take an element x = [c]
of H1

cont(H,A)
Γ where c : H → A is a 1-cocycle that represents x. We will

find y ∈ H1
cont(G,A) such that g(y) = ⟨ pN ′ ⟩x. Let c̄ be the composition of c

with the canonical projection A → Aµ. By the assumption of the induction,
we may assume that ⟨ pN1 ⟩ c̄ can be extended to a 1-cocycle on G for a suffi-
ciently large positive integer N1 which does not depend on x and n. On the
other hand, for any element γ ∈ Γ̃, there exists an element aγ ∈ A such that
γc(γ−1hγ) = a−1

γ c(h) haγ for any h ∈ H because x is contained in the Γ-

invariant part of H1(H,A). We fix such an element aγ for each γ ∈ Γ̃. Consider

the map z : Γ̃2 → A , (γ1, γ2) 7→ aγ1γ2(aγ1
γ1aγ2)

−1. By the definition of aγ , we
have the following equations:

a−1
γ1γ2

c(h)haγ1γ2 = γ1γ2c(γ−1
2 γ−1

1 hγ1γ2) =
γ1 (a−1

γ2
c(γ−1

1 hγ1)
γ−1
1 hγ1aγ2)

= γ1a−1
γ2
a−1
γ1
c(h) haγ1

hγ1aγ2

for all γ1, γ2 ∈ Γ̃ and for all h ∈ H. Therefore, z satisfies the equation

z(γ1, γ2)c(h) = c(h) hz(γ1, γ2) , for all γ1, γ2 ∈ Γ̃ , for all h ∈ H.

Therefore, if the image of z is contained in the center of A, then the image of z
is also contained in the H-invariant part of A. We show the following claim:

Claim 14.4. There exists a positive integer N2 which does not depend on
x and n such that the image of ⟨ pN2 ⟩ z is contained in A(µ). In particular,
⟨ pN+n2 ⟩ z is the zero map.

The second assertion of Claim 14.4 follows from the first assertion and the
condition (c) of Lemma 14.3.

Let us prove Claim 14.4. Let c̄′ := ⟨ pN1 ⟩ c̄ and ā′γ the image of ⟨ pαN1 ⟩ aγ
in Aµ. Then, we have:

ā′−1
γ c̄′(h) hā′γ =γ c̄′(γ−1hγ) =γ c̄′(γ−1) c̄′(hγ) = c̄′(γ)−1c̄′(h) hc̄′(γ) (12)
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for any γ ∈ Γ and for any h ∈ H. Since A2 is an abelian group, we deduce
that the image of c̄′(γ)ā′−1

γ in A2 is contained in the H-invariant part of A2 by

the equations (12). By the assumption (c) of Lemma 14.3, ⟨ pN ⟩ annihilates
H0(H,A2). Thus, the element ⟨ pN ⟩(c̄′(γ)ā′−1

γ ) is contained in A(2)/A(µ) for

any γ ∈ Γ̃. Since A(2)/A(3) is contained in the center of A3, the image of
⟨ pN ⟩(c̄′(γ)ā′−1

γ ) is also contained in the H-invariant part of A3 by the same

reason. Therefore, we have ⟨ p2N ⟩(c̄′(γ)ā′−1
γ ) ∈ A(3)/A(µ). Then, by the induc-

tive argument, we have ⟨ pN(ν−1) ⟩(c̄′(γ)ā′−1
γ ) ∈ A(ν)/A(µ) for any 1 ≤ ν ≤ µ.

In particular, we have the equality ⟨ pN(µ−1) ⟩ c̄′(γ) = ⟨ pN(µ−1) ⟩ ā′γ . Therefore,
the map γ 7→ ⟨ pN(µ−1) ⟩ āγ is a 1-cocycle on Γ̃. This implies the composition of
⟨ pN1+N(µ−1) ⟩ z with the canonical morphism A→ Aµ is trivial. This completes
the proof of Claim 14.4.

Let us prove Lemma 14.3 by using Claim 14.4. By replacing x to ⟨ pN2+N ⟩x
and by Claim 14.4, we may assume that z is trivial, that is, γ 7→ aγ is a 1-cocycle

on Γ̃. Put c̃(γ, h) := aγ
γc(h) for h ∈ H, γ ∈ Γ̃.We claim that c̃ is a 1-cocycle on

G. Indeed, for any γ1, γ2 ∈ Γ̃ and h1, h2 ∈ H, we have the following equations:

c̃((γ1, h1)(γ2, h2)) = c̃(γ1γ2, γ
−1
2 h1γ2h2) = aγ1γ2

γ1γ2c(γ−1
2 h1γ2h2)

= aγ1γ2

γ1γ2{c(γ−1
2 h1γ2)

γ−1
2 h1γ2c(h2)}

= aγ1γ2

γ1{a−1
γ2
c(h1)

h1aγ2

h1γ2c(h2)}
= (aγ1γ2

γ1aγ2

−1) γ1c(h1)
γ1h1aγ2

γ1h1γ2c(h2)

= aγ1

γ1c(h1)
γ1h1{aγ2

γ2c(h2)}
= aγ1

γ1c(h1)
γ1h1aγ2

γ2c(h2)

= c̃(γ1, h1)
γ1h1 c̃(γ2, h2).

We denote by [c̃] ∈ H1
cont(G,A) (resp. [c̄] ∈ H1

cont(H,Aµ)) the cohomology class
defined by c̃ (resp. c̄). By definition, [c̄] coincides with q(x). By the construction
of c̃, we have q ◦g([c̃]) = [c̄]. Thus, there exists an element w ∈ H1

cont(H,A(µ))
Γ

such that wg([c̃]) = [c̄]. Since the cohomological dimension of Γ is equal to
1, we can take a lift w̃ ∈ H1

cont(G,A(µ)) of w. Then, the cohomology class
g(w̃[c̃]) = wg[w̃] coicides with x. This completes the proof of the lemma.

Lemma 14.5. Let G be a group and T a free Zp-module with an action of
G. If H0(G,T ) = 0, then H0(G,T ⊗Zp

Qp/Zp) is a finite group.

Proof. Let V := T ⊗Zp
Qp. Since H0(G,V/T )PD is a quotient of the Zp-dual

of T , it is sufficient to prove that H0(G,V/T ) is not divisible. Take a non-
zero element x̄ ∈ H0(G,V/T ) and x ∈ V a lift of x̄. By the assumption of
Lemma 14.5, for some g ∈ G, we have gx − x = y ∈ T \ {0}. If p−ky is not
contained in T , then there does not exist z̄ ∈ H0(G,V/T ) such that pkz̄ = x̄.
Indeed, any lift of such z̄ in V should be z = p−kx + t for some t ∈ T . Then,
we have gz − z = p−ky + gt − t /∈ T and this contradicts the assumption
z̄ ∈ H0(G,V/T ).

65



Lemma 14.6. Let n, r be non-negative integers. Put Ar := g≤m(X)Z /pr Z,a,
Gn := GF cyc

n
and H := GF cyc

∞ . Then they satisfy the conditions (a), (b), (c)
and (d) of Lemma 14.3. Moreover, if X,F satisfy the conditions (a), (b), (c)
of Main Theorem stated in Introduction, then we can take N in the condition
(c) of Lemma 14.3 independently of n and r.

Proof. First, we show the triple (Ar, Gn,H) satisfies the conditions of Lemma
14.3. Set µ := m and Ar(ν) := ⊕m

j=νg
j(X)Z /pr Z for any 1 ≤ ν ≤ m. Then, we

have Ar(ν)/Ar(ν+1) = gν(X)Z /pr Z = gν(X)⊗ZpZ /pr. Thus, the condition (a)
holds. The condition (b) are easily checked by the definition of the action of Zmon

p

on g≤m(X)Z /pr Z,a. Since Ar is a finite group, the condition (c) is also satisfied.
Finally, by applying Lemma 13.4 for Y = π1(p),m = i + 1 and R = Z /pr, we
deduce that the condition (d) of Lemma 14.3 holds for (Ar, Gn,H).

Then, we show that we can take N in the condition (c) independently of n
and r. Since H does not depend on n, the independence of N with respect to n
is clear. Note that, the equality H0(H, g≤m(X)Z /pr Z,a) = ⊕m

j=1H
0(H, gj(X)⊗

Z /pr) holds. Therefore, to show the existence of N which is independent of r,
it is sufficient to show that the group H0(H, gj(X) ⊗ Qp/Zp) are finite groups
for all 1 ≤ i ≤ m. Put T := gj(X). By Lemma 14.5, it is sufficient to show that
H0(H,T ) = 0. We show the following stronger assertion:

Claim 14.7. Let w be a finite prime of F∞ dividing p. Then, we have
H0(F∞,w, T ) = 0.

Let v be a finite prime of F cyc
n divided by w and Gv the decomposition

group of v. By the condition (c) of Main Theorem, each of the Jordan-Hölder
component of the Zp[Gv]-module T is of the form χ ⊗ χ⊗t

cyc for some unrami-
fied character χ and some non-negative integer t (cf. Proof of Lemma 4.12).
Therefore, it is sufficient to show that any character of the form χ ⊗ χ⊗t

cyc is

non-trivial on the Galois group Gal(Fn,v/F
cyc
∞,w). Assume that χ is a non-trivial

character on Gv. Since F cyc
∞,w/Fv is totally ramified, the restriction of χ⊗ χ⊗t

cyc

to Gal(Fn,v/F
cyc
∞,w) is also non-trivial for any integer t. On the other hand, if

χ = 1, then non-negative integer t is not equal to 0 by the Weil conjecture.
Since F is totally real abelian, F∞,w contains no non-trivial p-th roots of the
unity. Therefore, χ ⊗ χ⊗t

cyc = χ⊗t
cyc is also non-trivial on Gal(Fn,v/F

cyc
∞,w). This

completes the proof of the lemma.

Lemma 14.8. Let Γ be an abelian group isomorphic to Zp and Γn the closed
subgroup of Γ of index pn. Let A be a cofinitely generated p-primary torsion
abelian group with a continuous action of Γ. If the group H0(Γn, A

PD) is a finite
group for each n, then the order of the first group cohomology H1

cont(Γn, A) is
bounded independently of n. Here APD is the Pontryagin dual of A.

Proof. The assumption is equivalent to H0(Γn, A
PD ⊗Zp

Qp) = 0. Let Adiv be
the maximal divisible subgroup of A and Ator := A/Adiv the largest cotorsion
quotient of A. Since APD ⊗Zp

Qp = APD
div ⊗Zp

Qp and APD
div is torsion free, we

have H0(Γn, A
PD
div) = 0 for each positive integer n. In particular, H0(Γn, A

PD) is
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equal to H0(Γn, A
PD
tor ), whose order is obviously bounded by ♯Ator. On the other

hand, since the group H0(Γn, A
PD) is isomorphic to the Pontryagin dual of the

first group cohomology H1
cont(Γn, A). Therefore, we have ♯H1

cont(Γn, A) ≤ ♯Ator

for each n. This completes the proof of the lemma.

Proposition 14.9. Assume the conditions (a), (b), (c) of Main Theorem.
Then, the set of the restriction maps indexed by Z≥0×Z≥0:

{Resmn,r : H1(FΣ/F
cyc
n , g≤m(X)Z /pr Z,a) → H1(FΣ/F

cyc
∞ , g≤m(X)Z /pr Z,a)

Γn}n,r∈Z≥0

is controlled with respect to the index set Z≥0×Z≥0.

Proof. We denote by Hi
m,n,r,Σ(X) (resp. Hi

m,∞,r,Σ(X)) the continuous Galois

cohomologyHi(FΣ/F
cyc
n , g≤m(X)Z /pr Z,a) (resp. H

i(FΣ/F
cyc
∞ , g≤m(X)Z /pr Z,a))

for i = 0, 1. According to Lemma 14.3 and Lemma 14.6, each p-exponents
of the cokernels of restriction maps are bounded independently of n and r.
Therefore, we show that the order of the kernel Ker[Resmn,r : H1

m,n,r,Σ(X) →
H1

m,∞,,r,Σ(X)Γn ] is bounded independently of n and r. Here, we need only the
smoothness of X. By Hochschild-Serre’s spectral sequence, this order is equal
to ♯H1

cont(Γn,H
0
m,∞,r,Σ(X)). Note that, the sequence

1→ H0(F cyc
∞ , gm(X)Z /pr,a)→ H0

m,∞,r,Σ(X)→ H0
m−1,∞,r,Σ(X)→ 1 (13)

is an exact sequence of groups for each r because the sequence

0→ gm(X)→ g≤m(X)→ g≤m−1(X)→ 0

splits as an exact sequence of GF -modules (cf. Proof of Lemma 13.4). By the
sequences (13) and an inductive argument on m, we have:

♯H1
cont(Γn,H

0
m,0,r,Σ(X)) ≤

m∏
i=1

♯H1
cont(Γn,H

0(F, gi(X)⊗Zp Z /pr))

for each n and r. Since the GF -module gi(X) has a negative weight −i by the
Weil conjecture, the group H0(F cyc

n , gi(X) ⊗ Qp/Zp) is a finite group for each
n. Therefore, according to Lemma 14.8, ♯H1

cont(Γn,H
0(F cyc

∞ , gi(X) ⊗ Qp/Zp))
is bounded independently of n and r.

Finally, we check the condition (c) of Definition 10.9. If m is equal to 1,
then the condition (c) of Definition 10.9 is automatically satisfied. Thus, by the
inductive argument, we may assume that {Resm−1

n,r } satisfies the condition (c)
of Definition 10.9. Then, according to Corollary 10.10 and Remark 10.11, we
deduce that {Resm−1

n,r } satisfies the condition (c) of Definition 10.9.

Then, we state the main result of this paper.

Theorem 14.10. Let X be a smooth curve over a finite number field F . Let
p be a prime and m a positive integer smaller than p. Assume the following
conditions:
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(a) The field F is a totally real abelian number field.

(b) The curve X is a projective line minus finite F -rational points, proper
smooth curve or an elliptic curve minus the origin.

(c) Further, if X is a proper smooth curve or an elliptic curve minus the ori-
gin, we assume that the Jacobian variety of the smooth compactification of
X is isogenous to the product of elliptic curves with good ordinary reduc-
tion at any place dividing p satisfying the condition (dist) (see Definition
4.11 for the definition of (dist)).

Then, the set of morphisms between Zmon
p -P-sets:

{Resmn,r : H1
f (F

cyc
n , g≤m(X)Z /pr Z,a)→ H1

f (F
cyc
∞ , g≤m(X)Z /pr Z,a)

Γn}n,r∈Z≥0

is controlled with respect to the index set Z≥0×Z≥0.

14.2 Study of the local Galois cohomology

In this subsection, we study the local Galois cohomology.
We recall the unramified cohomology. Let K be a local field and T a topo-

logical group with a continuous action of GK . Then, we define the unramified
cohomology H1

ur(K,T ) as follows:

H1
ur(K,T ) := Ker(H1(K,T )→ H1(Kur, T )) = H1(Kur/K,H0(Kur, T )).

Lemma 14.11. The p-exponent of the canonical map

pn,r : H1
ur(Kn, g

≤m(X)a)→ H1
ur(Kn, g

≤m(X)Z /pr Z,a)

is bounded independently of n and r, that is, there exists a positive integer
M such that ⟨ pM ⟩H1

ur(Kn, g
≤m(X)Z /pr Z,a) ⊂ Im(pn,r) for any non-negative

integers n and r.

Proof. Note that, the sequence of the groups

1→ (gm(X)R,a)
IK → (g≤m(X)R,a)

IK → (g≤m−1(X)R,a)
IK → 1

is exact (cf. Lemma 13.4). Since the cohomological dimension of Gal(Kur
n /Kn)

is equal to 1, the following sequence is an exact sequence for any Zp-algebra R:

1→ H1
ur(Kn, g

m(X)R,a)→ H1
ur(Kn, g

≤m(X)R,a)→ H1
ur(Kn, g

≤m−1(X)R,a)→ 1.

Denote g≤m(X)Z /pr Z,a by g≤m
r,a (X) for short. Then, we have the following

commutative diagram:

1 // H1
ur(Kn, g

m(X)a) //

��

H1
ur(Kn, g

≤m(X)a) //

��

H1
ur(Kn, g

≤m−1(X)a) //

��

1

1 // H1
ur(Kn, g

m
r,a(X)) // H1

ur(Kn, g
≤m
r,a(X)) // H1

ur(Kn, g
≤m
r,a(X)) // 1.
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By using the inductive argument on m and by the snake lemma, it is sufficient
to show that the order of the cokernel of H1

ur(Kn, g
i(X))→ H1

ur(Kn, g
i(X)/pr)

is bounded independently of n and r for any 1 ≤ i ≤ m. Set T := gi(X).

The exact sequence 0 → T
×pr

−−→ T → T/pr → 0 induces the exact sequence
H0(IK , T ) → H0(IK , T/p

r) → H1(IK , T )[p
r] → 0. Therefore, the kernel

of H1
ur(Kn, T ) → H1

ur(Kn, T/p
r) coincides with H1(Kur

n /Kn,H
1(IK , T )[p

r]).
Since v does not divides p, H1(IK , T ) is a finitely generated Zp-module. In
particular, the order of H1(IK , T )[p

r] is bounded by ♯H1(IK , T )tor. Thus, the
order of H1(Kur

n /Kn,H
1(IK , T )[p

r]) is bounded independently of n and r. This
completes the proof of the lemma.

Lemma 14.12. ([Ru, Chapter 1, Lemma 1.3.5]). Let l be a rational prime
different from p and K a finite extension of Ql. Let T be a free Zp-module of
finite rank with a continuous action of GK . Put W := T ⊗Qp/Zp.

(1) The group H1
ur(K,T ) is a subgroup of H1

f (K,T ) with finite index.

(2) The group H1
f (K,T )/H

1
ur(K,T ) is a subgroup of W IK/(W IK )div. Here,

IK is the inertia subgroup of GK and (W IK )div is the maximal divisible
subgroup of W IK .

Remark 14.13. If L be a finite unramified extension of K, then IK =
IL. Therefore, W IK/(W IK )div = W IL/(W IL)div. In particular, the order of
H1

f (L, T )/H
1
ur(L, T ) are bounded by ♯W IK/(W IK )div when L/K runs a finite

unramified extensions.

Lemma 14.14. Let us keep the same notation as Definition 14.2. Let v be an
element of ΣF cyc

∞ . We denote F cyc
n,v by Kn. If v does not divide p, then there exists

a positive integer M such that ⟨ pM ⟩H1
f (Kn, g

≤m(X)a) ⊂ H1
ur(Kn, g

≤m(X)a).
for any non-negative integer n.

Proof. We prove this lemma by the induction on m. We define g≤0(X) to be
the trivial group. Thus, if m = 0, then the assertion of this lemma is true. We
assume that the statement of the lemma is true if we replace m with m−1. For
each positive integer k and non-negative integer n, we denote the pointed set
H1

f (Kn, g
≤k(X)a) (resp. H1

ur(Kn, g
≤k(X)a)) by H1

f,k,n(X) (resp. H1
ur,k,n(X)).

Consider the following diagram of exact sequences:

1 // H1
ur(Kn, g

m(X)a) //

��

H1
ur,m,n(X) //

��

H1
ur,m−1,n(X)

��

// 1

1 // H1
f (Kn, g

m(X)a) // H1
f,m,n(X) // H1

f,m,n(X).

By definition, each vertical map is an injection. Note that the inertia subgroup
IKm is canonically isomorphic to IK for any m ∈ Z≥1. Therefore, according to
Lemma 14.12 and Remark 14.13, there exists a positive integer N1 such that
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H1
ur(Kn, g

m(X)a) ⊃ ⟨ pM1 ⟩H1
f (Kn, g

m(X)a) for any n. On the other hand, by
the assumption of the induction, there exists a positive integer M2 such that
H1

ur,m−1,n(X) ⊃ ⟨ pM2 ⟩H1
f,n,m−1(X) for each non-negative integer n. Thus,

take M as M1 + M2, we have H1
ur,m,n(X) ⊃ ⟨ pM ⟩H1

f,m,n(X). This is the
assertion that we want to prove.

Proposition 14.15. There exists a positive integer M such that

⟨ pM ⟩H1
f (Kn, g

≤m(X)Z /pr Z,a) ⊂ H1
ur(Kn, g

≤m(X)Z /pr Z,a),

⟨ pM ⟩H1
ur(Kn, g

≤m(X)Z /pr Z,a) ⊂ H1
f (Kn, g

≤m(X)Z /pr Z,a)

for any non-negative integers n and r.

Proof. Take a positive integer M satisfying the inclusion relations of Lemma
14.14 and Lemma 14.11. Then, the first inclusion is an elementary conse-
quence of Lemma 14.14. We show the second inclusion. Let x be an element
of H1

ur(Kn, g
≤m(X)Z /pr Z,a). Then, by Lemma 14.11, we can take a lift y ∈

H1
ur(Kn, g

≤m(X)a) of ⟨ pM ⟩x. Since H1
ur(Kn, g

≤m(X)a) ⊂ H1
f (Kn, g

≤m(X)a),

we deduce that ⟨ pM ⟩ is contained in H1
f (Kn, g

≤m(X)Z /pr Z,a). This completes
the proof of the proposition.

Now, we consider the case where v divides p. Recall that gm(X) is the center
of the Lie algebra g≤m(X). Now, we regard any submodule of gm(X) as a Lie
ideal of g≤m(X).

Proposition 14.16. Let v be a finite prime of F cyc
∞ dividing p, Kn := F cyc

n,v

and K := K0. Assume that X,F satisfy the conditions (a), (b) and (c) of
Theorem 14.10. Let T be a sub-Zp[GK ]-module of gm(X) such that the Lie al-
gebra g≤m(X)/T is free over Zp. Then, the p-exponent of the cokernel of the
canonical map H1

f (Kn, g
≤m(X)a) → H1

f (Kn, (g
≤m(X)/T )a) is bounded inde-

pendently of n. In particular, the p-exponent of the cokernel of the canonical
map H1

f (Kn, g
≤m(X)Z /pr,a)→ H1

f (Kn, (g
≤m(X)/T )Z /pr,a) is bounded indepen-

dently of n and r.

Proof of the case where X is a projective line minus finite F -rational points. In
this case, any sub-representation T ⊂ gi(X) of GF is isomorphic to a direct
sum of Zp(i). Therefore, if i is grater than 1, then we have H2(Kn, T ) =
H0(Kn, T

PD(1)) = 0 and H1
f (Kn, T ) = H1(Kn, T ) (cf. [BK, Example 3.9]).

Assume that m is grater than 1. Then, by applying Proposition 13.5 for
Y = π1(p) and n0 = T , we deduce that the canonical map H1

f (Kn, g
≤m(X)a)→

H1
f (Kn, (g

≤m(X)/T )a) is surjective. In the case i = 1, T is a direct factor

of g1(X) and g1(X) → g1(X)/T is a projection to a direct factor. Thus, the
canonical map H1(K, g1(X))→ H1(K, g1(X)/T ) is also surjective.

If X is an elliptic curve minus the origin or a proper smooth curve, we need
some lemmas for the proof of Proposition 14.16. By the conditions (b) and (c)
of Theorem 14.10, there exists a finite set of unramified and of infinite order

70



characters {χi : GK → Z×
p }i∈I and the following exact sequence of Zp[GK ]-

modules:
0→

⊕
i∈I

Tχi
(1)→ g1(X)a →

⊕
i∈I

T ∗
χi
→ 0.

Here, Tχi is the representation space of χi. Let xi ∈ g1(X) be a generator of
Tχi and yi an element of g1(X) whose image in ⊕i∈IT

∗
χi

is a generator of T ∗
χi
.

Let L1 be the Lie ideal of g≤m(X) generated by {xi}i∈I and g2 := g≤m(X)/g1.
The groups g1 and g2 are nilpotent Lie algebras. For 1 ≤ u ≤ m, we set

g
[u,m]
1 := g1 ∩ ⊕m

j=ug
j(X) (resp. g

[u,m]
2 := Im(⊕m

j=ug
j(X)→ g2)).

Lemma 14.17. Put T1,u := g
[u,m]
1 /g

[u+1,m]
1 and T2,u := g

[u,m]
2 /g

[u+1,m]
2 .

Then, the following assertions hold:

(1) The Zp[GK ]-module T2,u is unramified. Moreover, there exists no Jordan-
Hölder component of T2,u which is isomorphic to the trivial character.

(2) For each of the Jordan-Hölder component T of T1,u, there exists a positive
integer t, {i1, . . . , it} ⊂ I and {j1, . . . , ju−t} ⊂ I such that T is isomorphic
to χi1 ⊗ · · · ⊗ χit ⊗ χ∗

j1
⊗ · · · ⊗ χ∗

ju−t
⊗ χ⊗t

cyc.

(3) If u is grater than 2, then we have H1
f (Kn, T1,u) = H1(Kn, T1,u) for each

n.

Remark 14.18. By Lemma 14.17 (2), if u is not equal to 2, then there exists
no component of T1,u which is isomorphic to Zp(1). Indeed, if the character
χi1 ⊗ · · · ⊗ χit ⊗ χ∗

j1
⊗ · · · ⊗ χ∗

ju−t
⊗ χ⊗t

cyc is the cyclotomic character, then

t = 1. Remark that, the Ql[GK ]-module Het
1 (X ⊗F F,Ql) is pure of weight

−1 for any prime l ̸= p. Therefore, by the paper [KM], the eigenvalue of φ
on Dcrys(T

∗
χi
⊗Zp

Qp) is also of weight −1 in the sense of Deligne (cf. [De,
Définition 1.2.1]). Thus, the unramified character χi1 ⊗ χ∗

j1
⊗ · · · ⊗ χ∗

ju−1
is the

trivial character if and only if u = 2 and j1 = i1.

Proof. We remark that T1,u (resp. T2,u) is a sub-Zp[GK ]-module (resp. a quo-
tient Zp[GK ]-module) of gu(X). Let V ram (resp. V ur) be the maximal sub-GK-
module (resp. quotient GK-module) of Het

1 (X,Qp)
⊗u on which the action of IK

is non-trivial (resp. trivial). Recall that there exists the canonical surjection
f : Het

1 (X ⊗F F,Qp)
⊗u → Lu(X) ⊗Zp

Qp (cf. Lemma 14.1). By the definition
of T1,u and T2,u, the image of V ram under f coincides with T1,u ⊗Zp

Qp and f
induces the canonical surjection V ur → T2,u ⊗Zp

Qp. Since V ur (resp. V ram)
satisfies the condition (1) (resp. (2)) of Lemma 14.17, we deduce the conclusion.

We show (3) of the lemma. Set V := T1,u ⊗Zp
Qp. We show H1

f (Kn, V ) =

H1(Kn, V ). According to (2), we have H0(Kn, V ) = 0. On the other hand,
we also have H2(Kn, V ) = H0(Kn, V

∗(1))∗ = 0. Indeed, since u is grater than
2, there exists no component of V isomorphic to Qp(1) (cf. Remark 14.18).
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Therefore, we have the equality dimQp
(H1(K,V )) = [Kn,Qp] by the local Euler-

Poincare characteristic. On the other hand, we have the equation

[Kn : Qp] = dimQp
(DdR,Kn(V )) = dimQp

(DdR,Kn(V )/Fil0DdR,Kn(V ))

= dimQp
(H1

f (K,V ))

because the Hodge-Tate weights of DdR,Kn(V ) is positive by (2) of this lemma.
Since H1

f (K,V ) is a subspace of H1(K,V ), we deduce the conclusion of (3) of
the lemma.

Lemma 14.19. There exists a positive integer M such that ⟨ pM ⟩ annihilates
H1

f (Kn, g2) for each n.

Proof. Consider the following exact sequence of pointed sets:

1→ H1
f (Kn, T2,m,a)→ H1

f (Kn, g2,a)→ H1
f (Kn, g2,a/T2,m,a).

Then, by the inductive argument, it is sufficient to show that the order of
H1

f (Kn, T2,u,a) = H1
f (Kn, T2,u) is bounded independently of n for each 1 ≤ u ≤

m.
We remark that if V is an unramified Zp[GK ]-module of finite dimensional

over Qp such that the endomorphism φ−1 on Dcrys(V ) is bijective, then we have
H1

f (K,V ) = 0. Indeed, if φ− 1 is bijective, then the Bloch-Kato’s exponential

map induces the isomorphism DdR(V )/Fil0DdR(V )
∼−→ H1

f (K,V ). Since V is

unramified, we have DdR(V ) = Fil0DdR(V ). Note that, φ − 1 on Dcrys(T2,u ⊗
Qp) is bijective by the Weil conjecture (cf. Lemma 14.17 (1)). Therefore,
we deduce that H1

f (Kn, T2,u) is isomorphic to the maximal divisible quotient

H0(Kn, T2,u ⊗ Qp/Zp)tor of H0(Kn, T2,u ⊗ Qp/Zp). On the other hand, we
have H0(K∞, T2,u) = 0 because each unramified character which appears in
T2,u is non-trivial (cf. Lemma 14.17 (1)). Therefore, by Lemma 14.5, the
group H0(K∞, T2,u ⊗Qp/Zp) is a finite group. This completes the proof of the
lemma.

Proof. (Proof of Proposition 14.16 in the case where X is an elliptic curve minus
the origin or a proper smooth curve.) By the definition of L0 and L1, we have
the following exact sequence of pointed sets:

1→ H1
f (Kn, g1,a)→ H1

f (Kn, g
≤m(X)a)→ H1

f (Kn, g2,a).

Therefore, by Lemma 14.19, it is sufficient to show that the p-exponent of the
canonical map H1

f (Kn, g1,a) → H1
f (Kn, g1,a/(T1,m ∩ T )a) is bounded indepen-

dently of n. Set T ′ := T1,m ∩ T .
If m is grater than 2, we have H0(K∞, T

′∗⊗Zp
Qp) = 0 (resp. H1

f (Kn, T
′) =

H1(Kn, T
′)) by(2) (resp. (3)) of Lemma 14.17. Therefore, by Lemma 14.5,

the order of H2(Kn, T
′) is bounded independently of n. Then, by applying

Proposition 13.5 for Y = π1(p) and n0 = T ′, the p-exponent of the cokernel of
H1

f (Kn, g1,a)→ H1
f (Kn, g1,a/T

′
a) is bounded independently of n.
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We show the proposition in the case where m = 2. Let g′ be the Lie ideal of
g≤2(X) generated by {xi}i∈I . Then, it is sufficient to show that the canonical
map H1

f (Kn, g
′
a)→ H1

f (Kn, g
′
a/(g

′∩T )a) is surjective. Let T ′ := g′∩T . Since T
satisfies conditions (a), (b) ,(c) of Theorem 4.8, T ′ is a quotient of the Zp[GK ]-
module ⊕i ̸=jTχi ⊗Zp

T ∗
χj
(1)
⊕
⊕i̸=jTχi ⊗Zp

Tχj (2) (cf. Lemma 4.12). Thus,

we have H2(Kn, T
′) = 0 and H1

f (Kn, T
′) = H1(Kn, T

′) for each n. There-

fore, we deduce that H1
f (Kn, g

′
a) → H1

f (Kn, g
′
a/T

′
a) is surjective for each n (cf.

Proposition 13.5). This completes the proof of Proposition 14.16.

Proposition 14.20. Let us take the same notation as Theorem 14.10. Let
m and n a positive integers, T a direct factor of gm(X) as a Zp[GF ]-module
and r a positive integer. Moreover, we assume one of the following condi-
tion: For any finite place v of F∞ which is over p, the index of the group
[H1(Fn,v, T );H

1
f (Fn,v, T )] is bounded independently of n. Then, for any finite

place v of F∞, the sequence of Zmon
p -P-sets

1 → H1
f (Fn,v, T/p

r) → H1
f (Fn,v, g

≤m(X)Z /pr Z,a)
q−→ H1

f (Fn,v, (g
≤m(X)/T )Z /pr Z,a)

is an admissible sequence whose gap is bounded independently of n and r.
Moreover, q has a finite p-exponent of the cokernel bounded independently of
n, r.

Remark 14.21. According to Lemma 14.17 (3) and Lemma 14.19, if m is
greater than 2, then the condition of Proposition 14.20 is automatically satisfied.
More precisely, if Zp(1) does not appear as a Jordan-Hölder component of the

Zp[GF ]-module T , then the condition of Proposition 14.20 is satisfied. Remark
that, Zp(1) does not appear as a Jordan-Hölder component of the Zp[GF ]-
module T if and only if T satisfies the conditions (a), (b), (c) of Theorem 4.8
(cf. Lemma 4.12).

Proof. The last assertion is proved in Proposition 14.16. Thus, we show the
admissibility of the sequence above.

The condition (a) and (b) of Definition 10.6 is easily checked. Thus, we show
the sequence in Proposition 14.20 satisfies the condition (c) of Definition 10.6.
Take a finite place v of F cyc

∞ and denote F cyc
n,v by Kn. First, we assume that

v does not divide p. Remark that, we have the following admissible and exact
sequence of Zmon

p -P-sets:

1→ H1
ur(Kn, T/p

r)→ H1
ur(Kn, g

≤m(X)Z /pr,a)→ H1
ur(Kn, (g

≤m(X)/T )Z /pr,a).

Therefore, the conclusion of the Proposition is an elementary consequence of
Proposition 14.15.

Next, we assume that v divides p. Consider the following sequence:

1→ H1
f (Kn, T/p

r)→ H1
f (Kn, g

≤m(X)Z /pr,a)
q−→ H1

f (Kn, (g
≤m(X)/T )Z /pr,a).

Let x1, x2 be elements of H1
f (Kn, g

≤m(X)Z /pr,a) such that q(x) = q(y). Ac-

cording to Lemma 10.7, there exists a unique element z ∈ H1(Kn, T/p
r) such
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that zx1 = x2. We remark that the cokernel of H1(Kn, T ) → H1(Kn, T/p
r)

is finite and its order is bounded independently of n and r if T satisfies the
condition of Proposition 14.20. Therefore, there exists a positive M such that
⟨ pM ⟩H1(Kn, T/p

r) ⊂ H1
f (Kn, T/p

r). Hence we deduce the conclusion of the
proposition.

Corollary 14.22. Under the same assumption of Proposition 14.20, the
sequence

1 → H1
f (F

cyc
n , T/pr) → H1

f (F
cyc
n , g≤m(X)Z /pr Z,a) → H1

f (F
cyc
n , (g≤m(X)/T )Z /pr Z,a)

is an admissible sequence of Zmon
p -P-sets whose gap is bounded independent of

n and r.

14.3 Reduction to the case where m = 2

We use the following notation throughout this subsection.

Definition 14.23. Let us keep the same notation as Definition 14.2. Let T
be a GF -stable submodule of gk(X) (therefore, T is contained in the center of
the group g≤k(X)a). For each Zp-algebra R, we denote by prT,R the canonical
group homomorphism

prT,R : g≤k(X)R,a → (g≤k(X)/T )R,a.

We also denote by prT,R the morphisms between Galois cohomologies induced
by prT,R by abuse of notation (cf. Example 10.3). If R = Zp, we usually denote
prT,R by prT . We denote prgk(X),R by prk,R for short.

For a GF -stable submodule T of gm(X), we define ρn,r(T ) (resp. ρn,r(T ))
to be the restriction of prT,Z /pr to the finite part:

ρn,r(T ) : H1
f (F

cyc
n , g≤m(X)Z /pr Z,a) → H1

f (F
cyc
n , (g≤m(X)/T )Z /pr Z,a)

(resp. ρ∞,r(T ) : H1
f (F

cyc
∞ , g≤m(X)Z /pr Z,a) → H1

f (F
cyc
∞ , (g≤m(X)/T )Z /pr Z,a)).

For such a T , we denote by Resn,r(T ) the restriction map:

H1
f (F

cyc
n , (g≤m(X)/T )Z /pr Z,a)→ H1

f (F
cyc
∞ , (g≤m(X)/T )Z /pr Z,a)

Γn .

We will prove our Main Theorem by the inductive argument. We need the
following proposition for our induction.

Proposition 14.24. Let us keep the same notation as Theorem 14.10. Let
T be a GF -stable submodule of gm(X) such that gm(X)/T is free over Zp.
Assume that T satisfies the conditions (a), (b), (c) of Theorem 4.8. If the
set of morphisms {Resn,r(T )}n,r∈Z≥0

is controlled with respect to the index set

Z≥0×Z≥0 in the sense of Definition 10.9, then the set of the restrictions of
Resn,r(T ) to the image of ρn,r(T )

{R̃esn,r(T ) : Im(ρn,r(T ))→ Im(ρ∞,r(T ))
Γn}n,r∈Z≥0

is also controlled with respect to Z≥0×Z≥0.
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Proof. It is clear that the set {Resn,r(T )}n,r∈Z≥0
satisfies the condition (a)

of Definition 10.9 because of the equality Ker(R̃esn,r(T )) = Ker(Resn,r(T )) ∩
Im(ρn,r(T )). Thus, we prove the condition (b), almost surjectivity.

Let n and r be non-negative integers. Consider the following commutative
diagram:

H1(F cyc
n , g≤m(X)Z /pr Z,a)

ρn,r
//

��

H1(F cyc
n , (g≤m(X)/T )Z /pr Z,a)

��

H1(F cyc
∞ , g≤m(X)Z /pr Z,a)

ρ∞,r
// H1(F cyc

∞ , (g≤m(X)/T )Z /pr Z,a).

Here, ρn,r and ρ∞,r are the map on induced by prT,Z /pr by abuse of the notation.

Let x be an element of Im(ρ∞,r(T ))
Γn and take x′ ∈ H1

f (F
cyc
∞ , g≤m(X)Z /pr Z,a)

such that ρ∞,r(x
′) = x. We will show the existence of the element y of

H1
f (F

cyc
n , g≤m(X)Z /pr Z,a) a lift of x after multiplying a p-power whose exponent

does not depend on n and r to x if necessary.
By Proposition 14.9, we may take y ∈ H1(FΣ/F

cyc
n , g≤m(X)Z /pr Z,a)

Γn such
that the restriction of y to GF cyc

∞ is equal to x′. On the other hand, by our
assumption, we can take a lift y1 ∈ H1

f (F
cyc
n , (g≤m(X)/T )Z /pr Z,a) of x after

replacing x′ by ⟨ pM ⟩x′ for sufficiently large M which does not depend on n
and r. According to Proposition 14.9, the element ρn,r(y) coincides with y1
after multiplying sufficiently large power of p whose exponent does not depend
on n and r. Thus, we may assume that ρn,r(y) is contained in the finite part. It
is sufficient to show that ⟨ pM ⟩ y is contained in the finite part for a sufficiently
large M which does not depend on n and r. For any prime v of F cyc

n , we denote
by yv the restriction of y to the decomposition group GF cyc

n,v
.

According to the first inclusion relationship of Proposition 14.15, there exists
a positive integerM , which does not depend on n and r, such that the restriction
of pMx′ to GF cyc

∞,v
contained in the unramified cohomology for each v ∈ ΣF cyc

∞

which does not divide p. Since the extension F cyc
∞ /F cyc

n is unramified outside p,
the restriction pMyv on GF cyc

n,v
is also contained in the unramified cohomology for

each v which does not divide p. Therefore, we may assume that y is unramified
outside p. Then, by the second inclusion relationship of Proposition 14.15, we
may assume that yv is contained in the finite part for any prime v of F cyc

n which
does not divide p.

Next, we investigate the restriction of y to GF cyc
n,v

where v divides p. We
fix v ∈ ΣF cyc

∞ ,p and denote F cyc
n,v by Kn. Note that, the element ρn,r(yv)

of H1(Kn, (g
≤m(X)/T )Z /pr Z,a) is contained in the finite part. According to

Proposition 14.16, we may assume that we can take y′ ∈ H1
f (Kn, g

≤m(X)Z /pr Z,a)

such that ρn,r(yv) = ρn,r(y
′). Take z ∈ H1(Kn, T/p

r) such that zy′ = yv. Then,
it is sufficient to show the following claim:

Claim 14.25. There exists a positive integer M which does not depend on n
and r such that ⟨ pM ⟩ z is contained in the finite part.
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Indeed, if the assertion of Claim 14.25 holds, then ⟨ pM ⟩ yv = ⟨ pM ⟩(zy′) is
also contained in the finite part.

We prove Claim 14.25. Let A := T ⊗Zp
Qp/Zp. Note that, the image of yv in

H1(K∞, g
≤m(X) ⊗ Z /pr) is contained in the finite part. Therefore, according

to Proposition 14.20 and Remark 14.21, we may assume that the image of z in
H1(K∞, A) is also contained in the finite part. In other words, the image of
z in H1

s (Kn, A) is contained in the kernel of the restriction map H1
s (Kn, A) →

H1
s (K∞, A). Therefore, it is sufficient to show that the order of the kernel of

H1
s (Kn, A) → H1

s (K∞, A) is finite and bounded independently of n. By the
orthogonality of the finite part, this assertion is equivalent to the assertion that
the cokernel of the corestriction map H1

f (K∞, T
∗(1)) → H1

f (Kn, T
∗(1)) is a

finite and bounded independently of n. According to [Oc, page 81, line 8-23],
this assertion holds. Hence, we have the conclusion of the claim.

Corollary 14.26. Under the same setting and assumptions in Proposition
14.24, the set of the restriction maps

Resmn,r : H1
f (F

cyc
n , g≤m(X)Z /pr Z,a)→ H1

f (F
cyc
∞ , g≤m(X)Z /pr Z,a)

Γn

is controlled with respect to Z≥0×Z≥0.

Proof. Consider the following diagram of exact sequences of Zp-P-sets:

1 // H1
f (F

cyc
n , T/pr) //

Rn,r

��

H1
f (F

cyc
n , g≤m

r,a (X)) //

��

Im(ρn,r(T )) //

R̃esn,r(T )

��

1

1 // H1
f (F

cyc
∞ , T/pr)Γn // H1

f (F
cyc
∞ , g≤m

r,a (X))Γn // Im(ρ∞,r(T ))Γn

where g≤m
r,a (X) := g≤m(X)Z /pr Z,a. According to Proposition 14.20, these

two sequences are admissible. By Proposition 14.24, the set of morphisms
{R̃esn,r(T )}n,r is controlled with respect to Z≥0×Z≥0. Therefore, by Corol-
lary 10.10, it is sufficient to show that the set of morphisms {Rn,r}n,r is also
controlled with respect to Z≥0×Z≥0.

Set A := T ⊗Qp/Zp. According to [Ru, Chapter 1, Lemma 1.5.4], the exact

sequence 0→ T/pr → A
pr

−→ A→ 0 induces the following exact sequence:

0→ H0(F cyc
n , A)/pr → H1

f (F
cyc
n , T/pr)→ H1

f (F
cyc
n , A)[pr]→ 0.

Since the orders of the kernel and cokernel of the canonical map Resn,r :
H1

f (F
cyc
n , A)[pr] → H1

f (F
cyc
∞ , A)Γn [pr] are bounded independently of n and r

(cf. Remark 4.10 (2)) , it is sufficient to show the control theorem for the maps
H0(F cyc

n , A)/pr → (H0(F cyc
∞ , A)/pr)Γn . However, since H0(F cyc

∞ , A) is a finite
group, we deduce the conclusion by the exact sequence (14).

Corollary 14.27. Let us keep the same notation and the same assumptions
as in Theorem 14.10.
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(1) If X is a projective line minus finite F -rational points, then the assertion
of Theorem 14.10 is true.

(2) If X is a proper smooth curve or an elliptic curve minus the origin and
if the assertion of Theorem 14.10 for m = 2 is true, then the assertion of
Theorem 14.10 is true for any m.

Proof. If X is a projective line minus finite rational points, then gi(X) satisfies
conditions of Theorem 4.8 (2) if i ≥ 2. Since g1(X) is a direct sum of Zp(1),
Main theorem holds in the case m = 1 (cf. Theorem 4.6). Then, we deduce the
conclusion inductively by Corollary 14.26.

If X is a proper smooth curve or an elliptic curve minus the origin and if i is
grater than 2, then the Galois representation gi(X) satisfies the conditions (a),
(b), (c) of Theorem 4.8. Thus, we deduce the conclusion by the same argument
as in the first case.

Remark 14.28. If X is proper and the Jacobian variety of X has good ordi-
nary reduction at each finite prime v over p, then g1(X) satisfies the conditions
(a), (b), (c) of Theorem 4.8.

14.4 Proof of the case where m = 2

In this subsection, we prove Theorem 14.10 in the case where m = 2 and X is
a proper smooth curve or an elliptic curve minus the origin.

Lemma 14.29. Let F be a finite totally real abelian number field, F cyc
∞ /F the

cyclotomic Zp-extension and F cyc
n the n-th layer of F cyc

∞ /F . Then, the cokernel
of the canonical morphism

H1(FΣF,p/F
cyc
n , Qp/Zp(1))→

∏
v∈ΣF

cyc
n ,p

H1
s (F

cyc
n,v , Qp/Zp(1))

is finite and bounded independently of n.

Proof. By the global duality of the Galois cohomology of number fields, we
have the following exact sequence (cf. [Ru, Section 1.7. (1.11), Section 1.6.
Proposition 1.6.1]):

H1(FΣF,p/F
cyc
n ,Qp/Zp(1))→

∏
v∈ΣF

cyc
n ,p

H1
s (F

cyc
n,v ,Qp/Zp(1))→ Cl(F cyc

n ){p}

→ ClΣF
cyc
n ,p

(F cyc
n ){p} → 0.

Here, ClΣF
cyc
n ,p

(F cyc
n ) is the quotient of Cl(F cyc

n ) by the subgroup generated by

all primes over p. Therefore, it is sufficient to prove that the kernel of the canon-
ical morphism lim←−n

Cl(F cyc
n ){p} → lim←−n

ClΣF
cyc
n ,p

(F cyc
n ){p} is a finite group.

Note that, since F cyc
n /Q is a finite totally real abelian extension, the strong
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Leopoldt conjecture holds for each F cyc
n (cf. [NSW, Theorem 10.3.16]). There-

fore, according to [NSW, Porposition 11.4.7], the λ-invariant of lim←−n
Cl(F cyc

n ){p}
coincides with the λ-invariant of lim←−n

ClΣF
cyc
n ,p

(F cyc
n ){p}. Since F is an abelian

extension of Q, the µ-invariant of lim←−n
Cl(F cyc

n ){p} is equal to 0 (cf. [Wa, The-

orem 7.15]). Therefore, the kernel of the map above is a finite group. This
completes the proof of the lemma.

Lemma 14.30. Let v be a finite place of F cyc
∞ dividing p and n, r positive

integers. Let N be a sub-Zp[GF ]-module of g2(X) such that T := g2(X)/N is a
free Zp-module. Set g := g≤2(X)/N . Assume that T is a product of Zp(1).Then,
the p-exponent of the cokernel of the map

qn,r : H1
f (F

cyc
n,v , gZ /pr Z,a)→ H1

f (F
cyc
n,v , g

1(X)Z /pr Z,a)

is bounded independently of n. More precisely, there exist a non-negative in-
teger M , subgroup Mn,r of H1

f (F
cyc
n,v , g

1(X)Z /pr Z,a) and a map jn,r : Mn,r →
H1

f (F
cyc
n,v , g

1(X)Z /pr Z,a) satisfying the following conditions:

(a) The index of the group [H1
f (F

cyc
n,v , g

1(X)Z /pr Z,a),Mn,r] is bounded by pM

for any n and r.

(b) The composition qn,r ◦ jn,r is the identity map for any n and r.

Proof. It is clear that the conditions (a) and (b) of Lemma 14.30 implies the
boundedness of the p-exponents of the cokernel of qn,r.

Recall that, we have the following exact sequence of GFv -modules:

0→
⊕
i∈I

Tχi(1) := T1 → g1(X)a →
⊕
i∈I

T ∗
χi

:= T2 → 0.

Since T is a direct sum of Zp(1), T1 is a subgroup of ga. Indeed, the composition
of the maps

Λ2T1 → Λ2g1(X)→ g2(X)→ T

is a zero map because no Jordan-Hölder component of T is isomorphic to Zp(1).
This implies that, for any x, y ∈ T1, the product x ∗ y is also contained in T1.
Thus, we obtain the following commutative digram:

H1
f (Kn, T1)

in //

jn

''PP
PPP

PPP
PPP

P
H1

f (Kn, g
1(X)) // H1

f (Kn, T2)

H1
f (Kn, ga)

q

OO

where Kn := Fn,v. Then, we define Mn,r to be the image of jn under the map
H1

f (Kn, ga) → H1
f (Kn, gZ /pr Z,a) and jn,r to be jn modulo pr. According to

Lemma 14.19, the group H1
f (Kn, T2) is a finite group whose order is bounded
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independently of n. Let us takeM such that pM ≥ ♯H1
f (Kn, T2) for all n. Then,

the index [H1
f (F

cyc
n,v , g

1(X)Z /pr Z,a),Mn,r] is also bounded by pM for any n and
r. By construction, it is clear that jn,r satisfies the condition (b) of Lemma
14.30. This completes the proof of the lemma.

Proposition 14.31. Let us take the same notation as in Lemma 14.30. Let
x be an element of H1

f (F
cyc
n,v , gZ /pr Z,a) and z a unique element of H1(F cyc

n,v , T/p
r)

satisfying zjn,r ◦qn,r(⟨ pM ⟩x) = ⟨ pM ⟩x. Then, z is contained in the finite part.

Proof. Take x̃ ∈ H1
f (F

cyc
n,v , ga) a lift of x. Then, by the proof of Lemma 14.30,

⟨ pM ⟩ qn(x̃) is contained in the image of in. Thus, there exists a unique element
z̃ ∈ H1

f (Kn, T ) such that z̃ jn ◦ qn(⟨ pM ⟩ x̃) = ⟨ pM ⟩ x̃. Since z is unique, the

image of z̃ under the canonical map H1(Kn, T )→ H1(Kn, T/p
r) coincides with

z. This implies that z is contained in the finite part.

Corollary 14.32. Let us take the same notation and assumption as in
Lemma 14.30. Moreover, we assume that T is a direct factor of g2(X) as a

Zp[GF ]-module. Then, the sequence of Zmon
p -P-sets

1→ H1
f (F

cyc
n,v , T/p

r)→ H1
f (F

cyc
n,v , gZ /pr Z,a)

qn,r−−→ H1
f (F

cyc
n,v , g

1(X)Z /pr Z,a)

is an admissible sequence. Moreover, the gap of this sequence is bounded by M .

Proof. We check the condition (c) of Definition 10.6. Take elements x, x′ ∈
H1

f (F
cyc
n,v , gZ /pr,a) such that qn,r(x) = qn,r(x

′). According to Lemma 14.30,

There exist two elements z, z′ ∈ H1
f (F

cyc
n,v , T/p

r) satisfying zjn,r◦qn,r(⟨ pM ⟩x) =
⟨ pM ⟩x and z′jn,r ◦ qn,r(⟨ pM ⟩x′) = ⟨ pM ⟩x′. Since qn,r(x) = qn,r(x

′), we
have z−1 ⟨ pM ⟩x = z′−1 ⟨ pM ⟩x′. Hence, we have ⟨ pM ⟩x = zz′−1 ⟨ pM ⟩x′.
Therefore, the gap of this sequence is bounded by M .

Proof of Theorem 14.10 in the case where m = 2. Assume that X is a proper
smooth curve or an elliptic curve minus the origin. Then, by Lemma 4.12, the

Zp[GF ]-module g2(X) is isomorphic to Zp(1)
s ⊕ T1 for a positive integer s and

a Zp[GF ]-module T1 satisfying the conditions (a), (b), (c) of Theorem 4.8. By
applying Corollary 14.26 for m = 2 and T = T1, it is sufficient to prove the
control theorem for g := g≤2(X)/T1. By definition, we have the exact sequence
1 → Zp(1)

s → ga → g1(X)a → 1. We use the same notation as in Lemma
14.30.

Since the condition (a) and (c) of Definition 10.9 are easily deduced by
Proposition 14.9, it is sufficient to check the condition (b) of Definition 10.9.

Let x be an element of H1
f (F

cyc
∞ , gZ /pr Z,a)

Γn . According to Proposition 14.9,

there exists an element y ∈ H1(FΣ/F
cyc
n , gZ /pr Z,a) such that the restriction of y

to Gal(FΣ/F
cyc
∞ ) coincides with x after replacing x by ⟨ pM ⟩x for some positive

integer M which does not depend on n and r. By using the control theorem for
the case where m = 1 (cf. Remark 14.28), we may assume that the image of y in
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H1(F cyc
n , g(X)1Z /pr,a) is contained in the finite part. We denote the restriction

of y to H1(F cyc
n,v , gZ /pr Z,a) by yv for each v ∈ ΣF cyc

n
.

According to the first inclusion relationship of Proposition 14.15, if v does
not divide p, then there exists a positive integer M which does not depend on n
and r such that ⟨ pM ⟩ yv is contained in the unramified cohomology. Therefore,
by the second inclusion relationship of Proposition 14.15, we may assume yv is
contained in the finite part if v does not divide p.

Next, we study the case where v divides p. Consider the following sequence:

H1(F cyc
n , (Zp /p

r(1))s)→ H1(F cyc
n , gZ /pr Z,a)

qn,r−−→ H1(F cyc
n , g1(X)Z /pr Z,a).

Since qn,r(y) is contained in the finite part, we may assume that there exists a
lift wv ∈ H1

f (F
cyc
n,v , gZ /pr Z,a) of qn,r(yv) ∈ H1

f (F
cyc
n,v , g

1(X)Z /pr Z,a) (cf. Lemma

14.30). Take an element zv ∈ H1(F cyc
n,v , (Z /pr(1))s) such that zvwv = yv. Ac-

cording to Lemma 14.29, we may assume that we can take an element z ∈
H1(FΣF,p

/F, (Z /pr(1))s) whose restriction to GF cyc
n,v

coincides with zv modulo

finite part for each v ∈ ΣF cyc
∞ ,p. Put y′ := z−1y ∈ H1(FΣ/F

cyc
n , gZ /pr Z,a). By

construction, the element y′ is contained in the finite part and the restriction
of qn,r(y

′) ∈ H1
f (F

cyc
n , g1(X)Z /pr Z,a) to H

1
f (F

cyc
∞ , g1(X)Z /pr Z,a) coincides with

qn,r(x). Thus, there exists an element u ∈ H1(F cyc
∞ , (Z /pr(1))s)Γn such that

uResn,r(y
′) = x. According to Corollary 14.32, we may assume that the element

u is contained in the finite part. Note that, since F is totally real abelian, we
have H0(F∞,Qp/Zp(1)) = 0. In particular, H1

f (F∞, (Z /pr)(1)) is canonically

isomorphic toH1
f (F∞,Qp/Zp(1))[p

r] (cf. [Ru, Chapter 1, Lemma 1.5.4]). There-
fore, according to Remark 4.10 (2), we may assume that u is contained in the
image of the restriction map H1

f (F
cyc
n , (Z /pr(1))s) → H1

f (F
cyc
∞ , (Z /pr(1))s)Γn .

Take a lift ũ ∈ H1
f (F

cyc
n , (Z /pr(1))s) of u. Then, the element ũy′ is contained in

the finite part and the image under the restriction map coincides with x. This
completes the proof of the Theorem 14.10 in the case where m = 2.
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