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Optical implementation of visible gray-image
morphology with the visual-area-coding technique

Tsuyoshi Konishi, Shuji Taniguchi, Jun Tanida, and Yoshiki Ichioka

We present a novel scheme of visible gray-image morphology with the visual-area-coding technique
1VACT2. The VACT is a technique of digitized analog–optical computing in which data are converted
into visible coded patterns and processed with the visible form. Because the achievable operations in
the VACT are identical to those of mathematical morphology, mathematical morphology is adapted to
gray-image morphology with the VACT. Computer simulation and optical experiments of the several
operations in mathematical morphology verify the correctness of the proposed technique. The
processing capacity of the proposed method is estimated in terms of the space–bandwidth product.
Key words: Visualization, digitized analog–optical computing, digital halftoning, gray-image mor-

phology, mathematical morphology. r 1996 Optical Society of America
1. Introduction

Several techniques for implementing optical parallel
logic are proposed that use the parallelism of light.1–4
Although parallelism and high-speed propagation
are often emphasized as the main features of light,
light has other attractive features, such as visibility
for a human being. Using this feature, we propose
the visual-area-coding technique 1VACT2 based on an
area-coding technique and digital halftoning.5 We
also present its application to fuzzy logic. The
VACT is expected to be utilized as a technique in a
human-aid system because of its visualization capa-
bility.
Mathematical morphology is an important tech-

nique for nonlinear image processing that has been
used in various kinds of image processing and com-
puter vision.6 Because the fundamental operations
of mathematical morphology are achieved by convo-
lution and threshold, several optoelectronic imple-
mentations have been proposed that make good use
of the excellent features of both optics and electron-
ics.7–15 Because of the simplicity of its optical setup,
an optoelectronic system is expected to have advan-
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tages in performance and cost over electronic imple-
mentations of morphological processing.
As a matter of fact, the fundamental operations of

the VACT are identical to those of mathematical
morphology. This means that mathematical mor-
phology can be used for image morphology based on
the VACT. From the point of view of human inter-
face, the VACT provides an excellent feature for
visualizing the processing result for a human being.
Thus we can develop a novel scheme of visible image
morphology by the technique.
To clarify the capability of the VACT in image

morphology, we study the application of the VACT to
gray-imagemorphology withmathematical morphol-
ogy. In this paper, we show the capability of the
VACT in gray-image morphology. Section 2 ex-
plains the principles of the VACT and mathematical
morphology. Section 3 describes computer simula-
tion and optical experiments of visible gray-image
morphology with the VACT. In Section 4, we dis-
cuss the processing capacity of the proposed gray-
image morphology in terms of the space–bandwidth
product 1SBWP2.

2. Visual-Area-Coding Technique and Mathematical
Morphology

The VACT is a technique of digitized analog optical
computing in which data are converted into visible
coded patterns and processed with the visible form.
The VACT is based on the area-coding technique15
and the microfont method.16 The area-coding tech-
nique was originally proposed as a technique for



optical parallel implementation of fuzzy logic,
whereas the microfont method is a technique used in
digital halftoning. Because both techniques repre-
sent a gray value as a transparent area within a
pixel region, the microfont method is expected to be
useful as a coding method for general-purpose com-
puting. From this consideration, we have proposed
the VACT.
In the VACT, a number is represented by a set of

patterns, as shown in Fig. 1. Although Fig. 1 shows
the case of 17 levels, the set for different numbers of
levels can be defined according to the Bayer-type font
set in the microfont method.17 Figure 2 shows the
processing procedure of the maximum, minimum,
and negation operations. The processing procedure
consists of encoding, inversion, correlation, and rear-
rangement.
To illustrate the procedure in the VACT, we ex-

plain the minimum operation for two horizontally
adjacent pixels. First, an input gray image is con-
verted into a coded one. An individual pixel datum
is compared with an array of multiple reference
signals arranged in a threshold matrix array, whose
arrangement determines the set of coded patterns
shown in Fig. 1. Then the coded image is inverted
onto a logic value. The inverted image is correlated
with a configuration kernel to overlap the patterns of
the adjacent pixels. After correlation, a logical in-
version is executed to get the final result of the
minimum operation again. To specify the operation
for more pixels at arbitrary positions, we use arbi-
trary configuration kernels that correspond to the
location of the pixels in the neighborhood area. For
maximum operation, logical inversion is omitted,
and for negation, rearrangement is required.

Fig. 1. Visual area codes for 17 levels.

Fig. 2. Processing procedure for optical parallel implementation
of maximum, minimum, and negation operations with the VACT.
The shaded area in the configuration kernel indicates the center
of the neighborhood area.
Mathematical morphology is an effective tech-
nique for both binary and gray-image processing,
including noise reduction, edge detection, skeltoniza-
tion, and size and shape extraction. The fundamen-
tal operations of mathematical morphology are dila-
tion and erosion. Figure 3 illustrates the functions
of erosion and dilation for a binary image X with a
binary structuring element B. For binary image
processing, these operations correspond to maxi-
mum andminimum operations between pixels in the
neighborhood, which can be achieved by convolution
between a binary image and a binary structuring
element and threshold operation. For gray-image
processing, morphological operations are applied
after a gray image is converted into a binary one by
threshold decomposition.18
Figure 4 shows a comparison of the procedure of

dilation in mathematical morphology and a maxi-
mum operation in the VACT. We illustrate the

Fig. 3. Fundamental operations of mathematical morphology:
erosion and dilation of a binary image X by a binary structuring
element B.

Fig. 4. Comparison of the dilation procedure in mathematical
morphology and the maximum operation in the VACT: 1a2 dila-
tion in mathematical morphology, 1b2 maximum operation in the
VACT.

Fig. 5. Sequence of gray-image processing with the VACT.
10 March 1996 @ Vol. 35, No. 8 @ APPLIED OPTICS 1235



operation for two horizontally adjacent pixels whose
values are 0.625 and 0.375, respectively. In the
VACT, each pixel is coded to a binary pattern.
Because this coding process corresponds to a halfton-
ing process, the coded pattern is able to visualize the
gray value for a human visual system. As shown in
Fig. 4, the fundamental operations of the VACT are
basically the same as the mathematical morphology,
except that results of operations in the VACT are
obtained as visible coded patterns.

3. Gray-Image Processing Based on Mathematical
Morphology with the Visual-Area-Coding Technique

Because the fundamental operations of the VACT
can be used for mathematical morphology, we con-
sider application of the VACT to gray-imagemorphol-
ogy with mathematical morphology. In the course
of the study, we put great emphasis on the visibility
of the VACT. With this attractive feature, data in
gray-image morphology are directly observed by
human visual system.
Figure 5 shows a sequence of the gray-image

morphology by the VACT. First, a target-discrete
1236 APPLIED OPTICS @ Vol. 35, No. 8 @ 10 March 1996
continuous-tone image is transformed into a coded
one. Then a discrete correlation is executed be-
tween the coded image and a configuration kernel.
The dot pattern on the configuration kernel corre-
sponds to the binary structuring element in math-
ematical morphology. For erosion, the contrast of
the coded image is inverted before discrete correla-
tion. The result of dilation is directly obtained after
thresholding, whereas additional contrast inversion
is required for erosion. All data in this sequence
can be recognized by the human visual system. In
addition, the result can be used as the input of the
next operation without encoding, which means cas-
cadability of the processing. These whole processes
can be implemented optically as follows. Coding
can be implemented by the use of a contact screen
that corresponds to a threshold matrix array.
Discrete correlation can be implemented by an opti-
cal correlator. Contrast inversion can be imple-
mented by a cross Nicol arrangement of a spatial
light modulator and a polarizing beam splitter.
Thresholding can be implemented with a spatial
light modulator.
1a2
1c2

1b2

Fig. 6. Simulations of fundamental operations for gray-image
processing with the VACT: 1a2 input image, 1b2 dilation, 1c2 erosion.
The binary discrete structuring element is a rhombus.



To verify the principle of the gray-image morphol-
ogy by the VACT, we executed a computer simulation
of fundamental operations and several kinds of
image morphology. We used the Bayer-type font set
for 17 levels as the code set of the VACT. The target
image consists of 128 3 128 pixels with 17 levels,
which is converted into a coded one with 512 3 512
binary pixels. As the binary discrete structuring
element, a rhombus type was used.6 Figures 61a2,
61b2, and 61c2 show the input image and the simulated
results of erosion and dilation, respectively. Figure
7 shows a simulation of noise reduction. Figure 71a2
is an input image in which black and white noises
are induced. Figure 71b2 is the result of noise reduc-
tion. Figures 81a2 and 81b2 show the input image and
the simulated result of edge detection, respectively.
Note that we can clearly recognize the results of
gray-image morphology without any decoding pro-
cesses from Figs. 6–8.
As an optical implementation of the gray-image

1a2

1b2

Fig. 7. Simulations of noise reduction with the VACT: 1a2 input
image for noise reduction, 1b2 simulated result of noise reduction.
The binary discrete structuring element is a rhombus.
morphology by the VACT, we executed optical experi-
ments of erosion and dilation. Figure 9 shows the
experimental setup that consists of a 4-f spatial-
filtering system with a multiplex holographic filter.
The impulse response of the holographic filter corre-
sponds to the structuring element in mathematical
morphology. On the holographic filter, a set of
Fourier transforms of point sources, i.e., a set of

1a2

1b2

Fig. 8. Simulations of edge detection with the VACT: 1a2 input
image for edge detection, 1b2 simulated result of edge detection.
The binary discrete structuring element is a rhombus.

Fig. 9. Experimental system for correlation.
10 March 1996 @ Vol. 35, No. 8 @ APPLIED OPTICS 1237



gratings, is recorded. We used a Mach–Zehnder
type of interferometer for recording the holographic
filter shown in Fig. 10. The He–Cd laser 1l 5 441.6
nm2 was used to record the filter on photopolymer

Fig. 10. Optical setup for recording the holographic filter. BS’s,
beam splitters.
1238 APPLIED OPTICS @ Vol. 35, No. 8 @ 10 March 1996
material.19 The rotated mirror was prepared to
configure the structuring element on the holographic
filter. We generated the coded image with a com-
puter and recorded it on a photographic film.
Figures 111a2, 111b2, and 111c2 show the input image
and the experimental results of erosion and dilation,
respectively. By comparing Figs. 6 with Figs. 11, we
can verify the correctness of the proposed technique.

4. Discussion

The most salient feature of the VACT is the visibility
of processing data. With this feature, no special
process or hardware is required for displaying the
result to the human visual system. This fact re-
sults in a reduction of processing time and fabrica-
tion costs. The visible feature of the VACT can be
applied to a human aid such as one that helps a
doctor to inspect a large amount of medical images.
In addition, we can monitor the status of processing
data at any time during processing because all data
in the system are visible. This feature provides
novel functions for computing systems, such as the
1a2 1c2

1b2

Fig. 11. Experimental results of two fundamental operations for
gray-image processing with the VACT: 1a2 input image, 1b2 dilation,
1c2 erosion. The binary discrete structuring element is a rhom-
bus.



real-time diagnosis of a system operation and a test
of algorithms under development.
One practical issue of the gray-image morphology

by the VACT is that the VACT wastes a lot of pixels
in the processing. Thus we estimate the capacity of
the optical system as shown in Fig. 9 in terms of the
SBWP. In the system, the maximum image size
Amax is given by

Amax 5 D 2 2flnmax, 112

where D and f, are the diameter and the focal length
of the lens L, respectively, l is the wavelength, and
nmax is the maximum spatial frequency passing
through the lens L. For simplicity, we consider the
one-dimensional case. Then the SBWP is given by

SBWP 5 Amaxnmax5 22fl1nmax2 D

4fl2
2

1
D2

8fl
. 122

According to Eq. 122, the maximum SBWP, SBWPmax,
is given by D2@18fl2. Therefore an achievable pixel
numberN for different gray levels is computed by

N 5
1SBWPmax2

2

L 2 1
5

D4

641L 2 12f 2l2
, 132

where L is the number of levels. Figure 12 plots the
achievable pixel number for l 5 441.6 nm and
f-number 5 1.30. For example, a gray image that
consists of 500 3 500 pixels with 257 levels can be
processed with f 5 80.0 mm andD 5 47.54 mm.

5. Conclusion

We have presented a novel scheme of visible gray-
image morphology with the VACT. The VACT is a
technique of digitized analog–optical computing in
which data are converted into visible coded patterns
and processed with the visible form. Because the
achievable operations in the VACT are identical to

Fig. 12. Achievable pixel numberN as a function of the diameter
of the lens, D, for l 5 441.6 nm and f-number 5 1.30. Cases L 5

2, L 5 5, L 5 17, and L 5 257 are plotted.
those of mathematical morphology, mathematical
morphology has been adapted for gray-image mor-
phology with the VACT. Computer simulation and
optical experiments of several operations in math-
ematical morphology verify the correctness of the
proposed technique. The processing capacity of the
proposed method has been estimated in terms of the
SBWP. The proposed method is expected to be
applied to a human-aid system, a real-time diagnosis
mechanism, and effective program test techniques.
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