
Title Study on Semiconductor Memory Devices for Low-
Power Mobile Applications

Author(s) 山内, 祥光

Citation 大阪大学, 2014, 博士論文

Version Type VoR

URL https://doi.org/10.18910/34429

rights

Note

The University of Osaka Institutional Knowledge Archive : OUKA

https://ir.library.osaka-u.ac.jp/

The University of Osaka



 

 

Doctoral Dissertation 

 

Study on Semiconductor Memory Devices 

for Low-Power Mobile Applications 

 

 

 

 

 

Yoshimitsu Yamauchi 

 

January 2014 

 

Graduate School of Engineering 

Osaka University 

  



 



i 

 

Abstract 
 

This thesis is study of semiconductor memory devices for low power mobile 

applications and is organized into 7 chapters.  

Chapter 1 introduces the thesis. It provides an historical review of semiconductor 

memory technologies, explains the background and purpose of the study, and describes 

the organization of the chapters. 

Chapter 2 describes a scalable multi-level-cell (MLC) virtual-ground flash memory 

cell technology that has potential for continued scaling of fast-access NOR flash memory. 

The virtual-ground cell size is scaled by eliminating a contact from the standard NOR 

flash memory cell. However, the cell-to-cell interference caused by the virtual-ground 

architecture makes it difficult to achieve MLC. In order to solve this, the mechanism of 

the interference was investigated and clarified by using neighboring cell leakage and 

capacitive coupling models, and a new cell structure and cell-to-cell interference 

canceling technique were proposed and successfully implemented into 128 Mbit MLC 

test chips. The proposed scalable virtual-ground MLC technology allows the CPU to 

execute a program directly without going through volatile memory, leading to a 

reduction in dynamic random access memory (DRAM) refresh power consumption.  

Chapter 3 describes a source-side injection single-polysilicon split-gate NOR 

(S4-NOR) flash memory cell compatible with a CMOS logic process. For the proposed 

cell, the access gate and the floating gate were patterned on a channel between its source 

and drain with a small gap length using conventional photolithography technology 

beyond the 100 nm generation. The hot-electrons generated by the access gate transistor 

at the source side are injected to the floating gate at the drain side. The mechanism of 

the source-side channel hot-electron injection in a split-gate transistor was investigated 

and clarified by a modified lucky-electron model. The source-side injection efficiency is 

higher by four orders of magnitude as compared with that of the standard NOR cell and is 

insensitive to process parameters except the gap length in the split-gate transistor. 

Furthermore, due to the simple structure of the S4-NOR cell, it does not require any 

specialized process steps. Thus, the proposed flash memory is a promising candidate for 

next-generation embedded applications that require low power consumption and high 

performance without an increase in the cost of the logic chip. 

Chapter 4 describes a nonvolatile DRAM cell combining a DRAM cell with a 

floating-gate MOSFET, which stores all the data in its floating gate in the event of 
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sudden power failure and can then recall all the data to DRAM quickly at power-up. An 

innovative store concept, which uses highly efficient Fowler-Nordheim (FN) tunneling 

of electrons between the DRAM storage-node and the floating gate of a MOSFET, was 

proposed and successfully implemented into 1 Mbit test chips. The experimental results 

of store characteristics show good agreement with the calculation results based on FN 

tunneling model. These technologies allow the CPU to store the data being processed in 

the event of a sudden power failure, thus overcoming the main drawbacks of silicon 

MOSFET-based volatile memories  

Chapter 5 describes a novel voltage-loss-compensation (VLC) memory in pixel that 

was developed for an advanced dual-mode LCDs, and which can display still image 

using an ultra-low-power-consumption memory mode in addition to the normal display 

mode. In normal mode, the panel specification is identical to a standard transmissive 

display. In memory mode, the VLC circuit in each pixel enables simultaneous refresh 

with a very small change in pixel voltage, resulting in a two-orders-of-magnitude 

reduction in panel power for a 64-color image (4 levels per 1 bit memory) display. This 

technology will become increasingly important in displays for future mobile information 

devices such as e-books and personal navigation systems.  

Chapter 6 describes a floating-gate MOSTFT oxide semiconductor (FLOTOS) 

memory that consists of wide-band-gap indium-gallium-zinc oxide (IGZO) MOSFETs 

and a storage capacitor. The threshold voltage variation of IGZO-TFT fabricated at a 

low temperature causes an increase in power consumption, which was solved by using a 

precharge-assisted-threshold compensation (PAC) writing technique. Furthermore, the 

charge stored on the capacitor is maintained for a long time without refreshing by keeping 

the IGZO-TFT in the off-state, similar to a conventional ROM with the floating gate 

completely surrounded by a dielectric. This is because the IGZO bandgap is as large as 

the effective barrier height for electrons at the Si/SiO2 interface. It has been 

demonstrated using simulation and experimental results that an infinite number of 

read/write operations and excellent data retention are obtained for the proposed 

FLOTOS memory. It is expected that FLOTOS will become a vital technology to meet 

the demands for ever thinner and more lightweight mobile devices.  

Finally, Chapter 7 concludes the study.  
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I. SEMICONDUCTOR MEMORY TECHNOLOGIES 

 

A. Historical Review of Semiconductor Memory Technologies 

The metal-oxide-semiconductor field-effect transistor (MOSFET) is essential for 

today’s high-density integrated circuits such as microprocessors and semiconductor 

memories [1.1]. The principle of the surface field-effect transistor was first proposed in 

the early 1930s by Lilienfeld [1.2] and Heil [1.3] and it was subsequently investigated 

by the Bell Laboratories group in the late 1940s [1.4]. The first working MOSFET using 

a thermally grown oxidized silicon structure is, which paved the way for the planar 

process [1.6], was demonstrated by Kahng and Atalla in 1960 [1.5]. In 1963, Hofstein 

and Heiman published a paper on basic device characteristics of silicon MOSFET using 

an aluminum material as a gate electrode [1.7]. In the same year the first complementary 

MOS (CMOS) circuit was proposed by Wanlass [1.8]. In 1969, polycrystalline silicon 

(polysilicon) gate technology, which allows the source/drain to be self-aligned to the 
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gate, was proposed by Kerwin [1.9]. By the end of the 1960s, MOSFETs were finally 

on their way to establishing their current illustrious position in the commercial 

semiconductor industry.  

The use of MOSFETs in semiconductor memories became especially intensive in 

1969 after the introduction of 256 bit static random access memory (SRAM), which 

used a 6 transistor based flip-flop circuit in each memory cell. The concept of 

charge-storage-on-capacitor memory was invented by Dennard [1.10] in 1968 and was 

introduced into a commercial 1 Kbit dynamic random access memory (DRAM) in the 

early 1970s by Intel Corporation [1.11]. This was the beginning of the semiconductor 

memory revolution. Magnetic core memories were used as main memory for computers 

in the 1960s, but were replaced by DRAM because the density and performance of 

DRAM are superior to magnetic core memories. Today’s DRAM cell, composed of an 

n-channel MOSFET and a storage capacitor, was first introduced in a 4 Kbit DRAM in 

1974 [1.12]. Since then, continuous technology scaling has yielded DRAM with ever 

higher storage capacities, scaling which continues up to this day.  

The main drawback of MOSFET-based memory is its volatility due to inherent 

MOSFET leakage. As a result, these random access memories (RAMs) require power 

supplies to retain information. DRAM is used in the main system memory due to its 

higher density and lower bit-cost as compared with SRAM, but they need frequent read 

and write operations (refresh) in addition to a power supply while retaining the 

information.  

The first sound solutions to the problems inherent in RAMs, with applicability 

beyond the mere read only memory (ROM) function, were the concept of floating gate 

and charge-trapping memory devices. The concept of using a floating gate to realize a 

programmable nonvolatile memory device was suggested in 1967 by Kahng and Sze 

[1.13]. This was the first time that the possibility of a programmable nonvolatile MOS 

memory device had been recognized. Writing and erasing are performed by the direct 

tunneling of electrons through very thin oxide layers. The 

metal-nitride-oxide-semiconductor (MNOS) memory device based on the concept of 

charge-trapping was proposed by Wegner et al. [1.14], almost simultaneously with the 

floating-gate memory device. In 1977, today’s electrically programmable ROM 

(EPROM) device based on channel hot-electron injection was proposed [1.15]. 

Furthermore, in 1980, 16 Kbit electrically erasable and programmable ROM 

(EEPROM) that used the charging-trapping concept [1.16] and floating-gate concept 

[1.17] were reported. Many analysts projected that EEPROMs would grow into a high 

volume market and gradually even replace EPROM as the standard program storage 
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medium in microprocessor-controlled systems. However, the densities of EEPROM 

products have always lagged EPROM densities by one to two generations because of 

the more complicated structure of EEPROM cells, which prevented the growth of the 

EEPROM market. 

To solve these issues in EEPROM, the new concept of flash EEPROM (FLASH) was 

proposed by Masuoka [1.18] in 1984. The term “flash” refers to the fact that the 

information in the whole memory can be erased very quickly at one time. The first 

products were merely used as substitutes for EPROM. However, by the end of the 

1980s, FLASH had become the largest market in nonvolatile technology due to the 

highly competitive tradeoff between functionality and cost per bit. Intel Corporation 

introduced the first commercially available NOR FLASH chip in 1988. And then, 

starting in the early 2000s, Toshiba Corporation introduced the first commercial NAND 

FLASH chip, which enabled a lower bit cost and higher density at the expense of 

performance as compared with that of NOR FLASH chips. The FLASH market 

continues to grow rapidly as storage memory needed for smartphone, computers, music 

players and other consumer products. FLASH can store operating system information, 

the basic input/output system (BIOS), and application software. However, it cannot 

compete with DRAM, because its write and erase times are far too slow for normal 

system operation and the number of rewrite cycles is limited, as will be described in 

Section I.B.  

Some applications require the fast read and write times afforded by SRAMs or 

DRAMs, but also require the memory to be nonvolatile (the information is retained 

when power is turned off). One such alternative is nonvolatile SRAM (NV-SRAM), 

which combines SRAM with EEPROM [1.19].  

New material based universal memories such as ferro-electric RAM, phase change 

memory, resistive RAM, and magnetic RAM [1.20] – [1.26] have been studied for a long 

time for next generation applications, since it offers the performance of RAM with the 

non-volatility of  ROM. However, these new memories have not been implemented into 

high-density storage applications, because they will require more time to improve yields 

in mass production due to the use of the new materials. NV-SRAM, which combines 

SRAM with emerging memories using new materials [1.27] – [1.29], has also been 

studied intensively to reduce system power. 
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Table 1.1  

Comparison of Semiconductor Memories. 

 

 

 

B. Comparison of Semiconductor Memories 

Table 1.1 is a comparison of the semiconductor memories mentioned above. They are 

mainly classified into volatile RAM with an infinite number of fast read/write 

operations and nonvolatile ROM. DRAM is used as main working memory. SRAM is 

used as internal processor memory to compensate for the speed gap between the main 

working memory and the processor, which requires smaller density and faster speed 

compared with main memory.  

ROM is generally categorized by the erase methods. Mask programmable ROM 

(MROM) is a truly read-only memory, and the users cannot modify the information in 

the MROM because it is programmed when the integrated circuit is manufactured. The 

main advantage of MROM is that is significantly cheaper than any other kind of 

semiconductor memory, due to its very simplest cell structure and operation. However, 

the one-time mask cost is high and programming requires a long turn-around time. 

EPROM allows electrical programming. However, erasing typically requires about 20 

Classification Nonvolatility
Electrical

Erasability

Infinite

Rewrite

Write

Speed

Read 

Speed
Density

RAM

SRAM No
Yes

(Byte)
Yes

Very 

Fast

Very

Fast
Low

DRAM No
Yes

(Byte)
Yes Fast Fast High

ROM

MROM Yes
No

(Circuit)
No --- Fast High

EPROM Yes
No

(UV-Erase)
No --- Fast High

EEPROM Yes
Yes

(Byte)
No Slow Fast Low

NOR 

FLASH
Yes

Yes

(Block)
No Slow Fast High

NAND 

FLASH
Yes

Yes

(Block)
No Slow Slow

Very 

High

NV-SRAM Yes
Yes

(Byte)
Yes

Very

Fast

Very

Fast
Low

Universal Memory Yes
Yes

(Byte)
Yes Fast Fast High
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minutes of UV light exposure. In this case, the whole memory circuit has to be 

re-programmed byte by byte, even if the information of only a single byte has to be 

changed. These drawbacks obviated in EEPROM. In this type of nonvolatile memory 

circuit, all operations can be performed in a byte-addressable way. Although FLASH 

combines the electrical programming capability and high density of EPROM with the 

electrical erasability of EEPROM, it cannot be erased selectively. The term “flash” 

refers to the fact that all the information in the memory can be erased very quickly at 

one time. FLASH can be further subdivided into NOR and NAND FLASH. NOR 

FLASH can offer fast random access similar to RAM and nonvolatility. On the other 

hand, although NAND FLASH cannot provide the fast random access, it allows greater 

storage density and lower cost per bit than NOR FLASH because of its simple cell 

structure. 

NV-SRAM integrates SRAM and ROM technologies on the same chip. In normal 

operation, the CPU will read and write data to the SRAM at high speed. However, if the 

NV-SRAM detects that a power failure is beginning, special circuits on the chip quickly 

(a few milliseconds) copy the data from the SRAM section to the ROM section of the chip, 

thus preserving the data. When power is restored, the data is copied from the ROM back 

to the SRAM, and operations can continue as if there had been no interruption.  

Universal memory is based on new material concepts that can offer an infinite 

number of fast read/writes and nonvolatility. 

 

II. BACKGROUND OF THIS STUDY 

With the dynamic growth in wireless broadband networking infrastructure, the 

processing speeds and memory densities of mobile applications are rapidly increasing, 

and this results in an increase in the system power consumption. Furthermore, liquid 

crystal display (LCD) panel power is also becoming a serious issue due to the 

emergence of new functions such as e-books and personal navigation systems that 

require large LCD panels that display high-resolution still-image for long periods. On 

the other hand, battery capacity is severely restricted by the demands for ever thinner 

and more lightweight mobile devices. 

 

A. System Power 

Most current mobile devices use DRAM as main working memory. DRAM allows 

the processor to execute operating system and application programs quickly and to 

process the data at high speed. The processor loads information from a storage ROM 
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chip into a DRAM chip and has to perform high-volume processing there, because the 

access speed of storage ROM is very slow. In addition, DRAM needs frequent 

refreshing even in standby due to the inherent leakage of silicon MOSFETs, as 

described in Section I.A. Furthermore, to store data being processed in the event of 

sudden power failure, it must be continuously transferred from the DRAM chip to a 

ROM chip. However, the current approach suffers from slow word-by-word serial data 

transfer between the DRAM and the storage ROM. Hence, the DRAM standby power 

and the chip-to-chip communication power between the DRAM chip and the storage 

ROM chip occupy a significant portion of total system power consumption and also 

cause an increase in latency.  

 

B. LCD Panel Power   

Each LCD pixel consists of a switching transistor in series with a storage capacitor, 

similarly to DRAM. Frequent refresh operations are required to hold pixel data because 

of the off-state leakage of the switching transistor. This refresh power occupies a 

significant portion of total LCD power even for still-image display.   

 

C. Battery Capacity 

Recently, a requirement for wearable devices, shown in Fig. 1.1, is increasing from 

the view point of mobile convenience, which can give a new added value to the current 

mobile devices as well as a mobile convenience. A flexible ultra-lightweight solar cell 

[1.30] and touch sensor [1.31] using organic TFT were proposed in 2012 and 2013, 

respectively. And, low temperature amorphous In-Ga-Zn Oxide (IGZO) semiconductor 

TFT was also proposed in 2004 [1.32]. The performance of IGZO semiconductors is 

significantly improved compared with that of organic TFTs and is suitable for enabling 

a true wearable device including all circuit elements such as the logic and memory 

circuits.  

This wearable device must be driven by small capacity batteries such solar cells. 

Thus, power consumption is becoming the limiting factor for mobile device 

functionality, and reducing power is the key challenge for future wearable device 

applications.  
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Fig. 1.1.  Wearable mobile application. 

 

 

 

III. PURPOSE OF THIS STUDY 

The inherent leakage of silicon MOSFET causes a significant increase in the power 

consumption of the system and the LCD panel in mobile applications, and as described 

in Section II, this is serious issue for such devices.  The purpose of this thesis is to 

investigate various types of semiconductor memory device and to discuss their basic 

operation and design concept from the perspective of solving these issues. The power 

consumption of main working DRAM contributes to around 50% of total power 

consumption in a typical internet mobile device [1.33], [1.34], and it is estimated, that 

main memory power can be reduced to one tenth while enhancing mobile device 

performance, by using the technologies described in this thesis.  
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IV. CHAPTER ORGANIZATION 

An outline of how the chapters are organized is illustrated in Fig. 1.2.  

 

Chapter 2 describes a scalable multi-level-cell (MLC) virtual-ground flash memory 

cell technology [1.35] that has potential for continued scaling of fast-access NOR flash 

memory. The virtual-ground cell allows the CPU to execute instructions directly 

without going through DRAM, that leading to reduction in DRAM refresh power 

consumption. The virtual-ground cell size is scaled by eliminating a contact from the 

standard NOR flash memory cell. However, both the low gate-coupling-ratio (GCR) and 

the cell-to-cell interference caused by the virtual-ground architecture make it difficult to 

achieve the MLC. In order to solve this, the mechanism of this interference is 

investigated and revealed by using neighboring cell leakage and capacitive coupling 

models, and a new cell structure and cell-to-cell interference canceling technique are 

proposed, the evaluations of these were conducted on 128 Mbit MLC test chips. A 

contact-less virtual-ground cell with an auxiliary gate is also proposed [1.36] to enhance 

the program efficiency, and this has been introduced into embedded applications as will 

be described in Chapter 3. 

  

Chapter 3 describes Chapter 3 describes a source-side injection single-polysilicon 

split-gate NOR (S4-NOR) flash memory cell with a standard CMOS logic process 

[1.37] for embedded applications that require low power consumption and high 

performance without an increase in the cost of the logic chip, and which can reduce 

power consumption and latency caused by chip-to-chip communication. For the 

proposed cell, the access gate and the floating gate are patterned on a channel between its 

source and drain with a small gap length using conventional photolithography technology 

beyond the 100 nm generation. The hot-electrons generated by the access gate transistor 

at the source side are injected to the floating gate at the drain side. The mechanism of 

source-side channel hot-electron injection in a split-gate transistor is revealed by a 

modified lucky-electron model and is compared with the case of conventional channel 

hot-electron injection in a MOSFET. Reliability evaluation is conducted on 4 Kbit test 

chips. Furthermore, the effect of process scaling on performance and reliability for next 

generation logic devices is also discussed.  

 

Chapter 4 describes a nonvolatile DRAM cell combining a DRAM cell with a 

floating-gate MOSFET [1.38], which can store all the data in DRAM to the floating 

gate of MOSFET when a sudden power failure occurs (power-off-store) and then recall 
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all the data to DRAM quickly (instant-on) without chip-to-chip communication at 

power-up. An innovative store concept is proposed, which uses highly efficient 

Fowler-Nordheim tunneling of electrons between the DRAM storage-node and the 

floating gate of a MOSFET. A recall concept is also proposed. The power-off-store/ 

instant-on operations are investigated using simulation and evaluation on 1 Mbit test 

chips. A scalable nonvolatile DRAM cell is also proposed for high-density applications. 

 

Chapter 5 describes a novel voltage-loss-compensation (VLC) memory in pixel that 

is developed for an advanced dual-mode LCDs, and which can display still image using 

an ultra-low-power-consumption memory mode in addition to the normal display mode. 

In normal mode, the panel specification is identical to the standard transmissive display. 

In memory mode, VLC memory in pixel technology is proposed [1.39] to display 

high-resolution still-images with ultra-low-power-consumption. The proposed pixel 

memory technology makes it possible to refresh all the pixels at one time, which leads 

to reduction in power consumption because of a low refresh rate.  The number of 

gray-scale levels is increased by using an analog gray-scale technique. The image 

quality and power consumption of the panel with the proposed memory are evaluated on 

a 3.17 inch transflective panels (320×480 pixels), and is compared with the case of a 

conventional panel.  

 

Chapter 6 describes a floating-gate MOSTFT oxide semiconductor (FLOTOS) 

memory [1.40] that consists of wide-band-gap indium-gallium-zinc oxide (IGZO) 

MOSTFTs and a storage capacitor. The FLOTOS memory technology has the potential 

to replace all the memories except storage ROM. The write operating principle of 

FLOTOS memory is based on charging and discharging a storage capacitor, which can 

realize an infinite number of fast write/read operations. In addition, the charge stored on 

the capacitor can be maintained for a long time without refreshing by keeping IGZO 

MOSTFT in the off-state, similar to a conventional ROM with the floating gate 

completely surrounded by a dielectric. This is because the IGZO bandgap is as large as 

the effective barrier height for electrons at the Si/SiO2 interface However, the threshold 

voltage deviation of IGZO MOSTFT fabricated at a low temperature causes an increase 

in power consumption, which increases in proportional to the square of the voltage. In 

order to solve this issue, the precharge-assisted-threshold compensation writing 

technique is proposed. The number of read/write operations and data retention are 

investigated using simulation and measurement.  
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Finally, in Chapter 7, the conclusions of this study are summarized. 

 

 

 

Fig. 1.2.  Outline of chapter organization.  
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I. INTRODUCTION 

Mobile consumer-electronic device functionality is rapidly increasing with the 

substantial progress made in wireless broadband network infrastructures. However, 

battery capacity is severely restricted due to constraints on the size and weight of devices. 
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Therefore, system power consumption must be reduced to extend the battery life. 

Memory is a significant contributor to the total system power consumption. Most 

high-end mobile devices use a combination of dynamic random access memory (DRAM) 

and serial-access NAND flash memory. This memory structure significantly increases 

power for DRAM refresh operations and degrades performance, because a program 

stored in the NAND flash memory must be transferred to DRAM before being executed 

[1.33], [1.34]. 

Emerging memories such as ferro-electric RAM, phase change memory, resistive 

RAM, and magnetic RAM [1.20] − [1.26]  have been studied for next generation 

applications, since they offer the performance of RAM with the nonvolatility of read only 

memory (ROM). However, these nonvolatile RAMs have not been implemented into the 

mainstream market. 

The NOR flash memory architecture continues to cope with the wireless mobile 

application requirements of faster execute-in-place performance and faster programming 

throughput, as well as higher density. Flash memory density has been increased through a 

combination of multi-level-cell (MLC) approaches [2.1] − [2.5] and physical scaling 

[2.6] − [2.8]. MLC storage in flash memory using the well established 

polycrystalline-silicon (polysilicon) floating gate (FG) transistor was first reported in 

1995 [2.6] to realize double density with the same process technology, and is acceptable 

for any given process technology generation [2.7] − [2.10]. A virtual-ground flash 

memory architecture [2.9] has been proposed for significant scaling down of the cell size. 

However, scaling of the memory cell causes FG-to-FG coupling interference, which is 

well known as the critical scaling barrier for MLC NAND flash memory [2.10], [2.11]. 

This chapter describes a novel cell that employs a bowl-shaped FG structure for 

enhancing the gate coupling ratio (GCR), together with a new cell-to-cell interference 

canceling technique. These are combined with a two-step programming scheme to reduce 

FG-to-FG interference effect on threshold shift in the bit-line (BL) direction with the 

previously proposed channel hot electron injection threshold voltage (Vth) compensation 

scheme to reduce that in the word-line (WL) direction [1.35] , [2.12], for further scaling 

of a virtual-ground MLC FG memory. In Section II, the process technologies for the 

scaled virtual-ground cell with high GCR are proposed. In Section III, array architecture 

and on-chip circuits for an MLC test chip are described. In Section IV, memory cell 

performance and reliability are evaluated. In Section V, the effect of FG-to-FG coupling 

on the threshold shift is analyzed. In Section VI, the MLC program algorithm is discussed. 

Finally, conclusions are summarized in Section VII.  
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II. CELL STRUCTURE AND PROCESS TECHNOLOGY 

Figure 2.1 shows a comparison of the cell structure between standard NOR flash 

memory and virtual-ground flash memory. A virtual-ground cell structure is simplified 

by avoiding the need for shallow trench isolation (STI) and replacing the drain contact 

and source rail across STI [2.6], [2.7] with buried BL diffusion. However, a 

virtual-ground flash memory cell suffers from a low GCR [2.9], [2.13], because it uses 

the short-side edge of the FG along its channel width (Wg) direction as the surface area of 

an interpoly capacitor, while a conventional NOR cell uses the long-side edge of FG 

along its channel length (Lg) direction. A high GCR is required for reduction of FG-to-FG 

coupling interference and for low voltage operation, as will be described later. The 

bowl-shaped FG structure is introduced to enhance the GCR without using a high-k 

dielectric material.  

The key process steps for the novel cell with the bowl-shaped FG structure are shown 

in Fig. 2.2. The tunnel dielectric (TD) is grown first, followed by deposition of the thin 

film first level polysilicon (poly-1), high-temperature low pressure chemical vapor 

deposition oxide (HTO) and nitride. After patterning the long continuous poly-1 film, 

arsenic ions are implanted to form the diffusion BL (step-1). The poly-1 gap on the BL is 

filled with a high-density plasma CVD oxide (BL-Ox) and planarization is subsequently 

achieved by chemical mechanical polishing (CMP) to expose the nitride surface (step-2). 

The nitride acts as the CMP stopper. After removing the SiN and HTO on the poly-1 film, 

second level polysilicon (poly-2) deposition is followed by CMP planarization to form 

the bowl-shaped FG structure in a self-aligned manner (step-3). Finally, an interpoly 

oxide-nitride-oxide (ONO) stacked dielectric, and plysilicon/tungsten-silicide are 

deposited on the stacked floating gate and are patterned to form the self-aligned stacked 

MOS gate (step-4(a)).
 
This process technology can avoid the remnant polysilicon stringer 

on the side-wall of BL-Ox over the field region between the neighboring FGs, due to the 

tapered profile of the BL-Ox film (step-4(b)). 

A small cell size of 2F (BL direction) by 3F (WL direction) is achieved with a GCR 

of 0.6 using these technologies, where F is the minimum feature size. The cell size of 

the proposed scaled virtual-ground flash memory is approximately one half that of the 

conventional NOR flash memory. 
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Fig. 2.1.  Top view comparison of (a) standard NOR array and (b) virtual-ground NOR 

array with cross-sections parallel to the WL direction over the active area and 

perpendicular to the WL over the field region [1.35]. 

 

 

Fig. 2.2.  Key process steps with cross-sectional views in the WL (left) and BL directions 

(right) for a virtual-ground flash memory array with a bowl-shaped FG structure [1.35]. 
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III. TEST CHIP 

 

A. Array Architecture 

The proposed cell technology is implemented into a 128 Mbit MLC test chip using 

0.13 m rules. Figure 2.3 shows a photograph of the chip together with cross-sectional 

SEM images of the memory cell in the word-line (WL) and BL directions. The memory 

array in the chip is divided into 4 planes and each plane is divided into 32 blocks (1 

Mb/block) in the BL direction. Each memory block is then divided into 64 sub-blocks (16 

Kb/sub-block) in the WL direction. These blocks have individual read and program 

verification sensing amplifiers. Plural memory cells belonging to the different sub-blocks 

on the same WL can be programmed and sensed simultaneously to reduce the program 

time per bit, similarly to standard NOR flash memory.  

 

 

 

Fig. 2.3.  Photograph of the test chip (left) and cross-sectional SEM images (right) of the 

memory cell over the active region in the WL direction and over the field region in the BL 

direction [1.35]. 
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The array architecture for a sub-block is depicted in Fig. 2.4. One sub-block is further 

divided into 16 segments (1 Kb/segment). Furthermore, the neighboring BLs that belong 

to the different segments are electrically isolated by trench isolation in the WL direction. 

A unit segment consists of 32 word-lines (WLs) by 17 diffusion BLs (DBLs). Each 

DBL has a BL contact (BC) with a metal sub-BL (SBL) every 32 WLs. One metal main 

BL (MBL) is shared by two SBLs of neighboring segments via two selection transistors 

(SG1 and SG2) to form a hierarchical structure suitable for physical scaling. One end of 

the BLs in each segment is connected to the source-line (SL), which is grounded in read 

and program operation modes.  

 

 

 

 

Fig. 2.4. Proposed virtual-ground architecture for a sub-block (16Kb) [1.35]. 
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B. On-chip Circuits 

This chip has charge-pump multipliers to generate high voltages from a low voltage 

supply (1.8 V) for programming, erasing, and reading. A write buffer to store program 

data (WB), a sense-amplifier (S/A) to verify program states, and a write state machine 

(WSM) to execute program sequences are also integrated on the test chip. These circuits 

are composed of high performance low-voltage (LV) transistors and high reliability 

high-voltage (HV) transistors.  

 

IV. CELL PERFORMANCE AND RELIABILITY 

 

A. Cell Performance 

The program and erase characteristics were measured for a typical memory cell 

centered between contacts in the array at fixed bias voltages, and Fig. 2.5 shows the 

threshold (Vth) as a function of program time (tp) and erase time (te). Channel hot electron 

(CHE) injection into the FG from the drain-edge of the channel is used to program the cell 

to the higher Vth, and erasing brings the cell to its lowest Vth by Fowler-Nordheim 

tunneling electron extraction from the FG to the substrate through the tunnel oxide. The 

typical values of the highest-threshold program level and the erase level are 7 V and 2.5 V, 

respectively. The bowl-shaped FG structure cell enables a program time of 1 s to be 

achieved with voltages of Vd/Vcg = 5.5/9.5 V for the highest-Vth programmed state, and an 

erase time of 50 ms is achieved with voltages of Vsub – Vcg = 18 V, where Vd is the drain 

voltage, Vcg is the control gate voltage and Vsub is the substrate voltage.  

 

B. Cell Reliability 

The program/erase endurance and data retention are the key reliability issues for a FG 

flash memory. This reliability test was carried out using 32K cells for each stress 

condition. 

 

 Endurance 1)

The effects of cycling on program time (tp), erase time (te), and read current (Iread) are 

shown in Fig. 2.6. tp, te and Iread were measured after each cycle for a typical cell. No 

degradation in tp was observed up to 10
4
 cycles and tp increased from 10

4
 to 10

6
 cycles. tp 

is degraded to approximately 3 times the initial value after 10
5
 cycles. No reduction of te 

was observed up to 10
6
 cycles. In addition, Iread degradation was as low as 10%, even after 

10
6
 cycles. 
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Fig. 2.5.  Threshold voltage as a function of (a) program time (tp) and (b) erase time (te) 

for a typical cell [1.35]. 
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Fig. 2.6.  Effect of program/erase cycle number on program time (tp), erase time (te) and 

read current (Iread) for a typical cell at room temperature [1.35]. 
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Fig. 2.7.  Median value and standard deviation of the Vth distribution as a function of 

bake time at 250 °C after 1, 10k, and 100k cycles [1.35]. 

 

 

V. CELL-TO-CELL CAPACITIVE COUPLING INTERFERENCE 

As the cell size of the flash memory is scaled down, the Vth shift caused by FG-to-FG 

interference through the capacitance of Cfgwl in the WL direction and Cfgbl in the BL 

direction (Fig. 2.3) becomes a serious problem. The Vth shift caused by cell-to-cell 

interference is measured using the test mode and the results are shown in Fig. 2.8, where 

BLm is the BLof m-th column and WLn is the word line of n-th row. Vth is defined as the 

WL voltage when the read current sent to the sensing amplifier (Isen) is 10 A. The 

influence of the neighboring cell leakage in a virtual-ground array [2.15] can be 

eliminated in test mode, because the two BLs, BLm+1 and BLm-2, which are kept floating, 

are charged or discharged through the neighboring cell until the corresponding leakage 

currents (Ileak(d) and Ileak(s)) become negligibly small compared to the current (Icell) of the 

cell (m) being read, as shown in Fig. 2.9. This test-mode was prepared only for 

experimental characterization purposes. 
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Fig. 2.8.  Programmed Vth distribution of the selected cells (“10” state) for type (A) and 

type (B). Two-state programming with type (B) was carried out starting from the “10” 

state [1.35]. 
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Fig. 2.9.  Read operation for the selected cell (m) in test-mode [1.35]. 

 

 

 

 

 

 

After all memory cells in a block (512K cells) are erased to the “11” state (typical 

Vth=2.80 V), half of the memory cells are programmed to the “10” state (typical Vth=4.62 

V) with the type (A) pattern. The other half of the memory cells are then programmed to 

the “00” state (typical Vth=7.08 V) with the type (B) pattern. Even if the selected cell is 

precisely programmed to the “10” state, the Vth of the selected cell shifts positively 

through the FG-to-FG coupling by programming the neighboring cells from the “11” 

state to the “00” state. 

The Vth distribution of the previously programmed “10” state cells increases by 200 

mV from the typical value and is widened by 100 mV after programming the neighboring 

cells from the “11” state to the “00” state. This typical value of Vth shift is in good 

agreement with that calculated (223 mV) from the total FG-to-FG coupling ratio of 5.2%, 

which breaks down into 3.2% through two sides of Cfgbl and 2.0% through two sides of 

Cfgwl. This typical Vth shift is estimated to be mainly due to the increase of FG-to-FG 

coupling interference.  
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VI. MULTI-LEVEL-CELL PROGRAM ALGORITHM 

Figure 2.10 shows the target program-verify levels used in this work for 4-level MLC 

flash memory. The separation width between the erased state “11” and the 

lowest-threshold programmed state “10” is as large as 1 V in consideration of the Vth shift 

(less than 300 mV from Fig. 2.7) due to FG-to-FG coupling interference. However, the 

voltage width between the program verify levels is also 1V that includes the Vth 

distribution width and the separation width between neighboring program states. A 

reduction in widening of the Vth distribution of memory cells in the “10” state and “01” 

state due to FG-to-FG coupling interference is required to satisfy the target Vth 

distribution for a scalable virtual-ground MLC flash memory. A new algorithm is 

investigated using an MLC test chip. 

 

 

 

 

 

Vpv0 = 1.52 V, Vev = 3.52 V, Vpv1 = 4.52 V, Vpv2 = 5.52 V, Vpv3 = 6.52 V. 

 

 

Fig. 2.10. Target Vth distributions for 4-level (states “11”, “10”, “01”, and “00”) 

MLC NOR flash memory. Reference voltages are used for erase-verify (Vev), 

post-erase-program-verify (Vpv0), three levels of program-verify (lowest-threshold 

programmed level of Vpv1, middle-threshold programmed level of Vpv2 and 

highest-threshold programmed level of Vpv3), and three levels of read-verify (Vr1, Vr2 and 

Vr3) [1.35].  
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A. Program Operation  

A buffer program scheme is used to improve the program throughput (PT). Firstly, 

program data is written into the on-chip write buffer and the buffer data is then 

programmed into the flash memory array. In this study, programming was performed in 

parallel on 8 memory cells (16 bits) and program-verification was performed in parallel 

on 64 memory cells (128 bits). 

B. Cell-to-Cell Interference in BL Direction 

The cell-to-cell interference in the BL direction is mainly due to the effect of Cfgbl 

coupling. A segment-by-segment recursive programming scheme is proposed to reduce 

the cell-to-cell interference effect, as shown in Figs. 2.11(a) and 12(a), which shows the 

program sequence for 32 cells in a segmented column (Fig. 2.4). Programming is carried 

out with a program gate voltage (Vwl) on each WL and a program drain voltage on the 

selected BL from the first row to the last row without verification, with subsequent 

verification carried out to determine whether the program is completed or not. 

Programming and verification are continued with an incremental gate voltage (Vwl), 

only for those cells that have not reached the target program-verify level, until 

programming is completed [2.16]. Once a cell is programmed completely, no additional 

program pulse is applied to prevent the lower-threshold programmed state cells from 

being over-programmed with a high gate-voltage. In addition to the above-mentioned 

segment-by-segment recursive programming scheme, a two-step programming scheme is 

proposed for further reduction of the cell-to-cell interference effect, as shown in Fig. 

2.13(a). The “00” state is firstly programmed with a large Vwl, due to negligible 

influence of over-program and disturb issues. The “10” and “01” states are subsequently 

programmed recursively with a small Vwl to control Vth accurately. These approaches 

are useful for the virtual-ground cell due to its large coupling interference as described in 

Section VI.E. 

The worst case pattern that causes the largest cell-to-cell interference differs according 

to the program algorithm, as shown in Figs. 2.12(b) and 2.13(b). If the neighboring cells 

[cell (n – 1) and cell (n + 1)] are programmed from the “11” state to the “00” state after 

program completion of cell (n), then the amount of Vth shift of the neighboring cells are as 

large as approximately 4 V. However, the amount of Vth shift of the neighboring cells is 

reduced to 2 V with the segment-by-segment recursive programming scheme, because 

the neighboring cells are temporary programmed close to the “10” state when 

programming of cell (n) is completed. Furthermore, the amount of Vth shift of the 

neighboring cells is reduced to 1 V by combining the two-step programming scheme with 

the segment-by-segment recursive programming scheme, because there is no need to 
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program the “00” state neighboring cells in the second step. As a result, the effect of 

cell-to-cell interference on the Vth shift in the BL direction can be reduced to 25% using 

the new two-step programming scheme. 

 

 

 

 

 

 

 

 

Fig. 2.11. Program and CHE Vth compensation sequence for (a) 

segment-by-segment recursive programming in the BL direction and (b) sequential 

programming with CHE Vth compensation in the WL direction [1.35]. 
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Fig. 2.12. (a) Segment-by-segment recursive programming in the BL direction. 

(b) Worst case cell-to-cell interference pattern [1.35]. 

 

 

 

 

 

Fig. 2.13. (a) New two-step programming in the BL direction. (b) Worst case 

cell-to-cell interference pattern [1.35].  
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C. Cell-to-Cell Interference in WL Direction 

The cell-to-cell interference in the WL direction is mainly due to the effect of Cfgwl 

coupling and the neighboring cell leakage (Ileak(d) and Ileak(s)). The Vth shift caused by 

interference from the source-side and drain-side neighboring cells was evaluated under 

normal operating conditions using the test circuit shown in Fig. 2.14. To realize fast 

access, the drain-side neighboring BL (BLm+1) is biased with a voltage similar to that of 

the selected drain BL (BLm). The Vth shift due to Cfgwl coupling was obtained using the 

test-mode and the Vth shift due to the neighboring cell leakage was calculated from the 

difference in the Vth shift between the normal-mode and test-mode.  

 

 

Fig. 2.14. Equivalent circuits for the test device with bias condition to evaluate 

cell-to-cell interference by programming the (a) source-side and (b) drain-side 

neighboring memory cells (m + 1) [1.35]. 
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 Interference from the Source-Side Neighboring Cell  1)

The Vth of the previously programmed cell is affected by the Vth change of the 

source-side neighboring cell. Figure 2.15(a) shows Vth as a function of Vth,src – Vpv1, 

where Vth is the Vth shift of cell (m) and Vth,src is the Vth of the source-side neighboring 

cell (m + 1).  

The positive Vth in normal-mode increases up to 75 mV with the increase of Vth,src 

from Vpv1 – 2 V to Vpv1 + 3 V, which becomes significantly large with further scaling. The 

total amount of positive Vth breaks down into 25 mV due to the Ileak(s) effect and 50 mV 

by the Cfgwl coupling effect. Programming of the source-side neighboring cell (m + 1) 

causes an increase in the voltage (Vs) at the source terminal (S), because Is increases due 

to decrease of Ileak(s), as shown in Fig. 2.14(a). The increase in Vs directly increases the Vth 

of cell (m) which is defined as the WL voltage to obtain the read current of 10 A, and the 

body-effect caused by the Vs increases it further. 

 Interference from the Drain-Side Neighboring Cell  2)

The Vth of the previously programmed cell is affected by the Vth change of the 

drain-side neighboring cell, because Vth is defined as Vwl required to obtain the desired 

value of the read current of Isen (= Icell – Ileak(d)) sent to the sensing amplifier in normal 

mode, as shown in Fig. 2.14(b). Figure 2.15(b) shows Vth as a function of Vth,drn – Vpv1, 

where Vth is the Vth shift value of cell (m) and Vth,drn is the Vth of the drain-side 

neighboring cell (m + 1). The Vth by the Ileak(d) effect increases in the negative direction 

with the increase of Vth,drn and is saturated with the Vth,drn above Vpv1 + 2 V, because Ileak(d) 

decreases with the increase of Vth,drn and then becomes negligibly small compared with 

Icell. Ileak(d) is generated from BLm+1 to the drain (D) through the drain-side neighboring 

cell (m + 1), due to voltage drop at D by Isen across the resistance (Rbl) of BLm. On the 

other hand, the positive Vth due to the Cfgwl coupling effect increases gradually with the 

increase of Vth,drn that is lower than that by the Ileak(d) effect. As a result, Vth in 

normal-mode can be controlled to be less than 200 mV in the negative direction when 

Vth,drn changes from Vpv1 – 2 V to Vpv1 + 3 V. The negative Vth can be compensated by 

CHE programming and subsequent verification.
 
 The additional Vth shift of the cell 

previously programmed by CHE Vth compensation is estimated to be fgwl,side × 200 mV 

= 2 mV, wherefgwl,side is FG-to-FG coupling ratio (0.01) between a memory cell and the 

one side of neighboring memory cell in the WL direction.  

 CHE Compensation Technique 3)

A CHE compensation technique is used to tighten the Vth distribution by reducing the 

cell-to-cell interference between neighboring cells for scalable virtual-ground MLC NOR 

flash memory, as shown in Fig. 2.11(b). The compensation programming is carried out 
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sequentially from left to right, with reference to the scheme given in Fig. 2.4, to eliminate 

the interference from the source-side neighboring cell. In addition, a programmed cell (m 

– 1) is reprogrammed using CHE after programming of the drain-side neighboring cell 

(m) to compensate the interference from the drain-side neighboring cell. 

 

Fig. 2.15. Vth for the previously programmed cell (m) as a function of (a) Vth,src – 

Vpv1 and (b) Vth,drn – Vpv1 [1.35]. 
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Fig. 2.16. Measured Vth distributions for the selected cells (“10” state) after 

two-step programming with Vth compensation for type (C) and type (D) [1.35]. 
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D. Experimental Result 

The proposed two-step programming using the CHE Vth compensation technique was 

performed with an incremental gate voltage of 200 mV for the two worst case patterns, as 

shown in Fig. 2.16. The worst case pattern that causes the largest cell-to-cell interference 

differs according to whether cell (n, m + 1) is programmed or not. Type (C) is the worst 

case pattern when cell (n, m + 1) is not programmed and type (D) is the worst case pattern 

when cell (n, m + 1) is programmed. Tight programmed Vth distribution widths of 280 

mV and 230 mV are obtained for type (C) and type (D) patterns, respectively. The 

programmed Vth distribution width for type (D) is close to that of a single state 

programming without cell-to-cell interference, due to CHE compensation. These results 

are acceptable for an MLC approach.  

 

E. Program Throughput  

PT is compared for the proposed virtual-ground and standard NOR flash memories 

using the same 0.13 μm process technology, and is described by: 

   
    

    
                                                                                                                           

where Nbit is the number of memory cells programmed in parallel. Tc =Tp + Ti (Tp » Ti), 

where Tp is the time width of a program pulse applied to the BL and Ti is the time interval 

between two successive pulses. Np is the number of program pulses. Nbit and Tp are mainly 

determined by the program current and the program time required for a single memory 

cell, respectively. The same values of Nbit and Tc are used for the two types of NOR flash 

memories because they show little difference in program characteristic for a single cell. 

Np is given by: 

   
       

    
                                                                                                                       

                                                                                                                     

                                                                                                                              

where Vth,pg is the change in Vth (4 V) required for programming, Vth,target is the target 

Vth distribution width (300 mV) and Vth,fg is the Vth shift due to FG-to-FG coupling 

interference through the two sides of Cfgbl and two sides of Cfgwl from the neighboring 

cells, and fg is FG-to-FG coupling ratio between a memory cell and the four sides of 

neighboring memory cells (fg = 0.052 for a virtual-ground and 0.010 for a standard 

NOR). From Eqs. (2.2) to (2.4), Np is 44 cycles with Vth,fg = 208 mV for virtual-ground, 

and 16 cycles with Vth,fg = 40 mV for standard NOR. 

On the other hand, Np can be obtained from the following equations for the proposed 

two-step programming with CHE compensation that requires an additional one program 
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pulse for plural memory cells programmed in parallel.  

                                                                                                                       

    
        

          
                                                                                                            

    
        

          
                                                                                                       

where Np1 and Np2 are the number of required program pulse in the first step and in the 

second step, respectively. Vth,pg1 and Vth,pg2
 
are the change in Vth required for 

programming in the first step and the second step, respectively (Vth,pg1 = 4V and Vth,pg2 

= 3 V). Vwl,step1 is the incremental gate voltage in the first step (Vwl,step1  1 V). 

Vwl,step2 is the incremental gate voltage in the second step, and given by 

                                                                                                               

                                                                                                              

whereVth,fgbl is the Vth shift due to FG-to-FG coupling interference through the two sides 

of Cfgbl from the neighboring cells, and fgbl is FG-to-FG coupling ratio between a 

memory cell and the two sides of neighboring cells in the BL direction (fgbl = 0.032 for a 

virtual-ground). Np is reduced from 44 to 16 cycles for virtual-ground memory, from Eqs. 

(2.5) to (2.9). Thus, the virtual-ground flash memory can achieve PT close to the standard 

NOR flash memory. 

 

VII. ENHANCEMENT OF PROGRAM EFFICIENCY      

The above-mentioned CHE injection requires high power consumption because of its 

low injection efficiency. A split-gate virtual-ground cell [1.36] has been proposed to 

enhance the program efficiency. 

 

A. Cell Structure 

Figure 2.17 shows the schematic cross-sectional view of the split-gate virtual-ground 

cell, together with an SEM cross sectional view.  This cell consists of a memory 

transistor and an auxiliary transistor.  The sidewall FG is formed on the drain side of 

an auxiliary gate (AG) and is self-aligned to the word line (WL). The 

inter-poly-dielectric (IPD) is formed on the vertical surface of a sidewall FG that can 

enable a large gate coupling ratio without sacrificing cell area. A cell area as small as 

6F
2
 can be achieved. 
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Fig. 2.17. Cross-sectional view of split-gate virtual-ground cell [1.36]. 

 

B. Principle of High Efficient Programming 

The split-gate virtual-ground cell is programmed by hot electron injection into the 

FG through the auxiliary transistor from the source (source-side injection) due to the 

high lateral field (Ex) at the gap region between AG and FG as shown in Fig. 2.17. The 

Ex strongly depends on the voltage (Vag) on the auxiliary gate and increases with a 

decrease of Vag. The channel under the FG merely works as the drain extension during 

programming, since the high voltage is applied to the word line to induce the strong 

inversion layer. Gate oxide formation is the heart of the split-gate flash memory 

technology. A sharp corner at the bottom edge of the FG encroaching under the AG in 

the vicinity of the gap region causes an increase in the leakage between the FG and the 

AG. 

 

C. Program Performance 

The auxiliary gate voltage (Vag,eff) effect on programming is shown in Fig. 2.18, 

where Vag,eff is defined as Vag – Vth. Vth,ag is the threshold voltage of the auxiliary 

transistor. The cell Vth after programming strongly depends on Vag. The enhanced hot 

electron injection of the cell is observed at a Vag slightly above the threshold voltage 

(1.2V) of the auxiliary transistor.   
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Fig. 2.18. Program characteristics [1.36]. 

 

Fig. 2.19. Program characteristics [1.36]. 
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The fast programming characteristics are obtained as shown in Fig. 2.19.  The cell 

is programmed to 5V in less than 1 µs with a drain voltage higher than 4 V. The 

program speed of the auxiliary gate cell is faster by more than one order of magnitude 

than that achievable in a same generation standard NOR Flash EEPROM cell. The 

programming current can be also reduced because of a low Vag during programming. As 

a result, high efficiency programming can be realized. 

 

VIII. CONCLUSIONS 

A scalable MLC virtual-ground NOR flash memory cell technology is developed, 

which has potential for continued scaling of fast-access NOR flash memory because of 

its contactless structure. However, the cell-to-cell interference caused by virtual-ground 

architecture makes it difficult to achieve MLC, the mechanisms of which can be 

explained by both the neighboring cell leakage and capacitive coupling models. An 

adequate GCR and compensation for cell-to-cell interference are required to enable 

further scaling of virtual-ground MLC FG flash memory. A high GCR of 0.6 is obtained 

using a novel bowl-shaped FG structure cell technology without sacrificing cell size. 

Increasing the GCR is important for reducing FG-to-FG coupling interference and 

achieving low voltage operation. A novel array segmented virtual-ground architecture 

with BL isolation between neighboring segments and two-step programming with the 

CHE injection threshold voltage compensation technique are proposed to reduce the 

number of neighboring cells that are programmed after programming a given cell, as well 

as the amount of Vth shift of the neighboring cells. Adoption of this programming 

approach realizes a reduction in the Vth shift caused by the FG-to-FG coupling 

interference to less than 25% in the BL direction, compared with conventional 

programming approaches, and the Vth shift is almost completely eliminated in the 

word-line direction without sacrificing program throughput. The proposed virtual-ground 

MLC FG cell, which is as small as 3F
2
/bit (F is the minimum feature size) is successfully 

implemented into a test chip. Good reliability, up to 10
5
 cycles, is also obtained. The 

proposed scalable MLC virtual-ground technology allows the CPU to execute a program 

directly without going through volatile memory, that leading to reduction in DRAM 

refresh power consumption. Thus, the technology is suitable for internet mobile 

applications that require execute-in-place performance and high density. 

The split-gate virtual-ground cell is also studied, which can enhance program speed 

with lower power consumption without sacrificing cell area, as compared with the case 
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of the above-mentioned single-gate virtual-ground cell. A technology that overcomes 

the issue in gap oxide formation, the single polysilicon split-gate cell, and which has 

been adopted in embedded applications will be described in Chapter 3.  
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I. INTRODUCTION 

The NAND flash memory market continues to show large and rapid growth with the 

increase in density of the data storage needed for smartphones, computers, cameras, 

music players, and other consumer products. Equally important is the embedded 

nonvolatile memory market, which is growing steadily with the increase in the 

micro-controller-unit market for industrial, automotive, and consumer applications [3.1] 

– [3.3].  

A large variety of different cell concepts for embedded nonvolatile memories can be 

found in the market depending on specific application requirements. However, most of 
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them use the NOR array configuration because of the requirements for fast programming 

and fast random-access read. The channel hot-electron (CHE) injection programming 

method is used for standard NOR (STD-NOR) flash memory, which can offer fast 

programming at the expense of high power consumption because of its low injection 

efficiency. On the other hand, the Fowler-Nordheim (FN) tunneling programming 

method can offer low power consumption with high injection efficiency, while its low 

tunneling current results in slow programming. To overcome these problems, the 

enhanced source-side channel hot-electron (SSHE) injection programming method was 

proposed [3.4], [3.5]. 

Many studies of split-gate flash memory using SSHE have been reported [3.5] – [3.14]. 

The split-gate flash memory is good candidate for embedded nonvolatile memories 

because of its advantages of fast programming and low power consumption. However, 

conventional split-gate memory cells require significant modification to the standard 

logic process because of their process complexity.  

Emerging memories using new materials, such as the ferroelectric random access 

memory (RAM), phase change memory, resistive RAM, and magnetic RAM [1.20] – 

[1.29], have been studied for next-generation embedded applications, because they can 

offer the performance of RAM with nonvolatility of read only memory (ROM). However, 

these new nonvolatile RAMs have not become the mainstream for embedded nonvolatile 

memories that require expensive special processing steps. 

This chapter describes a source-side injection single-polycrystalline-silicon 

(single-polysilicon) split-gate NOR (S4-NOR) flash memory technology, which can 

satisfy high performance and low power without using any special process. In Section II, 

the memory cell structure and process technology are described. In Section III, the 

memory cell operation concept is explained. In Section IV, the SSHE injection 

mechanism is studied. In Section V, the memory cell performance and reliability are 

evaluated. Finally, conclusions are given in Section VI. 

 

II. CELL STRUCTURE AND PROCESS TECHNOLOGY 

A schematic layout and cross-sectional views of the S4-NOR cell are shown in Fig. 3.1. 

For the S4-NOR cell, the access gate (AG) and the floating gate (FG) are patterned on a 

channel between its source (S) and drain (D) with a small gap length (Lgap) using 

conventional photolithography technology beyond the 100 nm generation. The FG is 

capacitively coupled to the n-well memory gate (MG) through the gate oxide film with a 
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capacitance of Cmg. Cmg is designed to achieve a gate coupling ratio (Rmg) of 0.7, where 

Rmg is defined as the ratio of Cmg to the total capacitance of the FG. This technology can 

improve the compatibility with a single-polysilicon CMOS logic process.  

 

 

Fig. 3.1.  Schematic layout and cross-sectional views of the S4-NOR cell [1.37]. 
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Fig. 3.2.  Conventional double-polysilicon split-gate structure [1.33]. 

 

 

The graded drain junction is formed by the implantation of phosphorus ions (dosage: 
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erase operation. This is because the program efficiency is mainly determined by Lgap and 

is not dependent on the junction profiles as will be discussed in Section IV.C. The AG and 

FG transistors have a gate length and a gate width of 0.18 m, a gate oxide thickness of 

10 nm, and Lgap = 55 nm, unless otherwise mentioned. 

Gap oxide formation is the heart of the split-gate flash memory cell technology. In the 

conventional split-gate structure shown in Fig. 3.2, the inter-poly-oxide, gap oxide, and 

AG oxide are formed simultaneously, after defining the FG. During these process steps, a 

sharp corner at the bottom edge of the AG encroaching under the FG in the vicinity of the 

gap region is formed [3.15].
 
These process issues cause the leakage between the FG and 

the AG in the split-gate flash memory, and studies of gap oxide technologies have been 

performed to prevent them [3.15] – [3.17].  

Figure 3.3 shows the key process steps for the S4-NOR cell. First, after gate 

oxidation, the polysilicon film is deposited and then patterned to form the AG and the FG 

using the photoresist (PR) mask (step 1). Next, after patterning the polysilicon film, 
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possible to reduce Lgap without suffering from the above-mentioned process issues in 
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conventional split-gate structures, because both the AG and the FG are patterned 

simultaneously.  

 

 

 

Fig. 3.3.  Key process steps for the gap oxide formation in the S4-NOR cell [1.37]. 
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III. OPERATION CONCEPT 

Figure 3.4 shows the operation concepts of program, erase, and read for the S4-NOR 

cell. Typical bias conditions (in volts) are shown in Table 3.1.  

 

 

 

Fig. 3.4.  Operation concepts of (a) program, (b) erase, and (c) read for the S4-NOR cell 

[1.37]. 

 

 

(a) PROGRAM

AG FG

MG 

S D

Vag  Vth,ag (HV)

Virtual Drain

GND Vcc

Sub

D

(b) ERASE

S

MG

AG FG

(GND)

HV

GND

GND

Sub

(c) READ

AG FG

MG

S D

(Vcc)

Virtual Source

1VGND

Vcc

Sub



49 

 

Table 3.1 

Typical Bias Conditions for Program, Erase, and Read Operations [1.37]. 

 

 

 

A. Program 

The main disadvantage of the CHE programming method is its low injection 

efficiency and consequently its high power consumption, as mentioned in Section I. The 

low injection efficiency of CHE is caused by an inherent incompatibility of having a 

high lateral field and a high vertical field, favorable for electron injection. Indeed, the 

lateral field increases with a decrease in the FG voltage (Vfg), while the vertical field 

increases with the increase in Vfg.  This issue can be solved by implementing an 

additional AG transistor, as will be studied in detail in Section IV. 

Figure 3.4(a) shows the concept of the SSHE injection programming [3.18] – [3.20]. 

The high voltage (HV) is applied to the MG on the drain side of the channel to obtain a 

high vertical field across the gate oxide between the FG and the substrate (Sub) while a 

supply voltage (Vcc = 5 V) is applied to the drain with the grounded source. Here, the 

channel of the FG transistor acts as an extension of the drain (virtual drain). On the 

other hand, the AG on the source side of the channel is biased under the conditions for 

enhancing the lateral field induced in the gap region. The maximum hot-electron 

generation can be obtained at an AG voltage (Vag) very close to the threshold voltage 

(Vth,ag) of the AG transistor independent of the vertical field. This approach can satisfy 

both the high hot-electron generation rate in the lateral direction and the high collection 

efficiency of injected electrons in the vertical direction. 

 

  

Mode Applied Voltages (V)

AG D MG S

PROGRAM 1.8 Vcc 11.5 0

ERASE 0 10.5 0 0

READ Vcc 1.0 Vcc 0
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B. Erase 

Erase is achieved by applying an HV to the graded drain junction with the grounded 

MG, AG, and source, and then extracting electrons from the FG to the drain through the 

gate-to-drain overlap region as shown in Fig. 3.4(b). In the case of STD-NOR, a 

complicated erase algorithm is required to eliminate the leakage caused by single bit 

overerase, which is not required for S4-NOR because of its no-overerase structure. 

Therefore, this approach can simplify the circuit organization as compared with the erase 

schemes used for STD-NOR [3.21] – [3.23]. Furthermore, since program and erase occur 

over different areas of the memory cell, the stresses of program and erase are spread over 

different regions, resulting in improved reliability, as will be evaluated in Section V.B. 

 

C. Read 

Read-out is achieved by applying Vcc to both the AG and the MG and a low voltage of 

1 V to the drain with the grounded source, as shown in Fig. 3.4(c). It is conducted from 

the drain side as well as program operation to simplify the read-path circuit organization. 

The read current is controlled completely within the FG channel, while the AG channel 

acts as an extension of the source (virtual source).  

When reading a particular erased memory cell, the memory cell threshold voltage 

(Vth,mg) may be increased by the hot-electron injection into the FG even with a low 

lateral field, and thus compromise the 10-year retention period required for non-volatile 

memory. This unwanted programming is referred to as soft write. The soft write during 

reading is one of the problems in achieving fast programming with a low drain voltage 

(Vd) in STD-NOR because both program and read operations only differ in applied 

voltage. However, for S4-NOR, the injection efficiency can be markedly suppressed 

during the read-out operation. This is because program efficiency is enhanced by the AG 

channel, while it merely acts as the extension of the source during read-out operation. 

 

IV. STUDY OF SOURCE-SIDE HOT ELECTRON INJECTION 

The injection efficiency of the source-side injection single-polysilicon split-gate 

transistor is evaluated. Then, its injection efficiency is compared with that of an NMOS 

transistor with a single arsenic ion implanted in the source/drain region. The 

dependences of injection efficiency on Vd and Lgap are also evaluated to verify the 

validity of the source-side injection model described in a previous study [3.18]. 
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A. Role of Access Gate Transistor 

To study the role of the AG transistor, the effects of Vag on the current injected into 

the gate on the drain side of channel (Iinj) and the drain current (Id) were measured on a 

split-gate transistor. Figure 3.5 shows Iinj, Id, and the injection efficiency (Iinj/Id) as a 

function of Vag at a gate voltage on the drain side of the channel (Vdg) of 8 V and Vd = 5 V. 

Id increases exponentially to approximately Vth,ag = 1.2 V and then results in saturation. 

Here, Vth,ag is defined as Vag when Id = 1 A at Vfg = 8 V. On the other hand, Iinj/Id 

decreases exponentially with an increase in Vag. As a result, the maximum Iinj = 600 pA is 

obtained at approximately Vag = Vth,ag with a low Id = 10 A, while Iinj is reduced by a 

factor of 600 at Vag = 5 V as compared with its maximum at approximately Vag = Vth,ag. 

This result indicates that SSHE injection can satisfy both high injection efficiency and 

high soft write immunity.  

 

 

 

Fig. 3.5.  Iinj, Id, and Iinj/Id at Vdg= 8 V and Vd = 5V as a function of Vag [1.37]. 
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B. Injection Efficiency 

To compare the injection efficiency between SSHE and CHE, the effects of 

single-gate voltage (Vg) on Iinj and Id were measured at Vd = 5 V on a single-gate 

transistor, as shown in Fig. 3.6, which is compared with the case of SSHE injection in a 

split-gate transistor (Fig. 3.4). The split-gate and single-gate transistors are fabricated 

with the same process technologies and have almost the same effective channel length 

and width under programming operation. The threshold voltage of the single gate 

transistor (Vth) is close to Vth,ag. In the CHE case, the maximum Iinj = 5 pA is obtained at 

approximately Vg = Vd – 1 V with a high Id = 1 mA, indicating a low injection efficiency. 

This is because both Vg and Vd are kept high as a compromise between the 

incompatibility of the high lateral field and the high vertical field, as discussed above.  

 

 

 

Fig. 3.6.  Comparison of Iinj and Id for the SSHE injection (Vdg = 8 V) and CHE injection, 

both measured at the same Vd = 5 V [1.37]. 
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It is clear that SSHE injection provides a gate current higher by two orders of 

magnitude than that in the case of CHE injection. At the same time, Id at the maximum 

Iinj in the SSHE case is also reduced by two orders of magnitude with respect to that in 

the CHE case. From these results, SSHE injection provides a higher injection efficiency 

by four orders of magnitude than CHE injection, similarly to previous studies [3.4]. 

 

C. Injection Mechanism 

The injection efficiency of CHE in a single-gate NMOS transistor is given by the 

following expression based on the lucky-electron model [3.24] – [3.31]: 

    

  
     ( 

  

    
)                                                                                                     

where ϕb is the effective barrier height for electrons at the Si/SiO2 interface (3.2 eV), q is 

the electron charge, λ is the hot-electron mean free path, and Em is the maximum lateral 

electric field at the drain end of the channel. In the case of the split-gate NMOS transistor, 

most of the source-to-drain voltage is applied to the gap region instead of in the velocity 

saturation region in a MOS transistor, as shown in previous studies [3.18], [3.32]. 

Therefore, Em can be empirically approximated by 

   
        

    
                                                                                                              

where Vdsat is Vd at which carrier velocity saturates and Vd - Vdsat corresponds to the 

voltage drop in the pinch-off region. In the case of CHE injection, Vdsat = Vg - Vth  2.8 V 

(Fig. 3.6), and it is strongly dependent on the effective channel length in previous studies 

[3.31]. [3.32].
 
However, in the case of SSHE injection, Vd - Vdsat can be approximated 

using Vd because of Vdsat = Vag - Vth,ag  Vd (Vag  Vth,ag), as studied in Section IV.A. As 

a result, Em in Eq. (3.2) can be rewritten as 

   
  

    
                                                                                                                        

By substituting Eq. (3.3) into Eq. (3.1), Iinj/Id is rewritten as 

    

  
     { (

   

  
) ( 

    

  
)}                                                                                        

This model indicates that the injection efficiency of SSHE is insensitive to the process 

parameters except Lgap, while the injection efficiency of CHE is strongly dependent on 

junction depth, gate oxide thickness, and substrate doping concentration as well as on 

effective channel length [3.24] – [3.28].  
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To verify the validity of the above-mentioned model, the injection efficiency at the 

maximum Iinj was measured at Vdg = 9 V and Vd = 5 V for different Lgap values, as 

shown in Fig. 3.7(a), and also at Vdg = 8 V for different Vd values on the split-gate 

transistor with Lgap = 55 nm, as shown in Fig. 3.7(b). 

The AG is biased under the condition for the maximum Iinj. Iinj/Id changes 

exponentially with Lgap and 1/Vd. The values of λ calculated from the slopes of Iinj/Id vs 

Lgap and Iinj/Id vs 1/Vd are 18 and 12 nm, respectively. These values are considered to be 

reasonable from the results of previous studies [3.29] – [3.31]. These results support the 

above-mentioned model for SSHE injection. 

From these discussions, it can be concluded that the S4-NOR cell can enhance the 

hot-electron injection efficiency and is also suitable for an embedded flash memory from 

the viewpoint of process control. 
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Fig. 3.7.  (a) Iinj/Id as a function of Lgap at Vdg = 9 V and Vd = 5 V and (b) Iinj/Id as a 

function of 1/Vd at Vdg = 8 V, where the AG is biased at the maximum Iinj [1.37]. 
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V. EVALUATION RESULTS  

A. Performance 

Program, erase, and read characteristic evaluations were conducted on typical single 

memory cells. 

 

1) Program 

Figure 3.8 shows the change in the memory cell threshold voltage (Vth,mg) as a 

function of program time at Vmg = 11.5 V and Vd = 5 V with Vag as the parameter, which 

was measured on ultraviolet (UV) erased cells. The memory cell threshold voltage 

(Vth,mg) is defined as the memory gate voltage (Vmg) when Id = 1 A at Vag = 5 V and Vd = 

1 V. Enhanced programming is observed at Vag between 1.6 and 2.0 V, which is close to 

Vth,ag as studied in Section IV.A. 

 

 

 

 

Fig. 3.8. Vth,mg as a function of program time at Vmg = 11.5 V and Vd = 5 V with Vag as 

the parameter [1.37]. 

 

 

0

1

2

3

4

5

6

7

10
-6

10
-5

10
-4

10
-3


V

th
,m

g
 (

V
)

Program Time (s)

V
ag

=1.6 V

2.0 V

2.4 V

1.2 V

3.0 V

V
mg

=11.5 V, V
d
=5 V



57 

 

 

 

Fig. 3.9.  Vth,mg as a function of program time at Vag = 1.8 V and Vd = 5 V with Vmg as the 

parameter [1.37]. 

 

 

 

 

 

Figure 3.9 shows Vth,mg as a function of program time at Vag = 1.8 V and Vd = 5 V with 

Vmg as the parameter. Fast programming less than 5 s is achieved with Vmg  11 V. Vth,mg 

increases exponentially with an increase in program time, and then begins to saturate at a 

program time above 10 s, because the FG channel enters the saturation regime at Vfg – 

Vth,fg < Vd. Here, Vth,fg is the threshold voltage of the FG transistor. Program speed is 

enhanced with an increase in Vmg up to 13 V. These results suggest that the enhanced 

lateral field can be maintained over a wide range of Vmg, which is important from the 

viewpoint of using this concept in a memory cell. 

2

3

4

5

6

7

8

9

10

10
-6

10
-5

10
-4

10
-3

V
th

,m
g
 (

V
)

Program Time (s)

V
mg

 =13.0V

12.0V
11.5V

11.0V

Program Level

V
ag

 =1.8 V, V
d
 = 5 V



58 

 

 

Fig. 3.10. Vth,mg as a function of program time at Vmg = 11.5 V and Vag = 1.8 V with 

Vd as the parameter [1.37]. 

 

 

 

Figure 3.10 shows Vth,mg as a function of program time at Vmg = 11.5 V and Vag = 1.8 V 

with Vd as the parameter. The S4-NOR cell can be programmed in less than 10 s with Vd 

≥ 4 V. Its Vd can be reduced by about 1 V as compared with that of the conventional CHE 

programming used for STD-NOR. 

2) Erase 

Figures 3.11 and 3.12 shows the effects of Rmg and Vd on erase performance. Erase 

speed is enhanced with an increase in Rmg as shown in Fig. 3.10(a). In this chapter, Rmg= 

0.7 is used from the viewpoint of program disturb immunity, as will be described in 

Section. V.C. Figure 3.10(b) shows Vth,mg as a function of erase time with Vd as the 

parameter, where the target Vth,mg of the erase level is 2 V.  The erase operation is 

completed in 100 ms with Vd = 10.5 V and the one-order-of-magnitude reduction in erase 

time can be achieved by increasing Vd by about 1 V. 
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Fig. 3.11. Vth,mg as a function of erase time at Vd = 10.5 V with Rmg as the 

parameter [1.37]. 

 

Fig. 3.12. Vth,mg as a function of erase time with Vd as the parameter for the 
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Fig. 3.13. Iread as a function of Vth,mg at Vmg = Vag =5 V and Vd = 1 V with Lgap as the 

parameter [1.37]. 

 

 

 

3) Read 
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Fig. 3.14. Soft write lifetime as a function of 1/Vd  [1.37]. 

 

 

 

Figure 3.14 shows soft write lifetime as a function of 1/Vd for a typical single cell.  

Soft write lifetime is defined as the DC stress time (tst) that induces a Vth,mg shift of 0.1 V.  

A 10-year lifetime, which is predicted by the extrapolation of the slope of soft write 
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cell can satisfy a higher soft write immunity than the STD-NOR cell [3.21] – [3.23], 

[3.33]. This is because of the large reduction in the lateral field in the gap region during 

read-out operation as discussed in Sections III.C and IV.A  
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Fig. 3.15. Single-memory-cell endurance characteristics for different Lgap values 

[1.37]. 

 

1) Endurance 

Figure 3.15 shows the single memory cell endurance characteristics for different Lgap 

values. Fixed program and erase pulses are applied without verifying the cell threshold 
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the charge trapped in the gap region. In real devices, intelligent algorithms as well as 

process optimization are used to prevent the Vth,mg window closing.  

2) Data retention 

Data retention evaluation was conducted         C after 1000 cycles of program and 

erase operations at room temperature under typical bias conditions shown in Table 3.1. 

Figure 3.16 shows the distribution of the minimum Vth,mg in each test chip with bake time 

as the parameter, where Lgap is 55 nm. Even after 1000 h of bake time, the decrease in 

mean Vth,mg is less than 100 mV. These results illustrate the good quality of the insulating 

layers inside the S4-NOR cell.  

 

 

 

Fig. 3.16. Distribution of the minimum Vth,mg in an each test chip for different 

bake times at 250 °C, which was measured after 1000 cycles of program and erase 

operations at room temperature [1.37]. 
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Fig. 3.17. Schematic description of program disturb effects on the different 

memory cells (Cell-A, Cell-B, and Cell-C) of a memory array [1.37]. 
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cells at room temperature after 100 cycles of program and erase operations. The good 

disturb immunity above 10 s is obtained for both the gate and drain bias stressing during 

programming as will be described below, which will be acceptable for actual device 

operation. 

1) Gate disturb effect 

Gate disturb occurs in the unselected memory cells (Cell-A and Cell-B in Fig. 3.17) 

connected to the same WL as the selected memory cell being programmed. During 

programming operation, the common WL is connected to a high Vmg.   

For the erased Cell-A, the high voltage applied across the gate oxide between the FG 

and the substrate may cause electron injection into the FG and leads to an increase in 

Vth,mg. Figure 3.18 shows Vth,mg as a function of the gate bias tst at Vmg =12V with Rmg as 

the parameter for Cell-A. Vth,mg increases with an increase in Rmg and Vth,mg is 

maintained below the erase-level voltage (2 V) under gate bias stressing for 10 s for Rmg  

0.75.  

 

 

Fig. 3.18. Vth,mg as a function of gate bias tst at Vmg =12V with Rmg as the parameter 

for Cell-A [1.37]. 
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Fig. 3.19. Vth,mg as a function of gate bias tst with Vmg as the parameter for Cell-B 

[1.37]. 
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Fig. 3.20. Iox as a function of Eox together with its FN plot of Jox/Eox
2
 as a function 

of 1/Eox [1.37]. 

 

 

where Vthst,mg is the change in Vth,mg by the gate-bias stressing, tst is the stress time, 

Vth0,mg is the Vth,mg before stressing, Vthuv,mg is the Vth,mg after UV erase, and tox is the 

gate oxide thickness (10 nm). Here, Rmg= 0.7 and Cmg = 0.58 fF.   

 

Figure 3.20 shows Iox as a function of Eox, which is obtained by substituting Vthst,mg = 

100 mV and tst for Vthst,mg = 100 mV into Eqs. (3.5) and (3.6). The FN plot of Jox/Eox
2
 vs 

1/Eox is also added in Fig. 3.20, where Jox is defined by Iox/Sfgsb and Sfgsb is the area of the 

gate oxide between the FG and the substrate. The FN plot shows a straight line with a 

slope of 2.8 × 10
8
 V/cm, which is in good agreement with the FN tunneling model [3.36]. 

This result indicates that the Vth,mg shift of Cell-A under gate-bias stressing is mainly 

caused by FN tunneling current without the effect of the leakage across the gap oxide.  
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2) Drain disturb effect 

Drain disturb occurs in the unselected memory cells in the programmed state (Cell-C 

in Fig. 3.17) that are on the same bit line as the selected memory cell being programmed. 

These memory cells will experience a high electric field between the FG and the drain. 

This may cause tunneling electrons from the FG to the drain and leads to a reduction in 

Vth,mg. Figure 3.21 shows Vth,mg as a function of the drain bias tst with Vd as the parameter. 

Under drain-bias stressing for 10 s, the Cell-C shows no change in Vth,mg at Vd = 5 V and 

can maintain Vth,mg above the program level (5 V) even at Vd = 6 V.  

 

 

 

 

 

Fig. 3.21. Program disturb characteristics under drain-bias stressing. Vth,mg as a 

function of drain bias tst with Vd as the parameter for Cell-C [1.37]. 
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VI. CONCLUSIONS 

A logic-process-compatible S4-NOR flash memory technology is developed. For the 

S4-NOR cell, the AG and FG are patterned simultaneously with Lgap = 55 nm on the 

channel between the source and the drain, and the FG is capacitively coupled to the 

n-well MG through the gate oxide. This cell technology can improve the compatibility 

with a single-polysilicon CMOS logic process. A fast programming time of 5 s is 

achieved with a low drain current of 10 A. Its injection efficiency is higher by four 

orders of magnitude than the injection efficiency of the STD-NOR cell and is insensitive 

to the process parameters except Lgap, which is suitable for embedded memories from the 

viewpoint of process control. It also offers low power consumption. High read current is 

obtained without suffering from soft write effects. In addition, good endurance, data 

retention, and good program disturb immunity are obtained without the effect of gap 

oxide leakage. Furthermore, due to the simple structure of the S4-NOR cell, it does not require 

any specialized process steps.  

The proposed S4-NOR flash memory is a promising candidate for next-generation 

embedded applications that require low power consumption and high performance 

without an increase in the cost of the logic chip. 
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I. INTRODUCTION 

Random access memory (RAM) is a high performance memory which has a less than 

100 ns high speed read/write, and an unlimited read/write cycling.  However, RAM 

needs a battery backup for data storage.  Read only memory (ROM) can store data for 

more than 10 years without battery backup.  However, a long write time and insufficient 

write endurance, less than 106 cycles, limit nonvolatile memory applications. The 

current system using RAM as main working memory and ROM as main storage 

memory, suffers from slow word-by-word serial data transfer between the DRAM and 

the storage ROM. Hence, to store data being processed in the event of sudden power 

failure, it must be continuously transferred from the DRAM chip to the ROM chip, 

leading to an increase in communication power and latency. 

Universal memories such as ferro-electric RAM, phase change memory, resistive 
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RAM, and magnetic RAM [1.20] – [1.26] have been studied for a long time for next 

generation applications, since they offer the performance of RAM with the nonvolatility 

of ROM. However, these new memories have not been implemented into high-density 

stand-alone applications, because they require more time to improve yield in the mass 

production of memory devices using the new material.  

Recently, many studies on nonvolatile SRAM (NV-SRAM) [1.27] – [1.29], which 

combines SRAM with the new material nonvolatile memory devices, have been reported 

for early mass production. NV-SRAM works as SRAM in normal operation, the data in 

which can be stored to nonvolatile memory even during power down. However, 

NV-SRAM requires a very large cell size because of the complicated cell structure of 

SRAM, which is not suitable for high-density applications.  

Studies on hybrid main memory [4.1] – [4.4], which combines DRAM with the new 

material nonvolatile memory, also have been reported for reducing power of low-power 

and high-performance mobile applications. 

This chapter describes a nonvolatile DRAM (NV-DRAM) cell, which combines 

DRAM with the floating-gate metal-oxide-semiconductor field-effect transistor 

(FG-MOSFFT) without using any new materials [4.5] – [4.10]. The chip data can be 

simultaneously backed up to FG-MOSFFT by using the high efficient FN tunneling 

mechanism without readout from DRAM. These technologies are successfully 

implemented into a 1 Mbit test chip. In Section II, NV-DRAM cell structure with a 

merged FG-MOSFET and its key process technologies are illustrated together with a 1 

Mbit chip photograph. In Section III, principles of operations are studied. In Section IV, 

store characteristics are measured for single cells, which are compared with the 

simulation results. In Section V, endurance and data retention of FG-MOSFFT are 

evaluated at high temperature in addition to soft-write immunity of FG-MOSFET 

during DRAM operation at room temperature. In Section VI, scalable NV-DRAM cell 

is discussed. Finally, conclusions are summarized in Section VII. 

 

II. CELL STRUCTURE AND PROCESS TECHNOLOGY 

The cell structure of FG-MOSFET NV-DRAM is shown in Fig. 4.1.  The cell 

consists of three transistors (T1, T2, MT) and a storage capacitor with a capacitance of Cs.  

T1 is the select transistor and its drain (D) and gate (SG) are connected to the bit-line and 

the word-line, respectively.  T2 is the recall transistor.  MT is the stacked gate memory 

transistor (MT), which has the FG with tunnel oxide (TO) on the source (S).  DRAM 

data is stored on the gate (MG) of MT, which is connected to the substrate through the 
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memory contact (MC) between the SG and the recall gate (RG).  The DRAM storage 

capacitor is formed between the MG and the capacitor gate (CG) over the ROM element. 

 

 

 

Fig. 4.1.  Cross-sectional view of the FG-MOSFET NV-DRAM cell [1.38]. 
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Key process steps for the FG-MOSFET NV-DRAM cell are shown in Fig. 4.2.  First, 

the source regions (S) are formed and then the TO is formed on it after the first gate 

oxidation. The first level polycrystalline silicon (polysilicon) (poly-1) with poly-oxide/ 

LPCVD-nitride/LPCVD-oxide stacked film on its surface is deposited and patterned to 

form the cell gates (SG, RG, FG), followed by the lightly doped drain implantation (Fig. 

4.2(a)).  The peripheral high voltage transistor gates are also formed by the poly-1 with 

the first gate oxide.  Next, an LPCVD-nitride film is deposited and anisotropically 

etched back stopping on the underlying LPCVD-oxide to form nitride spacers on the 

side-wall of the cell gates (Fig. 4.2(b)).  Then the top LPCVD-oxide on the poly-1 is 

removed.  After reoxidation and removal of oxide on the memory contact (MC), the 

second level polysilicon (poly-2) is deposited and patterned to form the memory gate 

(MG) (Fig. 4.2(c)).  Next the oxide/nitride/oxide (ONO) stacked film is formed on the 

poly-2 by poly-oxidation, LPCVD-nitride deposition, and the subsequent second gate 

oxidation.  The tungsten silicide on polysilicon (polycide) was then deposited and 

patterned to form the capacitor gate (CG) (Fig. 4.2(d)). The peripheral high-speed 

transistor gates are also formed by the tungsten polycide with the second gate oxide. 

A twin-well triple polysilicon (double polysilicon and single polycide) and double 

metal CMOS process based on 0.8 µm design rules has been developed for 1 Mbit 

NV-DRAM.  A total of 24 masks is used to build the 1 Mbit NV-DRAM.  The key 

process features are shown in Table 4.1. The first gate oxide thickness of 35 nm is used 

for memory cell and high voltage transistors and the second gate oxide thickness of 17 nm 

is used for peripheral high-speed transistors.  The TO of approximately 8 nm is grown in 

a vertical and load-locked type furnace, followed by post-oxidation annealing at high 

temperature.  The capacitive equivalent oxide thickness of the interpoly oxide/nitride 

(ON) film between poly-1 and poly-2 and the interpoly oxide/nitride/oxide (ONO) film 

between poly-2 and poly-3 are 20 nm and 14 nm, respectively.    

By utilizing the above cell structure and process technologies, a 30.94 µm2 cell with 

Cs = 50 fF has been successfully implemented into the 1 Mbit NV-DRAM with a chip 

size of 85.91 mm2.  A photograph of the 1 Mbit NV-DRAM chip is shown in Fig. 4.3 
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Fig. 4.2.  Key process steps for FG-MOSFET NV-DRAM cell [1.38]. 
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Table 4.1 

Key Process Technology for 1 Mbit NV-DRAM [1.38]. 

 

 

 

 

 

 

Fig. 4.3.  Chip photograph of 1 Mbit NV-DRAM [1.38]. 

 

 

Process

0.8µm Twin Well CMOS

Double Layers of Polysilicon

Single Layer of Polycide

Double Layers of Metal

Field Oxide 600 nm

Minimum Gate Length Nch

Pch

0.8 µm

0.9 µm

1st Gate Oxide 35 nm

2nd Gate Oxide 17 nm

Tunnel Oxide 8 nm

Interpoly Dielectric

(Effective Oxide Thickness)

Poly1-Poly2

Poly2-Poly3

20 nm

14 nm

Cell Size 9.1 3.4 = 30.94 µm2

Chip Size 13.55 6.34 = 85.91 mm2
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III. PRINCIPLES OF OPERATION 

A timing diagram for DRAM-mode, STORE-mode (data transfer from DRAM to 

FG-MOSFET), and RECALL-mode (data transfer from FG-MOSFET to DRAM)) 

operations are shown in Fig. 4.4. 

In order to gain insight into a store operation, a capacitive equivalent circuit, shown in 

Fig. 4.5, is used.  C12 is the poly-1/poly-2 coupling capacitance, Cg1 is the poly-1 gate 

capacitance, Cf1 is the poly-1/field capacitance, Cs1 is the poly1/source overlap 

capacitance, C23 is the poly-2/poly-3 coupling capacitance, Cg2 is the poly-2 gate 

capacitance, Cf2 is the poly-2/field capacitance, Cs2 is the poly-2/source overlap 

capacitance, Csg2 is the poly-2/select-gate line capacitance and Crg2 is the 

poly-2/recall-gate line capacitance.   

 

 

 

Fig. 4.4.  Timing diagram of DRAM-mode, STORE-mode, and RECALL-mode 

operations for FG-MOSFET NV-DRAM [1.38]. 

tdram tp

tw

te

DRAM “1” DRAM “0”

D

SG

RG

S

CG

DRAM “1”

DRAM STORE RECALL

Vr



80 

 

 

Fig. 4.5.  Capacitive equivalent circuit of the FG-MOSFET NV-DRAM cell [1.38]. 
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where C1t is the total capacitance on the poly-1 FG, and C2t is the total capacitance on 

the poly-2 MG.  Vdram is the drain potential in DRAM write mode, which is Vcc for 

DRAM data state of "1" and 0 for DRAM data state of "0", respectively.  C1t and C2t are 

given by 

C1t = C12+Cg1+Cs1+Cf1, 

C2t = C12+C23+Cg2+Cs2+Cf2+Crg2+Csg2. 

 

B. Store Mode 

The FG-MOSFET is written or erased by tunneling current through the TO.  The 

tunneling current density (Jtun) is approximated by the well-known Fowler-Nordheim 

(FN) equation.   
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)                                                                                            

where Eox is the electric field in the TO, and A and B are constants.  The tunneling 

parameters A and B are calculated from the tunnel I-V characteristics. 
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for the write operation, and 

                                                                                 

for the erase operation. The TO field Eox is given by 

     
|   |

   
                                                                                                                    

where Vox is the voltage drop across the TO and Tox is its thickness.  

In a write operation (Fig. 4.6(a)), a programming pulse Vp is applied to the CG, 

grounding the S, SG and RG. The Vox is enhanced by the positive charge on the MG and 

reduced by the initial negative charge on the FG according to   

|   |              (      
   

   
)                                                                 

 

 

 

 

Fig. 4.6.  Store operation concept:  (a) Write cycle for erased cell, (b) Erase cycle for 

written cell [1.38]. 
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In an erase operation (Fig. 4.6(b)), a programming pulse Vp is applied to the S, 

grounding the CG, SG and RG.  The Vox is enhanced by the initial negative charge on 

the FG and reduced by the positive charge on the MG according to 

|   |              (      
   

   
)                                                               

where 

            
       

             
  

               
               

             
  

             
    

    
  

Kw and Ke denote the fraction of the programming voltage Vp that appears across the TO.  

Rcc is the poly-1/poly-2 capacitive coupling ratio.   

The rate of charge injection into the FG due to the tunneling current is given by 

    

  
       |    |                                                                                                          

where t is the time, Atun is the TO area. Stored charge on the FG shifts the FG-MOSFET 

Vth according to the relation. 

               
   

   
                                                                                                     

where Vthi (1.5V) is the FG-MOSFET Vth for an electrically neutral FG. From the 

above-mentioned model, the FG-MOSFET is written or erased depending on whether 

the DRAM data state is “1” or “0”, respectively, after a store operation.  When the data 

states in the DRAM and FG-MOSFET are equal prior to a store operation, then the 

FG-MOSFET is inhibited from being written or erased.  In addition, the DRAM data is 

not disturbed even after a store operation, since the two transistors T1 and T2 are turned 

off during the store operation.   

The FG-MOSFET NV-DRAM cell enables on-chip generation of high voltage Vp 

from an external single 5 V power supply because of the very small current dissipation 

during a store operation.   

 

C) Recall Mode 

The new recall operation concept is shown in Fig. 4.7. The recall operation is 

performed by applying a recall pulse Vr to the RG, grounding the SG, CG and S after 

DRAM write of data state "1".  After a recall operation, the MG potential corresponds to 

the FG-MOSFET Vth.  As a result, depending on whether the FG-MOSFET Vth state is 
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"high" or "low", the DRAM data state becomes "1" or "0", respectively.  The dc current 

path from the drain is blocked by the T1. 

 

 

 

 

 

 

Fig. 4.7.  Recall operation concept: (a) low Vth state, (b) high Vth state [1.38]. 
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IV. STORE CHARACTERISTICS 

The write and erase characteristics in a store operation are evaluated.  In the write 

operation, as shown in Fig. 4.8, the FG-MOSFET is written to the high Vth state in the 

DRAM data state of "1", even though the FG-MOSFET is inhibited from being 

programmed in the DRAM data state of "0".  On the other hand, in the erase operation, as 

shown in Fig. 4.9, the FG-MOSFET is erased to the low Vth state in the DRAM data state 

of "0", even though the FG-MOSFET is inhibited from being erased in the DRAM data 

state of "1".  The measured data shows good agreement with the calculated data using 

the above-mentioned store model.  

As a result, an acceptable Vth window of approximately 4 V is obtained with a Vp of 

13.5 V as shown in Fig. 4.10.  The state of the DRAM is stored in the FG-MOSFET in 

less than 10 ms with a Vp of 13.5 V as shown in Fig. 4.11.  The Vth window after a store 

operation is determined by the total amount of stored charge on the MG during the store 

operation.  Figure 4.12 shows the Vth window after a store operation as a function of 

DRAM data storage time (tdram) with storage temperature as a parameter.  No Vth shift is 

observed after tdram of 100 ms even at 85 °C, which is sufficient for data transfer from 

DRAM to FG-MOSFET in the event of power failure. 

 

Fig. 4.8.  FG-MOSFET Vth after a write operation as a function of program voltage Vp. 

The symbols represent the measured data and lines represent the simulation result 

[1.38]. 
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Fig. 4.9.  FG-MOSFET Vth after an erase operation as a function of program voltage Vp. 

The symbols represent the measured data and lines represent the simulation result 

[1.38]. 

 

Fig. 4.10. FG-MOSFET Vth after a store operation as a function of program 

voltage (Vp). The symbols represent the measured data and lines represent the 

simulation result [1.38]. 
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Fig. 4.11. FG-MOSFET Vth after a store operation as a function of program time 

(tp). The symbols represent the measured data and lines represent the simulation result. 

 

 

Fig. 4.12. FG-MOSFET Vth window after a store operation as a function of 

DRAM storage time (tdram) [1.38]. 
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V. RELIABILITY OF FG-MOSFET 

Evaluation of store endurance, data retention and soft-write immunity are evaluated 

on single cell. 

 

The intrinsic store endurance is demonstrated to be greater than 10
7
 cycles at 85°C for 

a single cell, as shown in Fig. 4.13.  Even after 10
6
 store cycles at 85 °C, the closure of 

the Vth window of FG-MOSFET is less than 0.5 V.   

High-temperature bake is performed after 10
5
 store cycles for written cells with 

negative charge on the FG.  Figure 4.14 shows the mean value of data retention time 

(tret) for an FG-MOSFET Vth decrease of 0.5 V as a function of storage temperature 

(Tstorage) for written cells. The tret, which has an activation energy of 1.47 eV, is predicted 

to be greater than 10 years at 150 °C.   

In DRAM write operation the positive drain voltage (Vdram) applied to the MG creates 

an electric field across the TO, which causes the Vth increase of an erased cell.  Figure 

4.15 shows the soft-write lifetime for an FG-MOSFET Vth increase of 50 mV as a 

function of the drain stress voltage.  The soft-write lifetime is estimated to exceed 100 

years under the DRAM write operations with the maximum Vdram = 5.5 V at 85 °C. 

 

 

 

Fig. 4.13. Store endurance for a single cell [1.38]. 
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Fig. 4.14. FG-MOSFET data retention time (tret) for a Vth decrease of 300 and 500 

mV as a function of storage temperature (Tstorage) for written cells [1.38]. 

 

 

 

Fig. 4.15. Soft-write lifetime for a Vth increase of 50 mV as a function of the drain 

stress voltage (Vdram) for an erased cell [1.38]. 
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VI. SCALABLE MEMORY CELL 

A scalable NV-DRAM cell is proposed for further reduction of cell size as shown in Fig. 

4.16.  

 

A. Cell Structure 

Figure 4.16(a) shows a cross-sectional view of the scalable NV-DRAM cell. The cell 

consists of two transistors (T1 and MT) and a storage capacitor. The MT is merged in 

serial between the switching transistor (T1) and the DRAM storage node (N1). T1 is the 

select transistor and its drain and gate are connected to the bit-line and the word-line, 

respectively. The gate of T1 is formed by first and second level polysilicon gate 

electrodes (SG1 and SG2) that are connected through a contact every 32 cells. MT is the 

stacked gate memory transistor, which has the FG with TO on its channel. This scalable 

cell technology can eliminate the T2 and MC from the 3 transistor NV-DRAM (3T 

NV-DRAM) cell shown in Fig. 4.1, and does not need high voltage transistor. 

Furthermore, the stacked gates (FG and MG) are formed in a self-aligned manner. 

Therefore, the scalable two transistor NV-DRAM (2T NV-DRAM) cell is expected to 

be reduced to less than half compared with 3T NV-DRAM cell.  

 

 

Fig. 4.16. Scalable NV-DRAM cell structure: (a) schematic cross-sectional view, 

and (b) equivalent circuit. 
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Fig. 4.17. Store operation concept: (a) write cycle for erased cell (negative 

charge in the FG), and (b) erase cycle for written cell.  

 

 

B. Operation Concept 
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other hand, in an erase operation, a programming pulse Vp is applied to the MG, 

grounding the SG and CG.  The Vox is reduced by the positive charge on the N1. The 

FG-MOSFET Vth can be erased to high-Vth by the injection of electrons from the N1 to 

the FG in the DRAM state of “0”, while it is inhibited from being erased in the DRAM 

state of “1”. As a result, the state of FG-MOSFET becomes “low-Vth” or “high-Vth” 

depending on the DRAM state of “1” or “0”. 

 

VII. CONCLUSIONS 

A 3T NV-DRAM cell combining a DRAM cell with an FG-MOSFET was developed, 

which stores all the data in its FG in the event of sudden power failure and recall the 

data to DRAM quickly at the time of power-on. The store operation is completed in less 

than 10 ms with small power consumption by FN tunneling of electrons across the gate 

oxide between the DRAM storage-node and the FG. The single cell shows excellent 

reliability such as store endurance greater than 10
7
 cycles at 85 °C and data retention in 

excess of 10 years under high storage temperature of 150 °C. The FG-MOSFET 

NV-DRAM cell is successfully demonstrated on a 1 Mbit test chip. These technologies 

allow the CPU to store the data being processed in the event of a sudden power failure, 

thus overcoming the main drawbacks of silicon MOSFET-based volatile memories  

Furthermore, a scalable 2T NV-DRAM cell, for which an FG-MOSFET is merged in 

serial between a switching transistor and a storage capacitor, is discussed for 

high-density working memory applications.  
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I. INTRODUCTION 

 

In mobile phones, information such as time, battery level and antenna sensitivity is 

often continuously displayed in black/white monochrome on a part of the screen area. 

Recently, with the remarkable progress in wireless broadband network infrastructure, 

strong demand for low power consumption and high image quality display in the whole 

screen area is growing even for still images. This is especially true in stand-by mode. 

Ultra-low-power and high-quality still image display in addition to the normal display 

on the same screen will be required for future mobile information devices such as 
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smartphones and e-books. However, each pixel, which consists of a switching thin film 

transistor (TFT) in series with a storage capacitor and stores its image information 

[1.39] as storage charge on the capacitor, requires refresh every 60 Hz even for still 

image display similarly to moving image display because of the TFT off-state leakage. 

Several groups have described the integration of a digital static memory and a liquid 

crystal AC driver into a standard pixel using a switching transistor and a storage 

capacitor [5.1] – [5.4]. This technology is a good approach for achieving low power 

consumption since the SRAM in the pixel can maintain the pixel voltage (Vpix) without 

refreshing. However, due to its complex structure, such SRAM-based pixel technology 

is not suitable for high-resolution displays with a high transmissive aperture ratio. 

A self-refreshing pixel memory with inverter circuit technology has been reported to 

solve these issues in SRAM-based pixel technology [5.5] – [5.10], and can refresh all 

pixels simultaneously by inverting the polarity of Vpix. The driving frequency of the 

source line (SL) is reduced to 1/Ngate [Ngate: the number of gate lines (GLs)], which 

results in a remarkable reduction in the panel power consumption as shown in Fig. 5.1. 

In addition, the aperture ratio of panels using this technology is increased due to its 

simple pixel structure compared with a digital static pixel memory technology.  

 

 

 

Fig. 5.1. Self-refreshing scheme with inverter circuit [1.39]. 
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However, the above approaches require the use of area ratio gray-scale techniques to 

increase the color depth for high image quality. These techniques require the multiple 

sub-pixels for each RGB in a pixel, which results in a decrease of the aperture ratio [5.1] 

– [5.4].  

Recently a multi-level pixel memory that uses an analog voltage gray-scale technique 

in order to increase the number of the gray-scale levels with high transmissive aperture 

ratio has been reported [5.5] – [5.10]. 

This chapter describes a novel pixel memory with a voltage loss compensation (VLC) 

circuit for an ultra-low power thin film transistor liquid crystal display (TFT-LCD), 

which enables an increase in color depth with a high transmissive aperture ratio by 

using the analog voltage gray-scale technique. The technology was successfully 

implemented into a 3.17 inch high transmissive aperture ratio (> 39%) HVGA 

transflective panel using a 1.5 m process technology. The proposed panel has two 

display modes; a full-color normal mode and a low-power-consumption multi-color 

mode (memory-mode), both integrated into one display. The driving power 

consumption for the proposed transflective panel and the quality of the still image 

display are evaluated in both memory and normal modes.  

 

II. PIXEL STRUCTURE 

 

The proposed pixel structure with integrated VLC memory is shown in Fig. 5.2. The 

pixel has a memory select transistor (T2) and a VLC memory merged into a standard 

pixel. A standard pixel consists of a switching transistor (T1) and a storage capacitor 

with a capacitance of Cs = 200 fF. The gate and the source of T2 are connected to the 

boost line (BST line) and the source line (SL), respectively. The VLC memory consists 

of a memory transistor (MT), sensing transistor (T3) and one boost capacitor with a 

small capacitance of Cbst. The gate of MT is connected to the pixel electrode through T3 

and is capacitively coupled to the BST line. The gate of T3 is connected to the reference 

voltage line (REF line). In memory mode, the memory select transistor is active and the 

SL is connected to the pixel electrode through the MT.  In normal mode, the memory 

select transistor turns off and the source line is disconnected from the VLC memory. 

The multi-level VLC memory has a refresh diode (RD) in addition to the single-level 

VLC memory.  
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                   (a)                                  (b) 

 

Fig. 5.2.  LCD pixel structure with integrated VLC memory [1.35]. (a) Single-level 

pixel memory. (b) Multi-level pixel memory. 

 

 

 

 

 

III. REFRESHING SCHEME 

 

As shown in Fig. 5.3, the proposed VLC refreshing is achieved by sensing and 

compensating all the pixels simultaneously without the polarity inversion driving. The 

refresh rate is kept at 60Hz for flicker free operation, which also improves immunity 

against environmental disturbances such as temperature and illumination. The power 

consumed by charging and discharging the storage capacitor is significantly reduced by 

compensating the Vpix with a very small voltage loss (less than 50 mV).  The proposed 

VLC refreshing scheme is suitable for low-power-consumption and high resolution 

TFT-LCD. 
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(a) 

 
(b) 

Fig. 5.3.  Comparison between (a) the conventional refreshing scheme (both refresh and 

polarity inversion are performed simultaneously) and (b) the proposed VLC refreshing 

scheme [1.39]. 
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Figure 5.4 shows the sense scheme and timing chart for the single-level VLC 

memory. If Vpix > Vref,eff = Vref − Vth3, T3 turns off and the gate-node of MT (N2) is 

boosted by applying a high voltage to the BST line (Vbst). Here, Vref is the voltage 

applied to the gate of the sensing transistor and Vth3 is the threshold of the sensing 

transistor. As a result, the pixel electrode (N1) is connected to the SL and Vpix = Vsl,high 

(= 5 V). On the other hand, if Vpix < Vref,eff, T3 turns on and the N2 is not boosted by the 

high voltage on the BST line because of the very small capacitance coupling ratio of 

Cbst / Cs (< 0.05). As a result, the SL is electrically isolated from the N1 and Vpix 

approaches gradually to Vsl,low (= 0) due to the leakage of T1 and T2 in long refresh 

intervals. 
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Fig. 5.4.  Sense scheme and timing chart for the single-level VLC memory [1.39]. 
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threshold voltage for the RD, respectively. However, if Vpix is between Vref,eff and Vsl1f 

(refresh-level), the N2 is boosted and the RD is forward biased. As a result, the pixel is 

refreshed only when Vpix is refresh-level. Multi-level sensing self-refresh operations are 

performed sequentially by increasing the reference voltages (Vref1, Vref2 and Vref3) and 

refresh voltages (Vsl1, Vsl2 and Vsl3), level by level in a stepping manner.  

 

 

 

Fig. 5.5. Sense Scheme and timing chart for the multi-level VLC memory 

[1.39]. 
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IV. POLARITY INVERSION SCHEME 

Figure 5.6 shows the timing chart of the internal polarity inversion for the VLC 

memory. First, in the sampling period, the pixel voltage is sampled by applying Vbst = 

10 V and then the sampling voltage is stored to the N2 by applying Vref = 0. Next, in the 

reset period, all pixel electrodes are reset to Vsl,high = 5 V by applying the high voltage to 

the GL. Then, in the inversion period, if the sampling voltage (Vn2) is higher than the 

threshold voltage of MT (Vthm), Vpix is set to Vsl,low = 0.  And, if Vn2 is lower than Vthm, 

Vpix is maintained at 5 V. 

The single-level sense refreshing is performed followed by the internal polarity 

inversion using the VLC memory. And, on the other hand, the multi-level sense 

refreshing is performed followed by the external inversion. 

 

 

(a)                                 (b) 

Fig. 5.6. (a) Timing chart of the internal polarity inversion for the single-level VLC 

memory [1.39]. (b) Internal polarity inversion scheme [1.39]. 
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V. DUAL-MODE LCD PANEL 

 

  Architecture  A.

The proposed dual-mode display panel has two display modes, “normal mode” and 

“memory mode” in a single display panel. In normal mode, the panel specification is 

identical to a standard transmissive display. In memory mode, the panel can display still 

images with ultra-low-power consumption. The schematic block diagram of the 

proposed panel is shown in Fig. 5.7. A memory select transistor and a VLC memory are 

incorporated into each sub-pixel. A memory control circuit is added to drive the two 

common lines, BST line and REF line in addition to the gate driver and source driver.  

 

 

 

Fig. 5.7. The schematic block diagram of the proposed panel [1.39]. 
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Table 5.1 shows the features of the advanced transflective panels with VLC memory in 

each pixel. A 3.17 inch HVGA panel (182 ppi pixel pitch) has been developed by using a 

standard double metal and low temperature polysilicon process based on 1.5 m design 

rules. The sub-pixel circuit with a 4 gray-scale memory (64 colors) is formed under the 

small reflective electrode in the panel, which results in transmissive aperture ratio higher 

than 39 %.  

 

 Performance and Power Consumption B.

The driving power consumption was measured for different polarity inversion rates as 

shown in Fig. 5.8. The power consumption of VLC refreshing without polarity 

inversion is as low as 173 W at a refresh rate of 60 Hz, and is almost independent of 

the number of gray-scale levels.  

 

 

 Table 5.1 

Specifications of Advanced Dual-Mode LCD Panel [1.39]. 

 

    

 

  

Item Specification

Liquid Crystal Mode Transflective

Display Size 3.17 inch

Number of Sub-Pixels 320 × RGB × 480 (HVGA)

Pixel Pitch 139.5 µm (182 ppi)

Transmissive Aperture Ratio 40% (Single-Level Sense) 

39% (Multi-Level Sense)

Process Technology 1.5 µm L/S & 2 metal layers

Number of Memory 1-bit Per Sub-Pixel 

Number of Gray-Scale Levels 4 levels Each RGB (64 colors) 
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Fig. 5.8. Effect of refresh rate on the driving power consumption for a standard 

pixel, a pixel with integrated inverter circuit and a pixel with integrated VLC 

memory [1.39].  
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consumption was also evaluated as shown in Fig. 5.9. The total driving power 

consumption for the VLC refreshing method shows little dependence on the pixel 

resolutions and is significantly reduced compared with the internal inversion method at 
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discharging the pixel. The VLC refreshing method is thus suitable for low-power and 

high-resolution applications. 
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The multi-color and full-color still image displays are demonstrated for both 

memory-mode and normal-mode as shown in Fig. 5.10. VLC refreshing at high 

frequency (60 Hz) successfully suppresses flicker and maintains very good color quality 

throughout a long data retention period even with brightness of 250 cd/cm
2
. The display 

image quality is improved by increasing the number of gray-scale levels from 2 to 4 and 

is further improved by using random dithering. This high quality, 64-color image is 

acceptable for whole-screen continuous still image display. In addition, the quality of 

the full-color image is as good as the standard transmissive LCD due to its high 

transmissive aperture ratio.  

It is expected that the number of gray-scale levels can be further increased without 

sacrificing the transmissive aperture ratio for the multi-sense level VLC refreshing pixel 

memory by tightening the Vth distribution of the sensing transistor and optimizing LCD 

materials. 

 

 

 

Fig. 5.9. The effect of panel resolution on driving power consumption [1.39]. 

 

0

500

1000

1500

2000

2500

3000

QVGA HVGA VGA SVGA XGA

2.2 3.2 4.4 5.5 7.0

VLC Memory in Pixel
(60Hz Refresh and 0.1Hz Inversion)

Inverter Circuit in Pixel
(60Hz Refresh and Inversion)

Resolution

(Pixel Number)

D
ri
v
in
g
 P
o
w
er
 C
o
n
su
m
p
ti
o
n
 (
μ
W
)

Resolution and Panel Size

(320×240) (320×480) (640×480) (800×600) (1024×768)

Panel Size (inch)



105 

 

 

 

Fig. 5.10. Still image view displays in memory-mode [(a) 8-color and (b) 

64-color] and (c) normal-mode [1.39]. 
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VI. GRAY-SCALE LEVELS 

The effect of threshold voltage deviation on the maximum number of gray-scale 

levels was studied. Figure 5.11 shows the relation between the distribution of Vpix before 

and after refreshing and the distribution of sense-level voltage. The voltage width 

(ΔVgray-scale) between the neighboring gray-scale levels is given by 

                                                                                                                      

                                loss ma      th                                                                                                        

where Vpix,n is the pixel voltage corresponding to the n-th gray-scale level. Vloss,max is the 

maximum Vpix loss by the leakage through T1 and T2, and ΔVth3 is the threshold voltage 

deviation of T3. Here, Vloss,max is given by 

 loss ma   
              

  
                                                                                               

where Ileak,max is the maximum leakage through TFT, and tret is retention time. 

Figure 5.12 shows the number of gray-scale levels (Ngray-scale) as a function of ΔVth3. 

From these results, 8 levels multi-level-pixel (512 colors) is expected to be achieved 

with approximately ΔVth3 = 120 mV, which is achievable with current low temperature 

TFT process technologies.   

 

 

 

Fig. 5.11. Relation of the distribution of Vpix before and after refreshing and the 

distribution of sense-level voltages (Vsen,n) corresponding to n-th gray-scale level. 
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Fig. 5.12. Ngray-scale and ΔVgray-scale as a function of ΔVth3. 

 

 

VII. CONCLUSIONS 

A novel VLC memory in pixel has been developed for an advanced dual-mode LCD, 

which can display a still image with ultra-low power consumption in addition to normal 

display. The number of gray-scale levels for a single subpixel can be increased using an 

analog voltage gray-scale technique.  

The new pixel with a VLC memory is integrated under a small reflective electrode in 

a high transmissive aperture ratio (39%) 3.17 inch transflective HVGA TFT-LCD (320 × 

RGB × 480 subpixels) by using a standard low-temperature-polysilicon process based 

on 1.5 m rules. No additional process steps are required. The VLC memory in each 

pixel enables simultaneous refresh with a very small change in pixel voltage, resulting in 

a two-orders-of-magnitude reduction in panel power for 64-color image (4 levels per 1 

bit memory) display. The measured panel power, as small as 210 W, is smaller more 

than one order of magnitude than the system power in standby mode (~ 5 mW). 

The advanced transflective TFT-LCD with VLC memory can display high-quality 

multi-color images anytime and anywhere, due to its low-power-consumption and good 

outdoor readability. It also offers high transmittance for indoor applications. This 

technology will increase in importance as a display for future mobile information 

devices such as electronic books and personal navigation systems.  
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I. INTRODUCTION 

Oxide semiconductors such as indium-gallium-zinc-oxide (IGZO) are expected to be 

used as channel layers of metal-oxide-semiconductor thin film transistors (MOSTFTs) in 

next-generation flat-panel displays owing to their good performance and uniformity 

[1.32], [6.1] – [6.3]. Several applications, such as active-matrix liquid-crystal displays, 

active-matrix organic light-emitting-diode displays, and electronic paper displays, have 

been demonstrated using IGZO MOSTFTs as driving and switching devices [6.4] – [6.7].  

Some studies of the off-state leakage current characteristics have been reported for 
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IGZO MOSTFTs [6.8] – [6.12]. The band gap of IGZO (3.0 – 3.2 eV) is wider than that 

of Si (1.1 eV) [6.8], [6.9]. The off-state leakage current of IGZO MOSTFTs caused by 

thermally excited electrons is expected to be reduced by about 30 orders of magnitude in 

principle as compared with that of Si-based MOSTFTs because the off-state leakage is 

proportional to exp (-Eg / kBT) under a strong inversion condition [6.9]. Here, Eg is the 

band gap and kB is Boltzmann’s constant. The ultra-low-leakage of 5 × 10
-23

 A/m has 

been obtained at 85 C for a MOSTFT with a crystalline IGZO semiconductor channel, 

which is larger than the expected value [6.10], [6.11]. The Fermi-level pinning effect due 

to the donor-type valence band deep states is explained in a previous paper as one of the 

reasons why the leakage value is larger than the expected value [6.12]. An IGZO 

MOSTFT with an ultra-low off-state leakage current has been successfully implemented 

in an ultra-low-power-consumption still-image display using a low-frequency driving 

scheme and a scan driver on glass [6.13], [6.14].  

Recently, a study of a three-dimensional (3D) oxide semiconductor memory with an 

embedded IGZO MOSTFT on a Si chip as a nonvolatile switch device has been reported 

[6.11]. A memory transistor is fabricated on a bulk-Si substrate to read information. This 

3D oxide semiconductor memory shows unlimited write cycles similarly to a DRAM and 

can store data without refreshing similarly to a nonvolatile memory. These characteristics 

are very attractive for its use as a next-generation low-power memory. The integration of 

the oxide semiconductor memory using an IGZO MOSTFT as a nonvolatile switch with 

pixel and peripheral circuits on a single panel is very attractive for system-on-panel 

(SoP) applications that can offer additional functionalities including design freedom and 

power saving. However, IGZO MOSTFT shows a larger threshold voltage shift by bias 

stressing than bulk-Si transistors due to its low-temperature process. As a result, the 

effects of threshold variation on the increase in power consumption and endurance 

degradation become serious issues. 

This chapter describes a floating-gate MOSTFT oxide semiconductor (FLOTOS) 

memory that consists of wide-band-gap IGZO MOSTFTs and a storage capacitor. In 

Section II, the process technology is described. In Section III, the cell structure of the 

FLOTOS is described. In Section IV, the principle of operation is explained. In Section 

V, the cell performance is discussed using simulation results and verified 

experimentally. In Section VI, long-term reliability is discussed. In Section VII, the 

performance of the IGZO MOSTFT as a nonvolatile switch is evaluated. Finally, the 

conclusions of this work are presented in Section VIII. 
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II. IGZO MOSTFT 

A. Device Structure 

Figure 6.1 shows a schematic cross-sectional view of a bottom-gate-type IGZO 

MOSTFT. First, a stacked Ti/Al-Si/Ti film is deposited on a glass substrate and 

patterned to form the gate electrode. Next, a gate dielectric stack with an effective oxide 

thickness of 300 nm is deposited by plasma-enhanced chemical vapor deposition. Then, 

an IGZO layer (50 nm thick) is deposited using a conventional DC sputtering system 

with an Ar and O2 gas mixture. The IGZO layers are patterned by a wet etching process. 

The stacked Ti/Al-Si/Ti film is directly deposited on the IGZO body and patterned to 

form the source and drain electrodes. The oxide dielectric (150 nm thick) was deposited 

on the metal interconnection as a passivation film. Finally, the fabricated MOSTFT was 

annealed at 350 ºC in ambient N2.  

The n-type conducting IGZO films are grown on the glass substrate using the 

above-mentioned processes. The IGZO film is a wide band-gap semiconductor that has 

a relatively high concentration of free electrons in its conduction band. These arise 

either from defects in the material or from extrinsic dopants, the impurity levels of 

which lie near the conduction band edge. A good ohmic contact can be obtained 

between the source/drain electrode and the IGZO channel region, because the electron 

affinity of IGZO is approximately 4.6 eV, which is higher than the work function of the 

source/drain metal material (~ 3.96 eV). The IGZO MOSTFT does not need 

source/drain junction required for Si MOSTFT, resulting in low temperature process. 

 

 

 

Fig. 6.1.  Cross-sectional view of IGZO MOSTFT [1.40]. 
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Fig. 6.2.  Schematic description of IGZO MOSTFT operating in accumulation. 

 

 

B. Basic Operation 

As shown in Fig. 6.2, the IGZO MOSTFT is turned on by applying a positive voltage 

to the gate in order to form an accumulation layer on its channel. This operation differs 

from that of Si MOSTFT, which is turned on by formation of an inversion layer on its 

channel.  

 

III. MEMORY CELL STRUCTURE  

Figure 6.3 shows an equivalent circuit of the proposed FLOTOS memory cell 

together with a conventional nondestructive readout DRAM cell. The FLOTOS memory 

cell can be fabricated using the above-mentioned standard IGZO MOSTFT process 

without any additional process or mask steps. 

The proposed FLOTOS memory cell consists of a memory transistor (MT) to read 

information nondestructively, a write select transistor (T1), a read select transistor (T2), 

and a storage capacitor with a capacitance of Cs = 150 fF. One side terminal of the 

storage capacitor is connected to the gate (MG) of MT, while the other side terminal is 

connected to a ground (Vss) line. The drain (D) of MT is connected to MG through T1 

and is also connected to a power supply (Vdd =10V) line through T2. Here, the Vss and 

Vdd lines are formed by the source/drain electrodes shown in Fig. 6.1. The source (S) of 
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MT is connected to a sense-amplifier through a bit line (BL). The T1 and T2 gates are 

connected to write-select lines (WSELs) and read-select lines (RSELs), respectively. 

The BLs are arranged perpendicular to the WSELs and RSELs. The read and write 

operations are carried out using these three control lines. 

 

 

 

Fig. 6.3.  Equivalent circuit of (a) proposed FLOTOS memory cell, and (b) conventional 

nondestructive readout DRAM cell [1.40]. 
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IV. PRINCIPLE OF CELL OPERATION  

Figure 6.4 shows the operation concept of the precharge-assisted threshold 

compensation (PAC) writing technique for a FLOTOS memory cell. First, a high 

voltage is applied to the RSEL and WSEL to precharge a storage capacitor with the Vdd 

power supply through T1 and T2, as shown in Fig. 6.4(a). The source of MT is biased to 

5 V to reduce the precharge current. The precharge operation is conducted on all cells 

simultaneously to reduce the power dissipation by the precharge current. Next, the write 

voltage (Vbit,write) is applied to the source, and then the drain of the MT is subsequently 

disconnected from Vdd by applying a negative voltage to the RSEL, as shown in Fig. 

6.4(b). As a result, the gate potential (Vg) of the MT is reduced closely to the voltage 

higher than Vbit,write by its threshold voltage (Vth) by the discharge current from the gate 

to the source of the MT. The PAC technique is proposed to reduce the voltage swing of 

the BLs being driven at a high frequency without the influence of the power dissipation 

caused by the precharge current. Reducing the voltage swing of the BL is an effective 

way to save power dissipation in write cycles because the driving power increases with 

the square of the swing of driving voltage.   

 

 

 

Fig. 6.4.  Operation principle of precharge-assisted threshold compensation writing: (a) 

precharge and (b) discharge in write mode [1.40]. 
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Figure 6.5 shows the equivalent circuit of a 4 bit FLOTOS memory array. The 

operating conditions of the hold, read, and write modes are shown in Table 6.1 for the 

memory array shown in Fig. 6.5. In the hold mode to maintain the charges stored on a 

storage capacitor, a negative voltage of -5 V is applied to all WSELs to turn off T1. In 

the read mode, the drain of MT is connected to Vdd with 20 V on the selected RSEL1 and 

the BLs are grounded. A negative gate voltage of -5V is also applied to the unselected 

RSEL2. In the write mode, the precharge operation is carried out and the discharge 

operation is subsequently achieved by applying 0 V to BL1 for the off-state cell (1,1) 

and 5 V to BL2 for the on-state cell (1,2).  

 

 

 

Fig. 6.5.  Equivalent circuit of 4-bit memory array [1.40]. 
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Table 6.1 

Operating Conditions for the Memory Array Shown in Fig. 6.5 [1.40]. 

 

    

 

V. CELL PERFORMANCE 

The write speed, read current, and compensation voltage were simulated with a simple 

model, and the validity of the results was then verified experimentally. 

 

A. Simulation results 

The memory cell is written using a discharge current from the gate to the source of MT 

through its channel. The discharge current (Iwrite1) to the source of MT in the initial strong 

accumulation region is calculated using 

         (                 )
 
                                                  

where K is a transfer conductance parameter. Vth is defined as the intercept with the 

gate-to-source voltage axis of the extrapolation of the linear part in the square root of the 

source current as a function of the gate-to-source voltage. I0 is a fitting parameter that 

depends on the leakage current at Vg – Vbit,write = Vth. On the other hand, the discharge 

current (Iwrite2) to the source in the weak accumulation region is calculated using 

             (
                 

      
)                                                 

where S is a fitting parameter that depends on the subthreshold swing. The discharge 

current (Iwrite) in all regions from weak to strong accumulation is described by  

       (
 

       
 

 

       
)
  

                                                                                       

Mode
Applied Voltages (V)

WSEL1 WSEL2 RSEL1 RSEL2 BL1 BL2

Hold -5 -5 -5 -5 0 0

Read -5 -5 20 -5 0 0

Write
Precharge

20 20 20 20 5 5

-5 -5 20 20 5 5

Discharge 20 -5 -5 -5 0 5
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Fig. 6.6.  Discharge current (Iwrite) as a function of gate-to-source voltage (Vgs) of MT. 

The symbols represent the measured data and the lines represent the curve fitting to Eq. 

(6.3) [1.40].  

 

 

The gate-to-source voltage Vgs dependence of Iwrite obtained from Eq. (6.3) shows good 

fitting to the measured data for a single MOSTFT, as shown in Fig. 6.6.  The discharge 

time (tw) dependence of Vgs (=Vg – Vbit,write) is given by 

                   
 

  
∫                                                                          

  

 

  

Figure 6.7 shows the simulation results of the tw dependence of the Vgs values of MTs in 

the on and off states, which are obtained using Eq. (6.4). The Vgs values of MTs in the on 

and off states decrease with an increase in tw and become very close to Vth in 1 s. The 

read current of MT in the on-state (strong accumulation region) is given by 

               
 (  

             

          
)

 

                                                                 

where Vg,write is the compensation voltage defined as Vgs when tw is 1 s in Eq. (6.4). On 

the other hand, the read current Ioff of MT in the off state (weak accumulation region) is 
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given by 

          ( 
             

      
)                                                                                    

The differences (Vg,write – Vth) between Vg,write and Vth are 80 and 210 mV for the 

typical MTs in the on and off states, respectively, as shown in Fig. 6.7. The high Ion of 7.2 

A was obtained with a low Ioff of 99 nA by substituting the Vg,write obtained using Eq. 

(6.4) into Eqs. (6.5) and (6.6). Since the deviation of Vg,write – Vth is very small compared 

with Vbit,write in Eq. (6.5), a tight Ion distribution is obtained. On the other hand, a change in 

Vg,write – Vth causes an exponential change in Ioff in Eq. (6.6). The deviation of Ioff 

becomes larger than that of Ion.  

 

 

 

Fig. 6.7.  Simulation results of discharge time (tw) dependence of gate-to-source voltage 

(Vgs) of MT [1.40]. 
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B. Experimental results 

The effect of Vth compensation on the distribution of Ion and Ioff after a write 

operation with tw = 1 s was evaluated on the FLOTOS memory cells as shown in Fig. 

6.8. A mean value of Ion as high as 7.1 A is obtained with a standard deviation as small 

as 7.0% for the proposed cell, while a mean value of Ion as low as 0.74 A with a 

standard deviation as large as 76% is obtained for the conventional cell (Fig. 6.3(b)). 

The proposed cell using the threshold compensation write technique can increase the 

mean value of Ion by about one order of magnitude and reduces the relative standard 

deviation by about one order of magnitude. From these results the mean threshold 

voltage is estimated to be as high as 3.5V. On the other hand, Ioff increases by using the 

compensation write technique. However, the mean value of Ioff is as low as 54 nA with a 

standard deviation of 22%, and is acceptable for readout.  

 

 
Fig. 6.8.  Measured read current (Iread) distribution after write operation under bias 

conditions shown in Table 6.1 for on and off state cells, where discharge time is 1 s 

[1.40]. 
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The FLOTOS can satisfy a high Ion > 5.7 A with an overdrive voltage as low as 5 V 

on BL and a read current window Ion/Ioff = 50, which are sufficient for reading out the data 

stored in a memory cell. In addition, the effect of the variation in Vth on the read current 

window degradation can be compensated for after every write operation by the PAC 

technique, which makes it possible to realize an infinite number of write endurance cycles 

at a low BL voltage of 5 V.   

 

VI. RELIABILITY 

A number of low-field (< 3 MV/cm) gate-bias stressing studies have been conducted 

on IGZO MOSTFTs. These studies indicated that positive gate-bias stressing produces a 

positive Vth shift with little changes in the mobility and subthreshold slope [6.15] – [6.27]. 

However, negative gate-bias stressing results in a negligible change in Vth in the dark 

[6.15]. The positive bias stress-induced Vth shift of MT becomes a serious issue for a 

continuous and long-term reading operation because the Vth shift cannot be compensated 

for. In this section, the saturation value of the Vth shift of MT was predicted under the read 

stress conditions shown in Table 6.1. In addition, the Vth shift effects on cell performance 

and power consumption were also studied. 

 

A. Prediction of Vth shift 

The DC stress time (tst) dependence of the stress-induced Vth shift (Vth,st) was 

evaluated under different gate-bias stress conditions with a drain voltage of 10 V (type A) 

and without the drain bias (type B), as shown in Fig. 6.9, where the gate-bias stress 

voltages (Vg,st) were Vth,init + 5 V and Vth,init + 10 V. Here, Vth,init is the threshold voltage of 

MT before bias stressing. The stress conditions of the type A with a drain voltage and 

type B without a drain voltage correspond to those of cells (1,2) and (2,2) in the memory 

array shown in Fig. 6.5, respectively. The larger amount of Vth shift is observed with a 

higher Vg,st under the type B stress conditions. However, no apparent effect of Vg,st on the 

Vth shift was observed under the type A stress conditions. The largest Vth shift is observed 

with Vth,init + 10 V under the type B stressing. The Joule heating generated by the 

bias-current stressing effect on the enhancement of the Vth shift is not observed under the 

type A stressing [6.16]. The Vth shift was reduced by applying the drain bias. These 

results suggest that the amount of Vth shift is mainly determined by the effective positive 

electrical fields across the gate dielectric.  
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Fig. 6.9.  DC stress time (tst) dependence of Vth shift (Vth,st) under different gate-bias 

stress conditions with drain voltages (Vd,st) of 10 V (type A) and 0 V (type B), where gate 

voltages (Vg,st) are Vth,init +5 V and Vth,init + 10 V [1.40]. 

 

Figure 6.10 shows the DC stress time dependence of the normalized transfer 

conductance parameter (Kst / Kinit), where Kinit and Kst are the transfer conductance 

parameters before and after gate-bias stressing. Little change in Kst / Kinit was observed 

for all stress bias conditions. These results suggest that no new interfacial traps were 

created during the gate-bias stressing with and without the drain bias. 

Empirically, the stress-induced Vth shift, attributed to the trapping of charges in the 

existing traps without the creation of additional traps, can be predicted by fitting the 

well-known stretched-exponential function to the measured data [6.17] – [6.19], [6.21], 

[6.26] – [6.29]. The stretched-exponential model is described by 

                  {１    [ (
   

 
)
 

]}                                                               

where ΔVthmax,st [1.40]is the saturation value of the Vth shift,  is the characteristic trapping 

time of carriers, and  is the stretched-exponential exponent.
 
In addition, the ΔVthmax,st 

dependence on the effective gate-bias stress voltage (Vg,st – Vth,init) is given by 

           (              )
 
                                                                                    

where  is a parameter associated with the interface qualities [6.17], [6.28]. 
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Fig. 6.10. DC stress time (tst) dependence of normalized transfer conductance 

(Kst/Kinit) under different gate-bias stress conditions with drain voltages (Vdst) of 10 V 

(type A) and 0 V (type B), where gate voltages (Vg,st) are Vth,init +5 V and Vth,init +10 V 

[1.40]. 

 

 

The proposed PAC technique can keep the effective gate-bias stress voltage as low as 

5 V for all the on-state cells, which is a good approach to reducing the Vth shift as well as 

for low-power operation.  

The stretched-exponential fitting curve showed good agreement with the measured 

data under type B stressing with different Vg,st values as shown in Fig. 6.11. The 

parameter values are listed in Table 6.2, which are similar to the stretch-exponential 

fitting parameters investigated in the previous paper [6.12] – [6.14], [6.20], [6.21]. The 

saturation values of the Vth shift are 2.2 and 3.5 V for Vg,st = Vth,init + 5 V and Vg,st = Vth,init 

+ 10 V, respectively, with the same  and . The saturation value of the stress-induced Vth 

shift is predicted to be as low as 2.2 V with Vg,st = Vth,init + 5 V under the type B stressing 

for a FLOTOS, which is the worst stress condition because the effective gate-bias stress 

voltage is kept as low as 5 V by the proposed PAC technique. 
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Fig. 6.11. DC stress time (tst) dependence of Vth shift (ΔVth,st) for different Vg,st 

values. The symbols represent measured data and the lines represent the curve fitted to Eq. 

(6.7) with the parameters shown in Table 6.2 [1.36]. 

 

 

 

Table 6.2 

Fitting Parameter Values for Stretched Exponential Model for Different 

Gate-Bias Stress Voltages Vth,init + 5 V and Vth,init +10 V [1.40]. 
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B. Effect of Vth shift on cell performance 

The on-state read currents before and after gate-bias stressing are given by 

              (              )
 
                                                                                    

                                    
                                                                     

where Ion,init and Ion,st are the on-state read currents before and after the gate-bias stressing, 

respectively. From Eqs. (6.9) and (6.10), the normalized on-state read current (Ion,st / 

Ion,init) is given by 

      

        
 

   

     
(  

       

              
)

 

                                                                        

The increase in Vg,st causes an increase in Vth,st from Eqs. (6.7) and (6.8), while it reduces 

the effect of Vth,st on the degradation of Ion,st / Ion,init in Eq. (6.11). Figure 6.12 shows the 

DC stress time dependence of the normalized Ion under the type B stressing. The largest 

degradation of the normalized Ion was observed with a lower Vg,st = 5 V under the type B 

stressing. This result suggests that the effect of Vg,st on the degradation of Ion is larger than 

the increase in Vth,st with an increase in Vg,st in Eq. (6.11). By substituting Eq. (6.7) into 

Eq. (6.11), the normalized Ion,st can be rewritten as the following equation, assuming 

Kst/Kinit = 1: 

      

        
  {  
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From the results of the fitting to Eq. (6.12), as shown in Fig. 6.12, the lifetime for the 

read operation with Vg,st = Vth,init + 5 V under the type B stressing (worst condition) is 

estimated to be 13.8 h. Here, the lifetime is defined as the DC gate-bias stress time when 

the normalized Ion,st reaches 0.5. This lifetime is acceptable for battery-powered wireless 

mobile terminal applications such as smartphones because it is possible to compensate for 

the Vth shift each time the battery is charged.  

 

C. Effect of Vth shift on power dissipation 

In the proposed PAC write scheme, all the operating voltages except Vdd are not 

affected by the Vth variation. In addition, there is only one cycle of BL driving with a high 

Vdd for writing all cells in a memory array. The increase in Vdd caused by the 

stress-induced Vth shift is about 2.2 V, indicating little impact of the Vth shift on power 

consumption. 

 



125 

 

 

 

Fig. 6.12. DC stress time (tw) dependence of normalized read current (Ion,st/Ion,init) 

for different gate voltages (Vg,st) under type B stressing. The symbols represent the 

measured data and the lines represent the calculation results using Eq. (6.12) [1.35]. 

 

VII. DATA RETENTION CHARACTERISTICS 

The bias stressing during the read operation causes a charge gain for the selected 

memory cell (1,1) in the off state whose drain is connected to Vdd and the charge loss for 

the unselected memory cell (2,2) in the on-state whose drain is grounded, as shown in Fig. 

6.5. The data retention characteristics were evaluated under the worst bias-stress 

condition of read operation at 60 C after 10
9
 cycles of write operation.  

Figures 6.13(a) and 6.13(b) show the equivalent circuit of the test device used to 

evaluate data retention together with the bias conditions for the charge gain in the 

off-state cell and the charge loss in the on-state cell, respectively. First, a write operation 

is carried out with Vg= Vth,init and Vg = Vth,init + 5 V for the off and on state memory cells, 

respectively. Then, the data on a storage capacitor is stored under the bias conditions 

shown in Fig. 6.13.  
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Fig. 6.13. Equivalent circuit for test device with bias conditions for data retention. 

(a) Charge gain in off-state cell. (b) Charge loss in on-state cell [1.40].  

 

 

Next, the first measurement of the transfer curve was conducted after 10 h of data 

retention and the second measurement of the transfer curve was subsequently conducted 

after refreshing by rewriting the initial data. Little change in the transfer characteristics 

was obtained between the first and second measurements for the on-state and off-state 

memory cells, as shown in Fig. 6.14.  

The change in threshold voltage (Vth,ret) between the first and second measurements 

of the transfer curves is less than + 184 mV for the on-state cell and - 70 mV for the 

off-state cell. The stress-induced Vth shift of MT during data retention is subtracted from 

Vth,ret by subtracting the threshold voltage after refreshing from that after data retention.  

The average leak current (Ileak,ret) can be calculated using 

            

        

    
                                                                                                   

where tret is the retention time (10 h). From Eq. (6.13), Ileak,ret is estimated to be 2.8 × 10
-20 

A/m at 60 C for the on-state cell, while the Ileak,ret of the low-temperature 

polycrystalline silicon MOSTFT is higher than 0.5 pA/m [6.30]. The amount of refresh 

power in the IGZO-based FLOTOS is expected to be reduced by more than 7 orders of 

magnitude compared with that in the Si-based memory. The FLOTOS does not need a 

refresh circuit for battery-powered wireless mobile terminal applications such as 

smartphones because the retention time of 10 h at 60 C corresponds to the maximum 

usage time on a single battery charge. 
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Fig. 6.14. Transfer characteristics after 10 h data retention (first measurement) 

and after refreshing (second measurement) for charge loss in on-state cell and charge gain 

in off-state cell [1.40]. 

 

 

VIII. CONCLUSIONS 

A FLOTOS memory, that consists of wide-band-gap IGZO MOSTFTs and a storage 

capacitor, has been developed. The FLOTOS is fabricated using a standard IGZO 

MOSTFT process without any additional process or mask steps. The proposed 

precharge-assisted PAC technique makes it possible to realize an infinite number of write 

cycles and a low-power write operation with a low bit-line voltage of 5 V. Furthermore, 

excellent data retention longer than 10 h is obtained at 60 C even under the worst 
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magnitude than that of polycrystalline silicon MOSTFTs. The off-state leakage current of 

the IGZO MOSTFT is expected to be further reduced to 3 × 10
-24

 A/μm at 60 C from a 

previous study [6.9]. The FLOTOS has possibility to store charge on a storage capacitor 

(Cs = 150fF) for 10 years without refreshing similarly to a nonvolatile memory. It is 

expected that FLOTOS will become a vital technology to meet the demands for ever 

thinner and more lightweight mobile devices.  
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CHAPTER 7    

Conclusions 
 

 

As described in Chapter 1, with the dynamic growth in wireless broadband 

networking infrastructure, the processing speeds and memory densities of mobile 

applications are rapidly increasing and this results in an increase in the power 

consumption of the system and liquid crystal display (LCD) panel. Furthermore, battery 

capacity is severely restricted by the demands for ever thinner and more lightweight 

mobile devices. This thesis has proposed and described various types of semiconductor 

memory devices and discussed their basic operation and design concepts, in order to 

address the issues caused by drawbacks in current volatile memories composed of 

silicon metal-oxide-semiconductor field-effect transistors (MOSFET). 

 

Chapter 2 described a scalable multi-level-cell (MLC) virtual-ground flash memory 

cell technology that has potential for continued scaling of fast-access NOR flash memory. 

The virtual-ground cell is suitable for high-density nonvolatile storage applications 

because of its contactless structure. However, the cell-to-cell interference caused by the 

virtual-ground architecture makes it difficult to achieve MLC, the mechanisms of which 

can be explained by both the neighboring cell leakage and capacitive coupling models. 

An adequate gate coupling ratio and compensation for cell-to-cell interference are 

maintained to enable further scaling of virtual-ground MLC flash memory. A high gate 

coupling ratio of 0.6 is obtained using a novel bowl-shaped floating-gate structure cell 

technology without sacrificing cell size. Increasing the gate coupling ratio is important 

for reducing cell-to-cell interference and achieving low voltage operation. A novel array 

segmented virtual-ground architecture with bit-line isolation between neighboring 

segments and two-step programming utilizing a channel hot electron injection threshold 

voltage (Vth) compensation technique were proposed to reduce the number of 

neighboring cells that need to be programmed after programming a given cell, as well as 

to reduce the Vth shift of the neighboring cells. Adoption of this programming approach 

realizes a reduction in the Vth shift caused by the floating-gate-to-floating-gate coupling 

interference to less than 25% in the bit-line direction, compared to that with conventional 
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programming approaches, and the Vth shift is almost completely eliminated in the 

word-line direction without sacrificing program throughput. The proposed virtual-ground 

MLC floating-gate cell, which is as small as 3F
2
/bit (F is the minimum feature size) was 

successfully implemented into a test chip. Good reliability is also obtained up to 10
5
 

cycles. The proposed scalable MLC virtual-ground technology allows the CPU to 

execute a program directly without going through volatile memory, that leading to 

reduction in DRAM refresh power consumption. Thus, the technology is suitable for 

internet mobile applications that require faster execute-in-place performance and higher 

density.  

 

Chapter 3 described a source-side injection single-polysilicon split-gate NOR 

(S4-NOR) flash memory cell compatible with a CMOS logic process. For the proposed cell, 

two gates are patterned simultaneously with a small gap length on the channel between 

the source and drain by using conventional photolithography technology beyond the 100 

nm generation, and the floating-gate is capacitively coupled to the n-well memory gate 

through the gate oxide. This cell technology enables improved compatibility with 

CMOS logic processes. Fast programming, 5 s, is achieved with a low, 10 A, drain 

current. Injection efficiency is higher by four orders of magnitude as compared with that 

of the standard NOR cell and is insensitive to process parameters except the gap length in 

the split-gate transistor, the mechanism of which was clarified by the modified 

lucky-electron model. The proposed cell is suitable for embedded memories from the 

process control viewpoint and it also offers low power consumption. A high read current 

is obtained without suffering from soft-write effects. In addition, good endurance, long 

data retention and good program disturb immunity are also obtained without gap oxide 

leakage effect. Furthermore, due to the simple structure of the S4-NOR cell, it does not require 

any specialized process steps. Thus, the proposed S4-NOR flash memory is a promising 

candidate for next-generation embedded applications that require low power consumption and 

high performance without an increase in the cost of the logic chip.  

 

Chapter 4 described a nonvolatile DRAM cell combining a DRAM cell with a 

floating-gate MOSFET, which stores all the data in its floating-gate in the event of 

sudden power failure and recalls the data to DRAM quickly at power-up. The store 

operation is completed in less than 10 ms with low power consumption by utilizing 

Fowler-Nordheim tunneling of electrons across the gate oxide between the DRAM 

storage-node and the floating-gate. The single cell shows excellent reliability such as 
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store endurance greater than 10
7
 cycles at 85 °C and data retention in excess of 10 years 

under high, 150 °C, storage temperature. This floating-gate based nonvolatile DRAM 

cell was successfully demonstrated on a 1 Mbit test chip. A scalable nonvolatile DRAM 

cell, in which a floating-gate MOSFET is merged in serial between a switching 

transistor and a storage capacitor, was discussed for further reduction of cell area using 

the same store concept as the above-mentioned store scheme. These technologies allow 

the CPU to store the data being processed in the event of a sudden power failure, thus 

overcoming the main drawbacks of silicon MOSFET-based volatile memories. 

 

Chapter 5 described a novel voltage-loss-compensation (VLC) memory in pixel that 

was developed for an advanced dual-mode LCDs, and which can display still image 

using an ultra-low-power-consumption memory mode in addition to the normal display 

mode. The number of gray-scale levels can be increased for a single subpixel using an 

analog voltage gray-scale technique. The new pixel with VLC memory is integrated 

under a small reflective electrode in a high transmissive aperture ratio (39%) 3.17 inch 

transflective HVGA (320 × RGB × 480 subpixels) panel by using a standard 

low-temperature-polysilicon process based on 1.5 m rule. No additional process steps 

are required. The VLC circuit in each pixel enables simultaneous refresh with a very 

small change in pixel voltage, resulting in a two-orders-of-magnitude reduction in panel 

power for a 64-color image (4 levels per 1 bit memory) display. The measured panel 

power is as small as 210 W and is smaller by about one order of magnitude than the 

system power in standby mode (~ 5 mW). The advanced transflective thin film transistor 

(TFT) LCD using the newly proposed pixel with VLC can display high-quality 

multi-color images anytime and anywhere, due to its low-power-consumption and good 

outdoor readability. It also offers high transmittance for indoor applications. This 

technology will become increasingly important in displays for future mobile information 

devices such as e-books and personal navigation systems.  

 

Chapter 6 describes a floating gate MOSTFT oxide semiconductor (FLOTOS) 

memory that consists of wide-band-gap indium-gallium-zinc oxide (IGZO) MOSTFTs 

and a storage capacitor. The FLOTOS is fabricated using a standard IGZO MOSTFT 

process without any additional process or mask steps. The proposed precharge-assisted 

PAC technique makes it possible to realize an infinite number of write cycles and a 

low-power write operation with a low bit-line voltage of 5 V. Furthermore, excellent data 

retention longer than 10 h is obtained at 60 C even under the worst bias-stress conditions. 
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This is due to the ultra-low off-state leakage (2.8 × 10
-20

 A/m) of the IGZO MOSTFTs, 

which is estimated to be smaller by more than 7 orders of magnitude than that of 

polycrystalline silicon MOSTFTs. The off-state leakage current of the IGZO MOSTFT is 

expected to be further reduced to 3×10
-24

 A/m at 60 C from a previous study. The oxide 

semiconductor memory has possibility to store charge on a storage capacitor for 10 years 

without refreshing similarly to a nonvolatile memory. It is expected that FLOTOS will 

become a vital technology to meet the demands for ever thinner and more lightweight mobile 

devices.  

 

Finally, in conclusion, Chapters 2 – 4 described the development of nonvolatile 

memory technologies that were developed to allow the CPU to execute a large volume 

instructions directly without going through volatile memory and to back up the data 

being processed without chip-to-chip communication, which leads to reduced dynamic 

power during standby and reduced latency. Chapter 5 described a refresh rate reduction 

technique based on the charge-loss-compensate memory that was developed to enable 

long-time continuous still-images to be displayed without sacrificing battery life. 

Chapter 6 described an oxide semiconductor memory that can be fabricated at low 

temperature, was developed to offer an infinite number of read/write operations 

combined with an ultra-low-power consumption. These research results contribute to 

both the creation of new functionality and a reduction in power consumption for mobile 

applications. 

 

Power consumption is becoming the limiting factor for the functionality of 

ultra-low-power mobile devices and reducing standby power is the key challenge for 

further power reduction. The oxide semiconductor memory has the potential to 

eliminate the static and dynamic power consumption caused by the inherent leakage of 

silicon MOSFET, because the band-gap of oxide semiconductor films is as large as the 

effective barrier height for electrons at the Si/SiO2 interface. The quasi-nonvolatile 

system combining an oxide semiconductor memory with power gating techniques in a 

fine manner is the most promising approach to realizing next-generation 

ultra-low-power wearable devices that integrates all circuit elements on a common 

plastic substrate. 
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