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Abstract

Behavior of solutions of nonlinear partial differential equations is delicately in-
fluenced by the nonlinear terms. Such phenomenon is of interest in the theory of
partial differential equations, in the context of mathematical modeling, as well
as in the area of mathematical physics. In this paper, particularly interested in
the effect of a compactly supported coefficient added on the nonlinear terms, we
study the behavior of positive solutions to porous medium equation with localized
reaction, and semilinear elliptic equation with localized nonlinearity.

The first half mainly deals with the critical exponents concerning the large-
time behavior of positive solutions to porous medium equation with localized
reaction in multi-dimensional space. We concluded our results with two main
theorems – the two-dimensional case and the higher dimensional case. Especially
for the latter one, namely, when the space dimension is not less than three, we
clarified the relationship between the behavior of nonnegative solutions and the
exponents contained by the diffusion and reaction terms of the equation. In
addition, for further discussion of the support of blow-up solutions, a property
concerning the support of solutions is also proved.

In the second half, to continue to study the effect of the localized nonlin-
earity on the behavior of solutions to partial differential equations, we studied
the role of a localized coefficient in a priori estimate for positive solutions to the
semilinear elliptic equation. For the semilinear elliptic equation without localized
nonlinearity, the existence of an a priori bound for all positive solutions is a well-
known result. However, we discovered that under the influence of the localized
nonlinearity, certain conditions should be imposed to guarantee the existence of
the a priori bound. In our two main theorems, we respectively obtained two
types of such conditions for the existence of the a priori bound. Furthermore, for
future work, we suggested possible improvement of the result, and presented a
corresponding semilinear parabolic problem where our arguments and techniques
may be applicable.
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Chapter 1

Introduction

In the first half of this paper, we consider the Cauchy problem{
ut = ∆(um) + a(x)up, (x, t) ∈ Rn × (0, T ),
u(x, 0) = u0(x), x ∈ Rn,

(1.0.1)

where integers m > 1, p > 0, the cut-off function a(x) ≥ 0, the initial function
u0(x) is continuous and nonnegative but not identical with zero, and both a(x)
and u0(x) are compactly supported.

The motivation for the following study lies in [7], which discovered the rela-
tionship between the behavior of nonnegative solutions to the problem and the
exponents m and p when the space dimension n = 1. The result is that for{

ut = (um)xx + a(x)up, (x, t) ∈ R× (0, T ),
u(x, 0) = u0(x), x ∈ R,

(1.0.2)

whether the solutions blow up or not depends on m and p, as shown below:
(i)If 0 < p ≤ m+1

2 , then all the solutions to (1.0.2) are globally defined;
(ii)If m+1

2 < p ≤ m+ 1, then all the solutions to (1.0.2) blow up in finite time;
(iii)If p > m+ 1, then both global solutions and blow-up solutions to (1.0.2)
exist.

We call p0 = m+1
2 and pC = m+1 the critical exponent for global existence and

the Fujita exponent, respectively. Based on these results, we hope to understand
the two exponents for the multi-dimensional case.

For the Cauchy problem of the porous medium equation (PME, for short
in the following) possessing reaction term without the cut-off function a(x) in
the space dimension higher than one, namely the case a(x) ≡ 1, Deng-Levine
[3], Galaktionov-Vazquez [8] and Levine [15] have studied the role of exponents
in blow-up problems: it has been discovered that p0 = 1 and pC = m + 2

n .
Levine and Sacks [16] have discussed the relationship between the reaction term
and the behavior of solutions more generally; Pinsky [17] has made a relevant
study of the semilinear heat equation with localized reaction. However, just as
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what is mentioned in [7], the relevant multidimensional problem for (1.0.1) is still
“a subject of a future work”. We have partially solved the problem([14]), and
obtained the following results.

When the space dimension is not less than three, there are similar results to
the one-dimensional case:

Theorem 1 When n ≥ 3,
(i)If 0 < p < m , then all the solutions to (1.0.1) are globally defined;
(ii)If p = m, then the solutions to (1.0.1) blow up in finite time or not depending
on the form of the cut-off function a(x) and the size of the initial data u0(x);
(iii)If p > m, then the solutions to (1.0.1) blow up in finite time or not depending
on the size of the initial data u0(x).

For the two-dimensional case, what can be discovered presently is the follow-
ing.

Theorem 2 When n = 2,
(i)If 0 < p ≤ m+1

2 , then all the solutions to (1.0.1) are globally defined;
(ii)If p = m, then the solutions to (1.0.1) blow up in finite time, provided the cut-
off function a(x) and the size of the initial data u0(x)satisfy proper conditions;
(iii)If p > m, then the solutions to (1.0.1) blow up in finite time, provided the
size of the initial data u0(x) satisfies a proper condition.

For the case m+1
2 < p < m, we have not obtained any result yet, and whether

there exist global solutions for the case p ≥ m is still unknown.
Additionally, in numerical computation of PME, the localization method is

often employed. For the purpose of the numerical simulation on supp a, we must
consider whether the solutions blow up on supp a.

At present, we have obtained a result concerning the support of a solution
and the support of the cut-off function. In particular, we prove that whether a
solution blows up or not, the intersection of its support and the support of the
cut-off function will be non-empty at some time:

Theorem 3 There exists t ∈ (0,∞) such that supp u(·, t) ∩ supp a 6= ∅.

In the latter half, we continue to investigate the effect of the localized nonlin-
earity on the behavior of solutions to partial differential equations. In particular,
we study the role of such a(x) in a priori bounds for positive solutions to the
semilinear elliptic equation

−∆u = a(x)up in Ω, u = 0 on ∂Ω (1.0.3)

where p > 1, Ω ⊂ Rn is a bounded domain with C2 boundary ∂Ω, and

0 ≤ a = a(x) ∈ C0(Ω), a 6≡ 0. (1.0.4)
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Here a ∈ C0(Ω) means that a = a(x) is a continuous function with its support
contained in Ω.

If a(x) ≡ 1, or, more generally, a(x) is continuous and strictly positive in
Ω, Gidas-Spruck [10] and de Figueiredo-Lions-Nussbaum [6] have obtained a fa-
mous result that there exists an a priori bound for all positive solutions which
guarantees actual existence of the solutions, provided that

1 < p <
n+ 2

n− 2
. (1.0.5)

We show that this property still holds for (1.0.3) if we reduce the nonlinearity to
some extent or impose some assumptions on a(x).

Theorem 4 Let

1 < p <
n

n− 2
. (1.0.6)

Then there exists C = C(Ω, a(x), p) such that

‖u‖L∞(Ω) ≤ C.

for any solution u = u(x) to (1.0.3).

Theorem 5 Let p be in (1.0.5), and a = a(x) in (1.0.4) satisfy
(i) ω = {x ∈ Ω|a(x) > 0} is star-shaped with C1 boundary
(ii) a ∈ C1(ω)

(iii) ∂a
∂ν < 0 on ∂ω

(1.0.7)

where ν denotes the outer unit normal vector. Then there exists C = C(Ω, a(x), p)
such that

‖u‖L∞(Ω) ≤ C.

for any solution u = u(x) to (1.0.3).
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Chapter 2

Porous medium equation with
localized reaction

2.1 Preliminaries

As a basis for the proof, we must properly define the weak solution to prob-
lem (1.0.1) that locally exists and is unique. The most usual way is to define
it using integration by parts, and then prove its existence and uniqueness. This
is convenient for standard PME, i.e. ut = ∆(um), whereas for the PME with
localized reaction, it is difficult to prove the existence and uniqueness. Another
feasible method is the application of analytical semigroup and interpolation space
to semilinear PDE, as in [19]. However in this section, we realize the construc-
tion of the proper solution by employing the extension of monotonic semigroups,
exactly the same method used by Galaktionov-Vazquez in [9].

To start with, let X be an ordered topological space of functions Ω → R̄+,
where Ω is an open subset of Rn, R̄+ = [0,∞) ∪ {∞}; B be a subspace of X
which approximates X in a certain way, as explained below; and St be a semi-
group acting in B. Now we need to extend St to act on X. For this purpose, we
have to make the following assumptions:
(S1)St is order-preserving;
(S2)St is continuous and X-closed with respect to monotonic, increasing conver-
gence(m.i.c. for short in the following).

In the second place, we consider a family of “approximation” operators {Pn :
X → B}n∈N satisfying the following conditions:
(P1){Pn} is ordered: for every u ∈ X and n > m, Pnu ≥ Pmu holds;
(P2)Pn is continuous under m.i.c.;
(P3)As n→∞, we have Pnu→ u, u ∈ X.

5



Next, we define the extension of St: for every u ∈ X and t > 0, we put

Ttu = lim
n→∞

StPnu.

Proposition 2.1 Tt is a semigroup in X that extends St and is continuous
under m.i.c.. The limit in the above expression is independent of the approxima-
tion sequence {Pn} satisfying conditions (P1)-(P3).

For our application, we assume X to be the space of nonnegative, measurable
functions Rn → R̄+, and B is chosen so that the equation

ut = ∆(um) + f(u), m > 0

generates a semigroup St in B that satisfies (S1) and (S2). We have to assume
the function f to be Lipschitz continuous so that St will be well-defined in B.
Finally, the operator Pn can be any of the usual cut-off operators that produce
bounded functions.

This construction possesses generality and applies to the case when the reac-
tion term involves the space invariable, i.e. f(x, u), if only it is Lipschitz contin-
uous. For f(x, u) = a(x)up, which corresponds to problem (1.0.1), let g(u) = up,
and, without loss of generality, let the cut-off function a(x) be the characteris-
tic function of the closed ball B̄(0, L): a(x) = χB̄(0,L)(x), L > 0. Perform the
following approximation to f : Define

aj(x) =


1, |x| ≤ L− 2−jL,
2jL−1(L− |x|), L− 2−jL < |x| < L,
0, |x| ≥ L;

gj(u) =


2ju, 0 ≤ u < 2

− j
1−p ,

up, 2
− j

1−p ≤ u < j,
jp, u ≥ j;

(if 0 < p < 1),

gj(u) =

{
up, 0 ≤ u < j
jp, u ≥ j (if p ≥ 1);

then {aj} and {gj} are both nonnegative, monotonically increasing, and Lipschitz
continuous sequences, and meanwhile it holds that aj(x)→ a(x) for any x ∈ Rn

while gj(u)→ g(u) for any u ∈ [0,∞). Then let

fj(x, u) = aj(x)gj(u), (x, u) ∈ Rn × [0,∞).

We can easily prove that {fj} is a sequence of increasing, nonnegative, and Lip-
schitz continuous functions that satisfy

fj(x, u)→ f(x, u), (x, u) ∈ Rn × [0,∞).
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Now let Sjt be the semigroup generated by the equation

ut = ∆(um) + fj(x, u)

acting on B, and T jt be its extension to X as constructed above. Thus, for every
u ∈ X, we define

Ttu = lim
j→∞

T jt u = lim
j→∞

lim
k→∞

Sjt (Pku).

Another natural definition performs the two approximation processes at the same
time:

Utu = lim
j→∞

Sjt (Pju).

Proposition 2.2 The above two definitions are equivalent and provide a
semigroup in X that is continuous under m.i.c.. The limit is independent of
the approximation sequences {Pj} and {fj}. Furthermore, we have the equiva-
lent definition

Ttu = lim
j,k→∞

SjtPku.

This extended semigroup is called the limit semigroup. For the initial function
u0 ∈ X, the function u : Ω× [0,∞)→ R̄+ defined by

u(x, t) = Ttu0(x)

is called the proper solution of problem (1.0.1).

Proposition 2.3 The proper solutions satisfy the standard comparison the-
orem with respect to the data. In addition, the proper solution is minimal with
respect to any kind of weak solution of the problem that satisfies the maximum
theorem with respect to bounded weak solutions.

2.2 Proof of Theorems 1 and 2

The above discussion has ensured the local existence and uniqueness of the proper
solution to (1.0.1), and the practicality of the weak comparison theorem for u ∈
L∞(Rn) ∩ H1

0 (Rn). The essential method in the proofs of this section is the
method of comparison, namely, to construct a globally defined supersolution in
order to prove the global existence, or to construct a blow-up subsolution to prove
that the solutions blow up. In the following we assume that the space dimension
n > 1, unless otherwise stated.

Now we begin with a simple proof.

Lemma 2.1 If 0 < p ≤ 1, all the solutions to problem (1.0.1) are global.
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Proof. From the conditions concerning a(x) and u0(x), we naturally assume
that |a(x)| ≤M, 0 ≤ u0(x) ≤ C, where M and C are positive numbers. Thus the
solution to the Cauchy problem{

ut = Mup, (x, t) ∈ Rn × (0, T ),
u(x, 0) = C, x ∈ Rn,

namely,

u(x, t) =

{
[C1−p + (1− p)Mt]

1
1−p , 0 < p < 1,

CeMt, p = 1

is a supersolution to problem (1.0.1). Hence when 0 < p ≤ 1, the solution of
(1.0.1) is defined for all t ∈ (0,∞), and therefore (1.0.1) has only global solutions.
This proves Lemma 2.1. �

Put another way, there may exist blow-up solutions to (1.0.1) only if p > 1.
In the following, we shall prove two lemmas regarding the existence of global

solution to (1.0.1) when n ≥ 3. We shall employ the Liouville property of semi-
linear elliptic equation ([11] and [20], p.223, 1A).

Proposition 2.4 When n ≥ 3, if q ≥ 2∗ − 1 = n+2
n−2 , then the equation

∆U + U q = 0, x ∈ Rn, (2.2.1)

has a solution U ∈ C∞(Rn) with U(x) > 0, x ∈ Rn.

Thus we have: when n ≥ 3, if p > m and q ≥ max{ pm ,
n+2
n−2}, then there exists

a positive solution U(x) to equation (2.2.1). Since a(x) is compactly supported,
we can take a constant λ > 0 large enough to guarantee that

a(x) ≤ λp−mU q−
p
m , x ∈ Rn (2.2.2)

Lemma 2.2 Let n ≥ 3. Assume p > m and q ≥ max{ pm ,
n+2
n−2}. If the initial

data satisfies

u0(x) ≤ λ−1U
1
m , x ∈ Rn, (2.2.3)

where U ∈ C∞(Rn) is a positive solution to (2.2.1) and λ is a large enough
positive constant satisfying (2.2.2), then the solutions of (1.0.1) are global-in-
time.

Proof. Let φλ(x) = λ−1[U(x)]
1
m . We shall prove that the stationary solution

φλ(x) is a supersolution to (1.0.1). Substituting its expression into the equation
in (1.0.1), we have

∆(φmλ ) + λqm−mφqmλ = 0.
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It follows from (2.2.2) that

a(x) ≤ λp−m(λmφmλ )q−
p
m = λqm−mφqm−pλ , x ∈ Rn. (2.2.4)

Thus,
(φλ)t = 0 = ∆(φmλ ) + λqm−mφqm−pλ φpλ ≥ ∆(φmλ ) + a(x)φpλ.

Moreover, by (2.2.3),

φλ(x) = λ−1U
1
m ≥ u0(x), x ∈ Rn.

Therefore, φλ(x) is a supersolution to (1.0.1) and thus all the solutions to (1.0.1)
are globally defined. This proves Lemma 2.2. �

Lemma 2.3 When n ≥ 3, if p < m, then all the solutions to (1.0.1) are
global.

Proof. At this time n+2
n−2 > 1 > p

m , and thus by Proposition 2.4, (2.2.1) has

a positive C∞ solution U(x) if q ≥ n+2
n−2 . Since p − m < 0, for any continuous

and compactly supported initial function u0(x) and compactly supported cut-
off function a(x), there exits a small enough positive constant λ satisfying both
(2.2.2) and (2.2.3). Therefore, it is proved exactly the same way as before that

φλ(x) = λ−1[U(x)]
1
m is a supersolution to (1.0.1). This completes the proof of

Lemma 2.3. �
In the above, we have proved, by constructing the global supersolution to

problem (1.0.1), that when the space dimension n ≥ 3, if p > m and the size of
the initial data is “small”, then (1.0.1) has only global solutions; while if p < m,
then all the solutions are globally defined, disregarding the choice of the initial
function.

Next, we shall explain that all the solutions to problem (1.0.1) are global if 1 <
p ≤ m+1

2 , again by constructing a global supersolution. While this construction
is realized with the help of a result in [7]:

Proposition 2.5 If 0 < p ≤ m+1
2 , then all the solutions to (1.0.2) are global.

Lemma 2.4 If 1 < p ≤ m+1
2 , then every solution to (1.0.1) is global.

Proof. Since a(x) is a nonnegative and compactly supported function, we
assume, without loss of generality, that 0 ≤ a(x) ≤ 1. Proposition 2.5 shows that
in the case when the space dimension is one, the solutions to the Cauchy problem{

wt = (wm)xx + χ[−L,L]w
p, (x, t) ∈ R× (0, T ),

w(x, 0) = φ(x), x ∈ R,
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are globally defined.
When n > 1, we define

ũ(x, t) = w(x1, t), x = (x1, ..., xn), t ∈ (0, T ),

χ̃[−L,L](x) = χ[−L,L](x1), φ̃(x) = φ(x1), x = (x1, ..., xn),

then ũ is a global solution to the following problem:{
ũt = ∆(ũm) + χ̃[−L,L]ũ

p, (x, t) ∈ Rn × (0, T ),

ũ(x, 0) = φ̃(x), x ∈ Rn,
(2.2.5)

Since u0(x) is compactly supported, it also has compact support in x1. Thus
we can choose φ, such that supp u0 ⊂ supp φ̃ and supu0 ≤ φ̃(x) for x ∈ supp u0,
which imply that ũ is a supersolution to (1.0.1). Consequently, problem (1.0.1)
has only global solutions. This concludes the proof of Lemma 2.4. �

Then, we shall use the energy method (originally from [2]) to show that when
p > m, problem (1.0.1) has blow-up solutions if the initial function u0(x) satisfies
some given condition.

Define the energy function

E(t) =
1

2

∫
Rn

|∇(um)|2dx− m

p+m

∫
Rn

a(x)up+mdx.

Lemma 2.5 When p > m, if there exists t0 > 0 such that E(t0) < 0, then
all the solutions to (1.0.1) blow up in finite time.

Proof. Since u ∈ Lp+m(Rn) ∩H1
0 (Rn), by the definition of E(t) we have

E′(t) =

∫
Rn

〈∇(um),∇(um)t〉dx−m
∫
Rn

a(x)up+m−1utdx

= −
∫
Rn

∆(um)mum−1utdx−m
∫
Rn

a(x)up+m−1utdx

= m

∫
Rn

um−1ut(−∆(um)− a(x)up)dx

= −m
∫
Rn

um−1|ut|2dx ≤ 0,

which shows that E(t) is decreasing. Thus E(t) ≤ E(t0) < 0 for any t ≥ t0.
Now we define another energy function

M(t) =
1

m+ 1

∫ 1

0

∫
Rn

um+1(x, s)dxds.

For any t ≥ t0, we have M(t) > 0,

M ′(t) =
1

m+ 1

∫
Rn

um+1(x, t)dx > 0,
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and

M ′′(t) =

∫
Rn

um+1utdx =

∫
Rn

um(∆(um) + a(x)up)dx

= −
∫
Rn

|∇(um)|2dx+

∫
Rn

a(x)up+mdx

=
p+m

m

[
−1

2

∫
Rn

|∇(um)|2dx+
m

p+m

∫
Rn

a(x)up+mdx

]
−

(
1− p+m

2m

)∫
Rn

|∇(um)|2dx.

From p > m it follows that −
(
1− p+m

2m

)
> 0, thus the inequality

M ′′(t) ≥ p+m

m
(−E(t)) >

p+m

m
(−E(t0)) > 0 (2.2.6)

holds; namely, for any t ≥ t0, we have M ′′(t) > C > 0, where C is a certain
positive constant. Since M ′(t0) > 0 and M(t0) > 0, we obtain, after integrating
the above expression over the interval [t0, t], that M ′(t) ≥ Ct + C1, where C1 is
a constant. Therefore, M ′(t)→∞ as t→∞.

In the following we shall prove that there exists T <∞ such that M(t)→∞
as t→ T .

Notice that E′(t) can also be written as

E′(t) = − 4m

(m+ 1)2

∫
Rn

|(u
m+1

2 )t|2dx,

and thus

E(t)− E(t0) =

∫ t

t0

E′(s)ds = − 4m

(m+ 1)2

∫ t

t0

∫
Rn

|(u
m+1

2 )s|2dxds.

Since E(t0) < 0, we have

E(t) < − 4m

(m+ 1)2

∫ t

t0

∫
Rn

|(u
m+1

2 )s|2dxds.

Thus, by (2.2.6),

M ′′(t) >
4(p+m)

(m+ 1)2

∫ t

t0

∫
Rn

|(u
m+1

2 )s|2dxds.

Multiplying the above expression with the defining expression of M(t), we have

M(t)M ′′(t) >
4(p+m)

(m+ 1)3

∫ t

t0

∫
Rn

(u
m+1

2 )2dxds

∫ t

t0

∫
Rn

|(u
m+1

2 )s|2dxds.
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By the Cauchy-Schwarz inequality,

M(t)M ′′(t) >
4(p+m)

(m+ 1)3

[∫ t

t0

∫
Rn

u
m+1

2 (u
m+1

2 )sdxds

]2

=
p+m

m+ 1

[
1

m+ 1

∫
Rn

um+1(x, t)dx− 1

m+ 1

∫
Rn

um+1(x, t0)dx

]2

=
p+m

m+ 1
[M ′(t)−M ′(t0)]2.

Due to the fact that M ′(t) → ∞ in the limit t → ∞ and since p+m
m+1 > 1 for

p > m, there exists a constant α > 0 such that

M(t)M ′′(t) ≥ (1 + α)M ′2(t), (2.2.7)

when t is large enough. This is equivalent to the proposition that M−α is a
concave function. (In fact, M−α is concave if and only if

(M−α)′′ = (−αM−α−1M ′)′

= (−α)(−α− 1)M−α−2(M ′)2 + (−α)M−α−1M ′′ ≤ 0,

which is equivalent to (2.2.7). )
Since M(t) ≥ 0, there exists 0 < T <∞ such that M−α(T ) = 0, and therefore

M(t)→∞ as t→ T .
Furthermore, we claim that M ′′(t)→∞ as t→ T .
Assume the opposite, namely, that M ′′(t) is bounded in [0, T ]. Let M ′′(t) ≤

2C1 for t ∈ [0, T ], where C1 is a positive constant. Integrating the inequality
twice over the interval [0, T ], we obtain that M(t) ≤ C1t

2 + C2t + C3, t ∈ [0, T ],
where C2 and C3 are constants. The right side is bounded in [0, T ], and so is
M(t), which contradicts that M(t) → ∞ as t → T . Hence M ′′(t) → ∞ in the
limit t→ T .

At the last stage we prove that u(x, t) blows up. By (1.0.1),

d

dt

(
1

m+ 1
um+1

)
= umut = um∆(um) + a(x)up+m,

12



and thus

M ′′(t) =
d

dt

(
1

m+ 1

∫
Rn

um+1(x, t)dx

)
=

∫
Rn

d

dt

(
1

m+ 1
um+1(x, t)

)
dx

=

∫
Rn

[um∆(um) + a(x)up+m]dx

= −
∫
Rn

|∇(um)|2dx+

∫
Rn

a(x)up+mdx

≤
∫
Rn

a(x)up+mdx ≤ meas(supp a)‖u(·, t)‖p+m∞ ,

and consequently u(x, t) blows up in the sense of L∞-norm. This proves Lemma
2.5. �

From Lemmas 2.2 and 2.5, we can conclude that when the space dimension
n ≥ 3 and p > m, whether the solutions to problem (1.0.1) blow up or not
depends on the initial data: when the size is “small”, all the solutions are global;
on the contrary, when it is “large”, the solutions blow up.

Finally, we consider the case p = m.
When n ≥ 3, Proposition 2.4 and the proof of Lemma 2.2 apply in this case.

Let q ≥ n+2
n−2 and U(x) be a positive solution to equation (2.2.1). If a(x) and

u0(x) satisfy

a(x) ≤ U q−1, x ∈ Rn, (2.2.8)

u0(x) ≤ U
1
m , x ∈ Rn (2.2.9)

then all the solutions to (1.0.1) are global. Hence the following lemma:

Lemma 2.6 When n ≥ 3 and p = m, all the solutions to (1.0.1) are globally
defined if a(x) and u0(x) satisfy (2.2.8) and (2.2.9) respectively.

At last, we shall prove that when the cut-off function a(x) satisfies some
certain condition, (1.0.1) has only blow-up solutions.

Lemma 2.7 When n ≥ 2 and p = m, all the solutions to (1.0.1) blow up if
a(x) satisfies

a(x) ≥ δ > 0, x ∈ BR(0)(R >> 1),

where δ is a constant such that δ > λR, and λR is the first eigenvalue of −∆ in
ball BR(0).

Proof. By the assumption,{
−∆φ = λRφ, x ∈ BR(0),
φ(x) = 0, x ∈ ∂BR(0),

(2.2.10)

13



where φ is the first eigenfunction corresponding to λR such that ‖φ‖ = 1.
Let

E(t) =

∫
BR(0)

u(x, t)φ(x)dx,

so that

E′(t) =

∫
BR(0)

(∆(um) + a(x)um)φ(x)dx

=

∫
BR(0)

∆φumdx+

∫
∂BR(0)

∂um

∂n
φdS

−
∫
∂BR(0)

um
∂φ

∂n
dS +

∫
BR(0)

aumφdx.

Consider the right side. By Hopf’s lemma,
∫
∂BR(0) u

m∂φ
∂ndS < 0. Combined with

a(x) ≥ δ and (2.2.10), we have

E′(t) > (δ − λR)

∫
BR(0)

φumdx.

After integrating it over [0, t],

E(t) ≥ E(0) + (δ − λR)

∫ t

0

∫
BR(0)

φumdxds.

Notice that

E(t) =

∫
BR(0)

uφdx =

∫
BR(0)

uφ
1
mφ

m−1
m dx

≤

(∫
BR(0)

umφdx

) 1
m
(∫

BR(0)
φdx

)m−1
m

,

or

Em(t) ≤

(∫
BR(0)

umφdx

)
‖φ‖m−1

1 =

∫
BR(0)

umφdx.

Thus, we have

E(t) ≥ E(0) + (δ − λR)

∫ t

0
Em(s)ds.

Since E(0) > 0 and δ − λR > 0, E(t) blows up in finite time since m > 1. While
according to the definition,

E(t) =

∫
BR(0)

uφdx ≤ ‖u‖∞‖φ‖1 = ‖u‖∞.

14



Consequently there exists T < ∞ such that ‖u(·, t)‖∞ → ∞ as t → T . This
proves Lemma 2.7. �

The above discussion has explained that the case p = m differs from the case
p > m (n ≥ 3), in that whether the solutions to (1.0.1) blow up or not depends
not only on the size of initial data, but also on the form of the cut-off function.

These lemmas complete the proof of Theorems 1 and 2.

2.3 Proof of Theorem 3

Case 1. Let the solution to (1.0.1) be globally defined, that is, T = ∞. The
Cauchy problem {

ut = ∆(um), (x, t) ∈ Rn × (0, T ),
u(x, 0) = u0(x), x ∈ Rn,

(2.3.1)

has a self-similar solution uS(x, t) with constant energy (i.e. the Barenblatt
solution, [20], p.19-21):

uS(x, t) = t−
n

nσ+2

[
σ

2(nσ + 2)

(
η2

0 − |x|2t−β
)

+

] 1
σ

,

where σ = m− 1, β = 2
nσ+2 ,

η0 = η0(E0) =

{
π−

n
2

[
2(nσ + 2)

σ

] 1
σ Γ(n2 + 1 + 1

σ )

Γ( 1
σ + 1)

E0

} σ
nσ+2

and E0 =
∫
Rn u(x, t)dx is a fixed positive constant chosen beforehand.

Since the maximum point and the size of support of uS(x, t) are proportional

to t−
n

nσ+2 η
2

m−1

0 and η0t
β
2 respectively, we can appropriately choose η0 such that

uS(x, t0) < u0(x) for some t0 > 0. Then let t0 be the initial time, and ũS(x, t) be
a Barenblatt solution to the Cauchy problem corresponding to (2.3.1) starting at
t0. We can choose ũS(x, t) as a subsolution to (1.0.1).

Since η0t
β
2 → ∞ as t → ∞, supp ũS(·, t) expands as time passes. While for

the support of the solution to (1.0.1), we have supp u(·, t) ⊃ supp ũS(·, t). Hence
there exists t ∈ (0,∞) such that supp u(·, t) ∩ supp a 6= ∅.

Case 2. Let the solution blow up in finite time T < ∞. By the definition of
blow-up set:

B(u) =
{
x|∃xn → x, tn → T−, s.t. lim

n→∞
u(xn, tn) =∞

}
,

there exists some t in the neighborhood of T such that B(u) ⊂ supp u(·, t). Thus
it suffices to prove supp a ∩B(u) 6= ∅ in the following.
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Assume the opposite, namely, that u(x, t) does not blow up on supp a. Since
supp a is compact and u ∈ H1

0 (Rn), u(x, t) is uniformly bounded on supp a
within its time of existence, that is, there exists a constant M > 0 such that

sup
x∈supp a

|u(x, t)| < M

for any t ∈ (0, T ). Additionally, since u(x, t) is a blow-up solution, by Lemma
2.1, we have p > 1, and thus up−1 is also uniformly bounded on supp a. Now let
|aup−1| ≤M1 (M1 is a positive constant), and we obtain

ut ≤ ∆(um) +M1u, (x, t) ∈ Rn × (0, T ). (2.3.2)

After the transformation

v(x, t) = e−M1tu(x, t),

inequality (2.3.2) takes the form

vt ≤ e(m−1)M1t∆(vm).

For t ∈ (0, T ), e(m−1)M1t is bounded: e(m−1)M1t ≤ C (C is a positive constant),
and thus the above inequality can be further written as

vt ≤ C∆(vm).

Again perform the transformation

ṽ(x, t) = v(x,
t

C
),

and we finally obtain

ṽt ≤ ∆(ṽm), (x, t) ∈ Rn × (0, T ).

Notice that ṽ(x, t) has the initial data ṽ(x, 0) = u0(0).
It follows that ṽ is a subsolution to problem (2.3.1). Therefore, as in Case 1,

we can choose an appropriate Barenblatt solution uS(x, t) such that uS(x, 0) ≥
u0(x), x ∈ Rn. By comparison, we have

ṽ(x, t) ≤ uS(x, t), (x, t) ∈ Rn × (0, T ),

which contradicts the assumption that ṽ(x, t) blows up as t→ T−. This concludes
the proof of Theorem 3. �
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Chapter 3

Semilinear elliptic equation
with localized nonlinearity

We take the solution u ∈ H1
0 (Ω) to (1.0.3) with a(x) and p satisfying (1.0.4) and

(1.0.5). The standard elliptic regularity then guarantees u ∈ W 2,q(Ω) for any
q > 1. For simplicity, we assume n ≥ 3.

3.1 Proof of Theorem 4

First, we apply Kaplan’s method ([21]) to obtain some a priori bound.

Lemma 3.1 If a = a(x) satisfies (1.0.4), the value

λ1 = inf{‖Oφ‖2L2(Ω)|φ ∈ H
1
0 (Ω),

∫
Ω
a(x)|φ(x)|2dx = 1} > 0

is attained by φ1 = φ1(x) satisfying

−∆φ1 = λ1a(x)φ1, φ1 > 0 in Ω, φ1 = 0 on ∂Ω. (3.1.1)

Proof . We show first that λ1 is attained at some φ ∈ H1
0 (Ω).

To begin with, take a minimizing sequence {φk} ⊂ H1
0 (Ω) satisfying∫

Ω
a(x)|φk(x)|2dx = 1, and ‖Oφ‖2L2(Ω) → λ1 as k →∞. (3.1.2)

Thus {Oφk} is bounded in L2(Ω), and so is {φk}, by Poincaré’s inequality.
Therefore, {φk} is bounded in H1(Ω). By the weak compactness of reflexive
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Banach space, there exists a subsequence {φkj}∞j=1 ⊂ {φk}∞k=1 (we still denote it

as {φk}∞k=1 in the following) and φ ∈ H1(Ω), such that

φk ⇀ φ in H1(Ω).

Furthermore, φ = 0 on ∂Ω in the trace sense, so

φ ∈ H1
0 (Ω).

Then, since {φk} is bounded in H1
0 (Ω), by Rellich-Kondrachov Compactness The-

orem, {φk} has a convergent subsequence in L2(Ω). Thus, we have

φk → φ in L2(Ω).

Since ∣∣∣∣∫
Ω
a(|φ|2 − |φk|2)dx

∣∣∣∣ ≤ ‖a‖L∞(Ω)

∫
Ω
|φ− φk||φ+ φk|dx

≤ ‖a‖L∞(Ω)‖φ− φk‖L2(Ω)(‖φ‖L2(Ω) + ‖φk‖L2(Ω))→ 0 as k →∞,

by (3.1.2), ∫
Ω
a|φ|2dx =

∫
Ω
a|φk|2dx+

∫
Ω
a(|φ|2 − |φk|2)dx = 1.

Thus, by the definition of λ1,

λ1 ≤ ‖Oφ‖2L2(Ω). (3.1.3)

On the other hand, since ‖O · ‖L2(Ω) is a norm of H1
0 (Ω), by the weak lower

semi-continuity of norms in Banach space, together with (3.1.2), we have

‖Oφ‖2L2(Ω) ≤ lim inf
k→∞

‖Oφk‖2L2(Ω) = λ1.

This and (3.1.3) yield
λ1 = ‖Oφ‖2L2(Ω).

Finally, since
‖O|φ|‖L2(Ω) = ‖Oφ‖L2(Ω),

letting φ1 = |φ|, we conclude that λ1 is attained at φ1 ∈ H1
0 (Ω).

We show next that the minimizer φ1 is indeed a solution of (3.1.1).
What we have obtained so far can be rewritten as (see [5], p. 463-464)

I[φ1] =
λ1

2
= min

φ∈A
I[φ],
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where the energy functional

I[φ] =
1

2
‖Oφ‖2L2(Ω),

and the admissible class

A = {φ ∈ H1
0 (Ω)|J [φ] = 0},

in which the functional of the side condition is

J [φ] =

∫
Ω
G(φ(x), a(x))dx, with G(φ, a) = a|φ|2 − 1

|Ω|
,

namely, ∫
Ω
a(x)|φ(x)|2dx = 1. (3.1.4)

By the principle of Lagrange multiplier, there exists a real number λ such that
φ1 is a weak solution of the boundary value problem

−∆φ1(x) = λ
∂G

∂φ
(φ1(x), a(x)) = 2λa(x)φ1(x) in Ω, φ1(x) = 0 on ∂Ω,

which, together with the side condition (3.1.4) and the definition of λ1, yields
that

2λ = 2λ

∫
Ω
a|φ|2dx =

∫
Ω
Oφ1 · Oφ1dx = λ1.

Hence, φ1 solves

−∆φ1 = λ1a(x)φ1, φ1 ≥ 0 in Ω, φ1 = 0 on ∂Ω. (3.1.5)

If there exists x0 ∈ Ω such that φ1(x0) = 0, then

−φ1(x0) = sup
Ω

(−φ1).

Since (3.1.5) implies ∆(−φ1) ≥ 0, by the strong maximum principle, −φ1 must be
constant in Ω. By making use of (3.1.5) again, we have φ1 = 0, which contradicts
the side condition (3.1.4). Therefore, φ1 > 0 in Ω, and consequently solves (3.1.1).
�

Henceforth, by replacing φ1(x) by 1∫
Ω a(x)φ1(x)dx

φ1(x), we normalize the above

φ1 = φ1(x) > 0 by ∫
Ω
a(x)φ1(x)dx = 1.
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Lemma 3.2 If a = a(x) satisfies (1.0.4), then each 1 ≤ q∗ < n
n−2 admits

C = C(Ω, a(x), p, q∗) such that

‖u‖Lq∗ (Ω) ≤ C (3.1.6)

for any solution u ∈ H1
0 (Ω) to (1.0.3).

Proof . By Lemma 3.1 and the convexity of function g(y) = yp for p > 1, we
apply Jensen’s inequality to obtain(∫

Ω
a(x)φ1udx

)p
≤
∫

Ω
a(x)upφ1dx =

∫
Ω

(−∆u)φ1dx

=

∫
Ω

(−∆φ1)udx = λ1

∫
Ω
a(x)φ1udx,

from which it follows that ∫
Ω
a(x)uφ1dx ≤ λ

1
p−1

1 ,

and furthermore ∫
Ω
a(x)upφ1dx = λ1

∫
Ω
a(x)φ1udx ≤ λ

p
p−1

1 .

Since φ1 > 0 within Ω and ω ⊂⊂ Ω,

φ1 ≥∃ δ > 0, in ω.

Thus,

λ
p
p−1

1 ≥
∫
ω
a(x)upφ1dx ≥ δ

∫
ω
a(x)updx = δ

∫
Ω
a(x)updx,

namely,

‖∆u‖L1(Ω) =

∫
Ω
a(x)updx ≤ δ−1λ

p
p−1

1 .

Applying Brezis-Strauss L1 estimate (Lemma 23 in [1]):

‖u‖W 1,q(Ω) ≤∃ C(q)(‖∆u‖L1(Ω) + ‖u‖L1(∂Ω)), 1 ≤∀ q < n
n−1 ,

together with the boundary condition, we obtain

‖u‖W 1,q(Ω) ≤∃ C1(Ω, a(x), p, q), 1 ≤∀ q < n
n−1 .
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Then, it follows from Sobolev’s inequality that

‖u‖Lq∗ (Ω) ≤
∃ C2(Ω, a(x), p, q),

where 1
q∗ = 1

q −
1
n ∈ [ n

n−1 ,
n
n−2), namely, (3.1.6) holds for any q∗ ∈ [1, n

n−2). �
Now we are ready to prove Theorem 4 using a standard bootstrap argument

based on (3.1.6).
Proof of Theorem 4. Considering (1.0.6), we choose a constant s > 1 satisfying

both

s <
n

2
, (3.1.7)

ps <
n

n− 2
. (3.1.8)

Notice that (3.1.7) is vacuous when n ≥ 4, since in that case p > 1 and (3.1.8)
imply s < n

n−2
1
p <

n
n−2

n−2
n < n

n−2
n−2

2 = n
2 . By (3.1.6) and a ∈ C0(Ω), it holds

that

‖aup‖Ls(Ω) ≤∃ C1(p, s,Ω, a(x)). (3.1.9)

Then, replacing q∗ with s in (3.1.6) since s < n
n−2 by (3.1.8), we apply the elliptic

Ls estimate (see [13]), the compactness of Ω, and (3.1.9) to obtain

‖u‖W 2,s(Ω) ≤∃ C2(p, s,Ω, a(x)).

Since 2 < n
s by (3.1.7), the Sobolev’s inequality implies

‖u‖
Lq
∗
1 (Ω)
≤∃ C3(p, q∗1,Ω, a(x)),

1

q∗1
=

1

s
− 2

n
.

Notice that 1
q∗1
< 1− 2

n <
1
q∗ , namely, q∗1 > q∗.

Next, by (3.1.8),

q∗1
p
>

ns

n− 2s

n− 2

2
> s,

so there exists a constant s1 > s such that

s1 <
n

2
and ps1 ≤ q∗1. (3.1.10)

In a similar fashion, we can show

‖u‖
Lq
∗
2 (Ω)
≤∃ C4(p, q∗2,Ω, a(x)),

1

q∗2
=

1

s1
− 2

n
. (3.1.11)

By (3.1.10), 1
q∗2
< 1

s −
2
n = 1

q∗1
, namely, q∗2 > q∗1.
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Iterating this process, we can find a strictly increasing sequence {q∗i } such
that

‖u‖
Lq
∗
i (Ω)
≤∃ C5(p, q∗i ,Ω, a(x)).

Thus, for all r > n,

‖u‖Lr(Ω), ‖aup‖Lr(Ω) ≤∃ C6(p, r,Ω, a(x)).

Then the elliptic Lr estimate and the compactness of Ω lead to

‖u‖W 2,r(Ω) ≤∃ C7(p, r,Ω, a(x)),

and Morrey’s inequality with γ = 1− n
r implies

‖u‖C1,γ(Ω) ≤∃ C8(p, γ,Ω, a(x)).

Consequently, by the definition of Hölder norm and the arbitrariness of r > n,
we obtain the desired a priori bound for u. �

Theorem 4 can also be proved by blow-up analysis.
To start with, the harmonic function theory implies the following lemma.

Lemma 3.3 Under the assumption of (1.0.4), it holds that

‖u‖L∞(Ω) = ‖u‖L∞(ω) (3.1.12)

for any solution u ∈ H1
0 (Ω) to (1.0.3).

Proof . Since u is harmonic in Ω \ ω, it follows that

‖u‖L∞(Ω\ω) = ‖u‖L∞(∂Ω∪∂ω)

from the maximum principle. Hence we obtain (3.1.12) by the zero boundary
condition. �

The local a priori estimate in ω, on the other hand, is obtained as in ([10]).

Lemma 3.4 If p and a = a(x) satisfy (1.0.4) and (1.0.5), then any compact
set K ⊂ ω admits C = C(K,Ω, a(x), p) such that

‖u‖L∞(K) ≤ C

for any solution u ∈ H1
0 (Ω) to (1.0.3).
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Proof . Assuming the contrary, and take a sequence of solutions {uk} to (1.0.3)
satisfying

‖uk‖∞ = uk(xk)→ +∞, k →∞. (3.1.13)

with xk ∈ K. Passing to a subsequence, we obtain

xk → x∞, k →∞.

For the rescaled solution

ũk(x) = µ
2
p−1

k uk(µkx+ xk)

with µk > 0 defined by

µ
2
p−1

k uk(xk) = µ
2
p−1

k ‖uk‖L∞(Ω) = 1,

it holds that

µk → 0 as k →∞ (3.1.14)

and

−∆ũk = a(µkx+ xk)ũ
p
k, 0 ≤ ũk ≤ ũk(0) = 1

in B d
µk

(0), where d = 1
2dist(x∞, ∂Ω). Passing to a subsequence again, by elliptic

Lr estimate, Morrey’s inequality, the Arzelà-Ascoli theorem, and then a diagonal
argument ([10]), we obtain

ũk ⇀ u∞ in W 2,r
loc (Rn), 1 < ∀q <∞,

ũk → u∞ in C1,β
loc (Rn), β = 1− n

r ,

with u∞ satisfying

−∆u∞ = a(x∞)up∞, 0 ≤ u∞ ≤ u∞(0) = 1 in Rn. (3.1.15)

Since x∞ ∈ K ⊂ ω, we have a(x∞) > 0 and the Liouville property proven by
([11]) guarantees that there is no such u∞ in the case of (1.0.5). �

Another proof of Theorem 4. If the global a priori estimate to (1.0.3) fails,
we have (3.1.13) with xk ∈ ω by Lemma 3.3. Passing to a subsequence we have

xk → x∞ ∈ ω, as k →∞

and then x∞ ∈ ω is impossible by Lemma 3.4 under the assumption of (1.0.4)
and (1.0.5).
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Therefore, x∞ ∈ ∂ω. Hence u∞ is harmonic in Rn, which together with
(3.1.15) yields

u∞ ≡ 1, in Rn,

by the strong maximum principle. Namely,

ũk → 1 locally uniformly in Rn.

In particular, for any q∗ < n
n−2 ,∫

|x|<1
ũk(x)q

∗
dx→ |B1(0)| > 0, as k →∞. (3.1.16)

On the other hand, letting x′ = µkx+ xk, we have∫
|x|<1

ũk(x)q
∗
dx =

∫
|x′−xk|<µk

(
µ

2
p−1

k uk(x
′)

)q∗
µ−nk dx′

= µ
2q∗
p−1
−n

k

∫
|x′−xk|<µk

uk(x
′)q
∗
dx′ ≤ µ

2q∗
p−1
−n

k

∫
Ω
uk(x

′)q
∗
dx′

= µ
2q∗
p−1
−n

k ‖uk‖Lq∗ (Ω) ≤ C2µ
2q∗
p−1
−n

k .

The last inequality is implied by (3.1.6). Now, notice the exponent in the above

inequality. Taking q∗ = (p−1)n
2 , by (1.0.6), we have q∗ < n

n−2 Therefore, by
(3.1.14), ∫

|x|<1
ũk(x)q

∗
dx→ 0 as k →∞,

which contradicts (3.1.16). �

3.2 Proof of Theorem 5

Proof of Theorem 5. We mainly follow the procedure of [6] and divide the proof
into three steps.

Step 1. L1 bound for Ou in a neighborhood of ∂Ω.
Firstly, since u is harmonic in Ω \ ω, by mean value theorem,

‖u‖L∞(K) ≤ C1(p,Ω, a(x),K), ∀K ⊂⊂ Ω \ ω. (3.2.1)

In fact, u ∈ C(Ω\ω) is harmonic, if and only if for any ball B = BR(y) ⊂⊂ Ω\ω,

u(y) =
1

nωnRn−1

∫
∂B
udS,
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where ωn is the volume of unit ball in Rn. Thus, for any x ∈ K, taking BR(x)
with radius

R =
1

2
min{dist(K, ∂Ω), dist(K, ∂ω)},

we have

|u(x)| =
∣∣∣∣C2(K)

∫
∂B
udS

∣∣∣∣ ≤ C2(K)‖u‖L1(Ω), ∀x ∈ K.

Recalling (3.1.6) with q∗ = 1, we obtain (3.2.1).
Next, choosing

Ω1 = {x ∈ Ω|dist(x, ∂Ω) <
1

2
dist(ω, ∂Ω)},

it is clear that ∂Ω1 = ∂Ω∪ ∂[Ω \Ω1]. Taking (3.2.1) and the boundary condition
in (1.0.3) into consideration, we have

‖u‖L∞(∂Ω1) = ‖u‖L∞(∂[Ω\Ω1]) ≤∃ C3(p,Ω, a(x)). (3.2.2)

Then, by the strong maximum principle for harmonic functions,

‖u‖L∞(Ω1) = ‖u‖L∞(∂Ω1) ≤ C3(p,Ω, a(x)). (3.2.3)

Finally, since a(x)u(x)p = 0 in Ω1 and (3.2.3), for any s > n, applying elliptic Ls

estimate and the compactness of Ω1,

‖u‖W 2,s(Ω1) ≤∃ C4(s,Ω)(‖u‖Ls(Ω1) + ‖a(·)u(·)p‖Ls(Ω1)) ≤ C5(p, s,Ω, a(x)).

Then by Morrey’s inequality,

‖u‖C1,γ(Ω1) ≤
∃ C6(γ,Ω1)‖u‖W 2,s(Ω1) ≤ C7(p, s,Ω, a(x)), γ = 1− n

s
.

By the definition of Hölder norm and the arbitrariness of s, we obtain

‖Ou‖L∞(Ω1) ≤ C8(p,Ω, a(x)). (3.2.4)

Step 2. Applying Pohozaev’s identity (Lemma 1.1 in [6], originally from [18])
to obtain the a priori bound for Ou in L2.

Let

f(x, t) = a(x)tp, F (x, t) =

∫ t

0
f(x, s)ds =

1

p+ 1
a(x)tp+1, (x, t) ∈ Ω×R+,

and
∂F

∂xi
(x, t) =

1

p+ 1

∂a

∂xi
(x)tp+1, i = 1, ..., n, (x, t) ∈ ω ×R+.
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Then (1.0.3) is rewritten as

−∆u = f(x, u(x)) in Ω, u = 0 on ∂Ω

and the applicable version of Pohozaev identity is∫
∂Ω
x · ι(x)|Ou(x)|2dS

= 2n

∫
Ω
F (x, u)dx+ 2

n∑
i=1

∫
ω
xi
∂F

∂xi
(x, u)dx− (n− 2)

∫
Ω
f(x, u)udx

=
2

p+ 1

∫
Ω
naup+1dx+

2

p+ 1

∫
ω
(x · Oa)up+1dx−

∫
Ω

(n− 2)aup+1dx,

(3.2.5)

where ι = ι(x) = (ι1(x), ..., ιn(x))T denotes the unit outward normal to Ω at x.
The proof mostly follows [21] (p.9-10) but the integration that produces the

second term on the right-hand side is tackled differently.
For notational convenience, we write

ui =
∂u

∂xi
, uij =

∂2u

∂xi∂xj
, i, j = 1, ..., n.

Consider Gauss divergence formula∫
Ω
O · bdx =

∫
∂Ω

b · ιdS, (3.2.6)

where vector field

b = b(x) = (x · Ou)Ou =
n∑
i=1

xiui
t(u1, ..., un).

The integrand on the left-hand side is

O · b =
n∑
j=1

[(
n∑
i=1

xiui)uj ]j =
∑
j,i

(δijuiuj + xiuijuj + xiuiujj)

=
∑
i

u2
i +

∑
i,j

xiuijuj + (
∑
i

xiui)(
∑
j

ujj)

= |Ou|2 +
∑
i,j

xiuijuj + (x · Ou)∆u,

so we denote the left-hand side of (3.2.6) as∫
Ω
O · bdx =

∫
Ω
|Ou|2dx+ J2 + J3.
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Let

Iij =

∫
Ω
xiuijujdx.

Iij =

∫
Ω

(uj)ixiujdx = −
∫

Ω
uj(xiuj)idx+

∫
∂Ω
ujxiujιidS

=

∫
∂Ω
xiιiu

2
jdS −

∫
Ω
uj(uj + xiuij)dx =

∫
∂Ω
xiιiu

2
jdS −

∫
Ω
u2
jdx− Iij ,

which implies

Iij =
1

2

∫
∂Ω
xiιiu

2
jdS −

1

2

∫
Ω
u2
jdx.

Thus

J2 =
∑
i,j

Iij =
1

2

∫
∂Ω
x · ι|Ou|2dS − n

2

∫
Ω
|Ou|2dx.

Now we proceed to calculate J3. We should pay attention to the integral domain
since some terms are only defined on ω.

J3 =

∫
Ω

(x · Ou)∆udx = −
∫

Ω
(x · Ou)f(x, u)dx = −

∫
ω
(x · Ou)f(x, u)dx

= −
∑
i

∫
ω
xiuif(x, u)dx =

∑
i

∫
ω
xi

(
∂F

∂xi
(x, u)− (F (x, u))i

)
dx

=
∑
i

∫
ω
xi
∂F

∂xi
(x, u)dx−

∫
ω
x · OF (x, u)dx

=
∑
i

∫
ω
xi
∂F

∂xi
(x, u)dx−

∫
∂ω

(x · ν)F (x, u)dS +

∫
ω
nF (x, u)dx.

Since a(x) = 0 on ∂ω, F (x, u(x)) = 1
p+1a(x)u(x)p+1 = 0 on ∂ω. Thus,

J3 =
∑
i

∫
ω
xi
∂F

∂xi
(x, u)dx+

∫
Ω
nF (x, u)dx

Therefore, the left-hand side of (3.2.6) is∫
Ω
O · bdx = n

∫
Ω
F (x, u)dx+

(
1− n

2

)∫
Ω
|Ou|2dx+

1

2

∫
∂Ω
x · ι|Ou|2dS

+
∑
i

∫
ω
xi
∂F

∂xi
(x, u)dx (3.2.7)
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On the other hand, since

Ou(x) = ±|Ou(x)|ι(x), on Ω

by the zero boundary condition of (1.0.3), the right-hand side of (3.2.6) is∫
∂Ω

b · ιdS =

∫
∂Ω

(x · Ou)Ou · ιdS =

∫
∂Ω
x · ι|Ou|2dS. (3.2.8)

Then (3.2.6), (3.2.7), (3.2.8) and∫
Ω
|Ou|2dx = −

∫
Ω
u∆udx =

∫
Ω
f(x, u)udx

yield (3.2.5).
Now we return to the proof of Theorem 5. (3.2.5) is rewritten as

p+ 1

2

∫
∂Ω
x · ι(x)|Ou(x)|2dS

=

∫
ω

[
naup+1 + (x · Oa)up+1 − (n− 2)(p+ 1)

2
aup+1

]
dx

=

∫
ω

[
n− (n− 2)(p+ 1)

2
+ (x · O) log a

]
aup+1dx

=

∫
ω

[β + α(x)] aup+1dx, (3.2.9)

where

β = n− (n− 2)(p+ 1)

2
= p+ 1− n

2
(p− 1) > 0,

and

α(x) = (x · O) log a(x).

By (iii) of the assumption (1.0.7) and a(x) = 0 on ∂ω, we have

Oa(x) = −|Oa(x)|ν(x), |Oa(x)| > 0 on ∂ω,

which together with (i) of (1.0.7) yields

x · Oa(x) = −|Oa(x)|x · ν(x) < 0 on ∂ω.

Thus, since α(x) = x·Oa(x)
a(x) in ω, by (ii) of (1.0.7), we obtain

lim
δ↘0

sup
ωδ

α(x) = −∞,
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where ωδ = {x ∈ ω|dist(x, ∂ω) < δ} for δ > 0. In particular, there exists δ > 0
and C1 > 0 such that

β + α(x) ≤ −C1 in ωδ. (3.2.10)

Moreover, for any K ⊂⊂ ω, by Lemma 3.4,

‖u‖L∞(K) ≤∃ C2(K). (3.2.11)

Besides, by (ii) of (1.0.7),

‖β + α(·)‖L∞(K) ≤∃ C3(K).

This, together with (3.2.11) and a ∈ C0(Ω), implies that

‖[β + α(·)]a(·)u(·)p+1‖L∞(K) ≤∃ C4(K). (3.2.12)

Now, taking K = ω \ ωδ, by (3.2.9), (3.2.10) and (3.2.12), we have

p+ 1

2

∫
∂Ω
x · ν(x)|Ou(x)|2dS ≤ −C1

∫
ωδ

aup+1dx+ C5. (3.2.13)

While by (3.2.4) in the previous step,∣∣∣∣p+ 1

2

∫
∂Ω
x · ν(x)|Ou(x)|2dS

∣∣∣∣ ≤ C6(p,Ω)

∫
∂Ω
|Ou(x)|2dS ≤∃ C7(p,Ω, a(x)),

so the left-hand side of (3.2.13) is bounded from below. Therefore,∫
ωδ

aup+1dx ≤ C8(p,Ω, a(x)).

By making use of (3.2.11) and a ∈ C0(Ω) again,∫
ω\ωδ

aup+1dx ≤ C9(p,Ω, a(x)).

Hence∫
Ω
|Ou|2dx = −

∫
Ω
u∆udx =

∫
Ω
aup+1dx =

∫
ω
aup+1dx ≤ C8 + C9,

namely,

‖Ou‖L2(Ω) ≤∃ C10(p,Ω, a(x)). (3.2.14)
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Remark 1 This is the only place we use the assumption (1.0.7). Further-
more, from the proof we see that (1.0.7) can be weakened: it suffices to require

lim
δ↘0

sup
ωδ

(x · O) log a(x) < −
[
n− (n− 2)(p+ 1)

2

]
, (3.2.15)

from which (3.2.10) follows immediately.

Step 3. To conclude the a priori bound for u.
Notice that f = f(x, u(x)) = a(x)u(x)p satisfies:

f(x, ·) is bounded on [0, L] for any L > 0 uniformly in x ∈ Ω,(3.2.16)

lim
t→+∞

f(x, t)t−σ = 0 uniformly in x ∈ Ω for σ =
n+ 2

n− 2
. (3.2.17)

We show that (3.2.14) implies the a priori bound for u.
For all r ≥ 1, by the equation and its boundary condition (1.0.3),∫

Ω
f(x, u)urdx = −

∫
Ω

(∆u)urdx = −
∫

Ω
(O · Ou)urdx

=

∫
Ω
Ou · O(ur)dx = r

∫
Ω
|Ou|2ur−1dx =

4r

(r + 1)2

∫
Ω
|O(u

r+1
2 )|2dx.

By (3.2.17) and (3.2.16), for all ε > 0, there exists Cε > 0 such that

f(x, t)tr ≤ εtr+σ + Cε.

Thus,∫
Ω
|O(u

r+1
2 )|2dx =

(r + 1)2

4r

∫
Ω
f(x, u)urdx ≤ C0ε

∫
Ω
ur+σdx+ C ′ε.

Since by Sobolev’s inequality,(∫
Ω
uqdx

)n−2
n

= ‖uq
n−2
2n ‖2

L
2n
n−2 (Ω)

≤ C1

∫
Ω
|O(uq

n−2
2n )|2dx,

letting

q
n− 2

2n
=
r + 1

2
, or q =

n(r + 1)

n− 2
,

we have (∫
Ω
uqdx

)n−2
n

≤ C2ε

∫
Ω
ur+σdx+ C ′′ε .
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On the right-hand side, we note the exponent of u:

r + σ = (r + 1) + (σ − 1) = q
n− 2

n
+

2n

n− 2

2

n
,

and thus by Hölder’s inequality,(∫
Ω
uqdx

)n−2
n

≤ C2ε

(∫
Ω
uqdx

)n−2
n
(∫

Ω
u

2n
n−2dx

) 2
n

+ C ′′ε . (3.2.18)

Moreover, (3.2.14) and Sobolev’s inequality imply∫
Ω
u

2n
n−2dx ≤ C3. (3.2.19)

Therefore, choosing ε in (3.2.18) small enough, we obtain

‖u‖Lq(Ω) ≤ C4(q), for q =
n(r + 1)

n− 2
, ∀r ≥ 1,

and in particular,

‖u‖Lq(Ω) ≤ C4(q), ∀q ≥ n. (3.2.20)

Furthermore, by (3.2.17) and (3.2.16),

‖f(·, u(·))‖
L
q
σ (Ω)

≤ C5(q), ∀q ≥ n. (3.2.21)

Thus for all s > n, by elliptic Ls estimate and the compactness of Ω,

‖u‖W 2,s(Ω) ≤∃ C6(s,Ω)(‖u‖Ls(Ω) + ‖f(x, u)‖Ls(Ω)) ≤ C7(s,Ω),

and then by Morrey’s inequality,

‖u‖C1,γ(Ω) ≤
∃ C8(γ,Ω)‖u‖W 2,s(Ω) ≤ C9(γ,Ω), γ = 1− n

s
.

Consequently, by the definition of Hölder norm, we obtain the a priori bound for
u. �

3.3 Open problems

Based on the above results, we present here two open problems for future work.
Elliptic Problem. The first one concerns whether the assumption (1.0.7) on

a = a(x) in Theorem 5 can be further weakened.

31



Specifically, assuming ∂ω ∈ C1, (ii) and (iii) of (1.0.7), we have for any
x0 ∈ ∂ω,

Oa(x0) = −|Oa(x0)|ν0,

so that by the Taylor expansion,

a(x) = −|Oa(x0)|(x− x0) · ν0 + o(|x− x0|), as x→ x0, x ∈ ω, (3.3.1)

where ν0 = ν(x0) denotes the outer unit normal vector at x0. In addition, we
notice that

|Oa(x0)| = −∂a
∂ν

(x0) > 0.

We wonder whether (3.3.1), or, more generally, the assumption that for any
x0 ∈ ∂ω there exist α > 0 and m > 0 such that

a(x) = −α(x− x0) · ν0|(x− x0) · ν0|m−1 + o(|x− x0|m), x ∈ ω → x0 (3.3.2)

suffices to admit the a priori bound

‖u‖L∞(Ω) ≤ C = C(Ω, a(x), p)

for any solution u = u(x) to (1.0.3).
To study this problem, one may apply the blow-up analysis with the argument

of Du-Li [4] in discussing the limiting points of the maximizing point sequence
{xn}.

Parabolic Problem. We have also attempted to study the initial boundary
value problem for the corresponding semilinear parabolic equation

ut = ∆u+ a(x)up in Ω× (0, T )
u(x, 0) = u0(x) ≥ 0 in Ω
u = 0 on ∂Ω× (0, T )

(3.3.3)

with u0 ∈ C(Ω). We wonder if, similar to the case a(x) ≡ 1, studied by Giga
[12], there exists an a priori bound for positive solutions, provided (1.0.5) and
a = a(x) satisfies some conditions.

Concretely speaking, we wish to show that under the same assumption in
Theorem 5, or some weaker assumption such as (3.3.1) or (3.3.2), there exists
C = C(p,Ω, a(x), ‖u0‖L∞(Ω)) such that

sup
t≥0
‖u(·, t)‖L∞(Ω) ≤ C

for any solution u = u(x, t) to (3.3.3) global-in-time.
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A possible proof may follow the procedure of [12], but the limit of the con-
verging sequence of points have to be discussed in a different manner. In fact,
since the other arguments hold true in this case, the proof would be completed
if only the same lemma in [12] could be proved.

Conjecture. Let Ω ⊂ Rn be a bounded domain with C2 boundary ∂Ω, p
be in (1.0.5), and a = a(x) satisfy (1.0.7), or some weaker assumption such as
(3.3.1) or (3.3.2). Let u = u(x, t) be a strong solution to (3.3.3), and assume that
there exists a finite constant N > 0 such that∫ T

0

∫
Ω
|ut|dxdt < N, (3.3.4)

and that

sup
Ω×(0,T )

u is attained in Ω× (t0, T ) (3.3.5)

where t0 > 0. Then there is a constant A which depends only on N and t0, and
is independent of u, u0 and T , such that

u(x, t) ≤ A in Q = Ω× [0, T ).
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Chapter 4

Conclusion and comments

In the first half, we studied the critical exponent for global existence p0 and the
Fujita exponent pC for the porous medium equation with localized reaction in
multi-dimensional space. In two spatial dimension, despite some results obtained
in Theorem 1, there are still problems left unsolved, while in the case n ≥ 3, The-
orem 2 elucidated the relationship between the behavior of nonnegative solutions
and the exponents p and m. Additionally, in Theorem 3, we showed a property
concerning the support of nonnegative solutions.

From these results we can observe that the construction of critical exponents
is greatly different from the case when the reaction is not localized, namely,
a(x) ≡ 1. Especially when n ≥ 3, the critical exponent p0 = pC = m is even
unrelated to the spatial dimention n. Besides, we remark that in the case n ≥ 3,
all results concerning the existence of global solution are obtained thanks to the
Liouville property of semilinear elliptic equation, since it enabled us to construct
a global supersolution for comparison. This is also the reason why we failed to
obtain a complete result for the case n = 2, since this property holds only in
spatial dimensions higher than 2.

In the second half, we studied the role of such a(x) in a priori estimate for
positive solutions to the semilinear elliptic equation. Different from the case
a(x) ≡ 1 where the existence of an a priori bound for all positive solutions is
guaranteed, to obtain the a priori bound, we have to reduce the critical exponent,
or to impose some assumptions on the localized coefficient a(x), as stated in
Theorem 4 and Theorem 5 respectively. For the latter result, as future work, we
also suggested possible improvement in that the assumptions may be weakened.
Finally, we presented an open problem concerning the a priori estimate for the
corresponding semilinear parabolic equation.

The main complexity caused by the localized nonlinearity lies in the argu-
ments conducted in the neighborhood of ∂ω. Recall ω = {x ∈ Ω|a(x) > 0}. This
compelled us to impose appropriate assumptions on a(x) in order to prove the
existence of the a priori bound. We also observe that throughout both halves of
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the dissertation, Liouville property of semilinear elliptic equation played a crucial
role: it not only realized the construction of global supersolution in the first half,
as stated above, but also served to engender the contradiction in the proof of
Theorem 4 by blow-up analysis.
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