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Abstract

Our society heavily relies on the Internet and the other network services. We use mobile phones all the day, communicate and do businesses by using email and video conferences, and enjoy audio and video streaming services. Also, machine to machine communications play a role on measurements, sensing, or other purposes. All these services are provided through the Internet and the other network systems and services. To handle the expanding demands of communications, network systems need to be built effectively and reliably. Network design and performance evaluation is significantly important to sustain reliable network systems and enrich our society through communications. In this thesis, we focus on how to design and evaluate photonic networks and mobile wireless networks.

Firstly, we propose network design algorithms that minimize the network cost for electrical and optical label switched multilayer Photonic IP networks. Using the developed algorithms, the cost-effectiveness of multilayered photonic IP networks has been evaluated. In fact, compared with LSP networks with point-to-point WDM transmission systems, the benefit of multilayer photonic IP networks is obtained even if the average LSP demand between pairs of nodes is less than the OLSP capacity. The proposed algorithms comprise two steps and the first step provides multiple different optimization start points (initial networks). The optimal result is the best result chosen among the obtained results after multiple optimization procedures. We have verified that most of the results obtained through the multiple different optimization procedures applying different scenarios and subcases converge to almost the same value. This implies that the heuristics developed here could effectively avoid the local minima, and the validity of the obtained results is very high.

Secondly, we newly propose a new network design algorithm that minimizes the network cost considering IP traffic growth for multi-layered photonic IP networks that comprise electrical label switched paths (LSPs) and optical LSPs. We have evaluated the network cost obtained from the developed network design algorithm that considers IP traffic growth and compare it to the results obtained from a static zero-based algorithm. The static zero-based algorithm does not take into account the history of progressive past IP traffic changes/growth until that time. The results show that our proposed algorithm is very effective; the cost increase from the cost obtained using the zero-based algorithm is marginal. The algorithm developed herein enables effective multi-layered photonic IP network design that can be
applied to practical networks where IP traffic changes/increases progressively and that can be used for long term network provisioning.

Thirdly, we propose a traffic control by influencing users, and a user and network integrated simulation which is able to represent individual user behavior in a realistic situation. We also have implemented a real map loading function, pedestrian mobility, and a user behavior model to meet the requirements. We also evaluate the simulation capability, and show that the simulator has high functionality and it is able to represent the effect of individual user behavior (mobility and communication). The results show that the use of a mobility model and communication model which can take account for the different behavior of users does influence the simulation results, and that it is both important and effective to take detailed user behavior into consideration for accurate simulation.

Fourthly, we propose abstraction methods of pathloss and fading calculations to improve simulation runtime for large-scale ITS wireless system simulations. In abstracted pathloss calculation model, we use more of cached pathloss values to improve runtime when a received signal power is less than a threshold. In abstracted fading calculation model, we neglect fading calculation when a received signal power is less than a threshold. We have implemented our proposed methods to network simulator and have evaluated simulation runtime and simulation accuracies with two-ray ground reflection and ITU-R P.1411 models. The evaluation shows that regardless of propagation models about 55% to 70% simulation runtime improvements are achieved with the very limited degradation of simulation accuracies.

In summary, we have proposed multi-layered photonic network design algorithms for a given traffic demand and a growing traffic demand to minimize network cost. Also, we have proposed a mobile traffic control scheme and an evaluation and optimization methods for mobile wireless networks. All proposed methods have been verified through simulation experiments with realistic scenarios. The obtained results show that our proposed methods contribute to design and evaluate photonic and mobile wireless networks, and eventually to enrich our society through communication systems and services.
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1 Introduction

Our society heavily relies on the Internet and the other network systems and services. We use mobile phones all the day, communicate and do businesses by using email and video conferences, and enjoy audio and video streaming services. Also, machine to machine communications play a role on measurements, sensing, or other purposes. All these services are provided through the Internet and the other network systems and services. To handle the expanding demands of communications, network systems need to be built effectively and reliably. Network design and performance evaluation is significantly important to sustain reliable network systems and enrich our society through communications. Furthermore, network systems are basically comprised of backbone networks and access networks. Backbone networks are mainly built with photonic networks which provide huge bandwidth and less latency. On the other hand, access networks are mainly provided by wireless networks which can avoid limitation of mobility and wiring. In this thesis, we focus on how to design and evaluate photonic networks and mobile wireless networks. We propose design and evaluation methods for multi-layered photonic networks as well as mobile wireless networks.

Firstly, we describe a multi-layered photonic network design for a given traffic demand. An explosive increase in the amount of Internet traffic has been evident spurred by the increased penetration of broadband access to date. To cope with this, how the most effective future Internet protocol (IP) backbone networks should be created is a key topic that must be resolved [1], [2], [3], [4]. Looking at existing IP backbone networks, wavelength-division-multiplexing (WDM) technology is used in order to better utilize the transmission capability of an optical fiber. Current commercially available WDM systems allow for the multiplexing of several dozens of wavelengths. Such WDM transmission systems are denoted as point-to-point WDM systems in the sense that all the wavelengths are terminated link-by-link and the required electrical signal processing is performed utilizing an electrical switching element at each intermediate node. Rather expensive optical/electrical conversions are, therefore, necessary at each node. With regard to IP packet transmission, packets are encapsulated using a data link protocol such as PPP/HDLC-over-SONET/SDH (POS) [5]. Since each IP packet is routed at each intermediate node based on the information in its header, this will cause severe header processing bottlenecks in the IP backbone network nodes, which must process more than several hundreds of gigabits of data.
In order to mitigate the processing bottlenecks and to realize effective traffic engineering, multiprotocol label switching (MPLS) [6] has been proposed as a viable transport mechanism. This can provide cut-through of Layer 3 routing, i.e., a label switched path (LSP) is introduced, by adding a fixed-size label to each IP packet. The label provides a routing identifier recognized by high-speed electrical switches, e.g., label switches such as an asynchronous transfer mode (ATM) switch. Many of the state-of-the-art IP backbones employ label switch routers (LSRs) that are equipped with this label switching capability. However, the forwarding processing is still based on electrical processing, i.e., LSP level routing, at each intermediate node. As such, when the traffic volume to be processed becomes much larger, electrical bottlenecks will become increasingly tangible.

In order to solve this problem, the introduction of optical cross-connects (OXC’s) that employ wavelength routing has been widely discussed [1], [7], [8], [21]. Furthermore, the extension of the control mechanisms of MPLS and generalized MPLS (GMPLS) [9] to OXC control has also been studied to integrate an IP and optical control mechanism [10], rather than to use separate controls for the IP and optical layers. The optical LSP (OLSP) discussed herein is an optical path in which connection setup/release is controlled by using the GMPLS mechanism. In this thesis, the IP backbone network is denoted as the photonic IP network, which employs wavelength routing achieved through the capability of OLSPs. We clarify the benefits of the Photonic IP network through quantitative evaluations regarding the transport network cost.

We present a newly developed multilayered (LSP/OLSP) network design method that minimizes the network cost, i.e., the optimal network design for a given LSP traffic demand. Other purposes of this thesis are to elucidate the potential benefits of the multilayered photonic IP network employing OLSPs, and to estimate the impact on the network cost reduction toward physical network topologies and traffic volumes. The particular point of the algorithms proposed in this thesis is that they adopt different cost minimization scenarios in accordance with different OLSP provisioning conditions, which are chosen as the first step in the design stage. This approach effectively removes local minima and enhances the reliability of the obtained results in terms of the optimization. In other words, the validity of the obtained results can be judged as quite reliable when the best achievable cost among different scenarios and their subcases are very close to each other.

Secondly, we describe a new network design considering IP traffic growth for multi-layered photonic IP networks. As traffic demands are expanding, network operators need to upgrade their network systems to handle traffic growth. For instance, at a certain point of the year, for example every quarter, we evaluate the
traffic growth until the end of the next quarter, and add the necessary equipment to
the working network based on the dynamic network design. The design method
directly affects network cost because the deployed equipment may not be used.
Therefore, we propose a new network design algorithm that minimizes the network
cost considering IP traffic growth for multi-layered photonic IP networks. We
evaluated the network cost obtained from the developed network design algorithm
that considers different IP traffic growth patterns and volumes. The obtained results
are compared with those obtained from the static zero-based algorithm that we
proposed. It was shown that the presented algorithm is effective; the cost increase
from that cost obtained with the static algorithm was marginal. Furthermore, under
various conditions (physical network topology, traffic demand, and the traffic
increase rate), the proposed algorithm was confirmed to produce excellent results.

Thirdly, we describe a traffic control method and an evaluation method. In mobile
networks, users carry mobile terminals, and make or receive calls whenever they
want. Therefore, the generation of communication traffic is heavily dependent on
user behavior. Also, user mobility and communication behavior are strongly
influenced by environmental factors associated with the user (street layout, weather,
and special events, such as fireworks displays or football matches). For instance,
when a user walks in a crowded area like a fireworks display, he or she may not
take the shortest route to the destination, but rather may select a route which is less
busy, to avoid the crowds. In the case where many people are gathered in a small
area causing network congestion, they may reattempt calls repeatedly at short
intervals until they are successful [43], [48], [49]. Moreover, even if different
people are in the same environmental situation, their communication behavior,
such as interval between retries, differs according to certain attributes (gender, age
and so on). Therefore, in mobile networks, we can state two issues: 1) the traffic
that flows into a mobile network is heavily dependent on user behavior and the
quality of service resulting from the condition of the network greatly influences
user behavior, 2) individual users may behave differently according to certain
attributes, such as age.

In order to evaluate the performance of mobile networks, network simulation is
widely used. For example, we have proposed a traffic control method that guides
users, to alleviate congestion by giving them information about the network [55],
[56]. In this method, the network sends users one of three guidance messages
according to the state of the network congestion. These messages are A) to
encourage users to wait, to achieve time balancing, B) to encourage user to change
communication medium (for instance, from phone call to text messaging), and C)
to encourage users to move, to achieve geographical balance. This traffic control
method aims to improve not only network performance but also the quality of
service users perceive, and so ultimately to increase customer satisfaction. It is quite difficult to evaluate the performance of such a method in the field and therefore evaluation by means of simulation is useful. To evaluate such a control method through simulation, it is necessary for the simulator to represent both the behavior of individual users and the degree of customer satisfaction with the network service provided.

In this thesis, we describe the development a simulator as a platform for performance evaluation corresponding to various applications and services. We have developed a large-scale simulator which can more faithfully represent the network (which offers communication services), users (who are the source of traffic), and the environment (which influences user behavior). Using the simulator we developed, we also evaluate the network systems by the communication logs and a survey of cellular phone customers. The simulation results obtained show that the developed simulator has high functionality and it is able to represent detailed individual user behavior (mobility and communication) and evaluate performance in a realistic situation.

Fourthly, we describe a performance improvement method for large scale wireless networks. In recent years, research and development is underway on wireless communication systems for the Intelligent Transport System (ITS), which aims to realize safe driving support, platoons, and information delivery to vehicles. In this R&D, it is necessary to evaluate the performance of a large-scale system under a variety of scenarios. Simulation-based evaluation is effective in the early stage of research. Later, in the development stage in which a realistic system is in sight, it is more effective evaluate system performance using a prototype system or a combination of a prototype system and a simulator which are linked via a virtual network and operate in an integrated manner.

There are a large number of simulators, both commercial and non-commercial, for evaluating performance of a wireless communication system. It is reported that how a system is modelled has a great impact on the accuracy of simulation [68], [69]. Assumptions are made to model the target system. In particular, in simulation of wireless communication, how radio propagation and the physical layer are modelled greatly affects evaluation of system performance [70], [71]. In an IEEE802.11 wireless LAN system, all nodes that share an identical channel monitor the state of the channel, and avoid collision using carrier sense multiple access/collision avoidance (CSMA/CA). In the ITS, SAE J2735 [72] specifies a mechanism in which each vehicle broadcast its information every 100 milliseconds to let surrounding vehicles know its presence. When a node transmits a frame in an ITS wireless system that uses such a wireless LAN system, all the surrounding
nodes, including those that are not destinations of the frame, process the frame received. In simulation of a large system of this kind, the processing of received frames requires a huge amount of computation. To simulate such a system efficiently, it is important to use a system model that strikes a good balance between the amount of computation required and simulation accuracy [73]. Therefore, we propose a performance improvement method for large scale wireless networks and evaluate the proposed methods in several situations.

The rest of this thesis is organized as follows. In Chapter 2, we address the related work and contributions of our study. In Chapter 3, we describe the network design and cost optimization method. In Chapter 4, we propose a network design algorithms considering IP traffic growth. In Chapter 5, we describe mobile traffic control scheme and system evaluation method. In Chapter 6, we propose performance optimization method for wireless communication system evaluation. Chapter 7 concludes this thesis.
2 Related Work

2.1 Multi-Layered Photonic Network Design

In this section, we describe related works and our contributions on multi-layered photonic network design. The design of the networks we are considering requires solving both routing and wavelength assignment optimization problems [4], [8]. Most of the previous studies that deal with OXC-related network design were aimed at optimization of the optical layer by taking into account optical path routing and the wavelength assignment [11], [12], [13], [14], [15]. They deal with single-layer network optimization, whereas this thesis resolves multilayer network optimization, where an OLSP accommodates multiple (electrical) LSPs. In other words, the traffic to be accommodated within the network is given by the LSP demand matrix rather than the OLSP demand matrix. Although the study area of this thesis is dedicated to hierarchical LSP networks where the $n:1$ relationship between LSP and OLSP is considered, other types of hierarchical networks have been extensively studied in, e.g., [16], [17], [18], [26], [27], [28]. The objective of [16] and the network conditions are different from this work; to improve the network throughput under given optical network resources, while enforcing constraints on one pair of fibers between nodes. Other papers [17], [18] assumed multilayer networks comprising waveband and wavelength multiplexing. Each waveband can accommodate a fixed set of wavelengths, which set more restrictions on the wavelength assignment. Our objective is to minimize the network cost for a given amount of LSP traffic for the photonic IP networks consisting of LSP and OLSP layers. Our study, thus, focuses on different objective functions under different network conditions.

Regarding the optimization of a network that includes routing and wavelength assignment, the problem is known to be NP-complete [19]. An approach using integer linear programming (ILP) [16], [41] is only applicable to small networks due to the large calculation time required; hence, the application of the ILP is rather limited. Therefore, an approach employing heuristic algorithms is widely considered for designing practically sized networks.

There are some previous studies that deal with dynamic design of photonic networks [23], [24]. They, however, assume a single optical layer network aimed at optimization of the optical layer by taking into account optical path routing and wavelength assignment. In this thesis, instead, the traffic to be accommodated within the network is given by the LSP demand matrix rather than the OLSP
demand matrix. Some studies include quasi-dynamic design for multi-layered photonic networks [29], [30], [31]. They are considering service holding time to design and expand network system. These works extends our works and are basically done based on our primary work in the thesis.

Some related works consider restoration or sustainability for multi-layer photonic networks [32], [33]. They introduce extra demands for restoration of optical paths. The studies in [34], [35], [36], [41], [45], [46] deal with waveband switching and assignments. Other studies in [37], [38], [39], [42], [44] deal with network design for multi-layered photonic network. However, they rely on our previous work as fundamental design method and extend or add new limitation for design. Therefore, we could significantly contribute our work to the field of multi-layer network design and facilitate the research activities.

2.2 Mobile Traffic and System Evaluation

Recently there have been some studies on simulation techniques which consider user mobility for mobile networks, such as the verification of the random waypoint model, which is often used to evaluate network performance, and the development of realistic mobility models [57], [58], [59], [60]. However, there have been few reports that consider detailed network simulation to deal with both issues 1) the traffic that flows into a mobile network is heavily dependent on user behavior and the quality of service resulting from the condition of the network greatly influences user behavior, and issue 2) individual users may behavior differently according to certain attributes such as gender and age. For the performance evaluation of mobile networks, we have proposed the concept of a user and network integrated simulation capable of dealing with both issues 1) and 2) and showed the importance of such a simulation [56].

Regarding wireless network simulation, network simulators have been compared and monitored in terms of runtime performance and required memory size [74], [75], [76]. There have been proposals [77], [78], [79] to speed up simulation of a wireless network by focusing on MAC of IEEE802.11. The technical area targeted by these papers differs from the area addressed by this thesis, which focuses on pathloss and fading calculations. Therefore, the methods proposed by these papers can be combined with the method proposed in this thesis. References [80] and [81] discuss simulation of a Long Term Evolution (LTE) system and a mechanism to speed up simulation. They aim to reduce fading calculations in a cellular system that is based on orthogonal frequency division multiple access (OFDMA). The wireless system assumed in these papers differs from the one assumed in this thesis.
The interference from a fixed base station assumed by these papers also differs from the one assumed in this thesis, which assumes that all communication nodes are mobile. Therefore, the mechanism proposed in these papers cannot be applied to the environment addressed in this thesis. There are studies on making simulation faster at the radio propagation layer [82], [83], [84]. Their results have been implemented in some commercial and non-commercial simulators. A basic approach to reducing the computational load is to use an abstract model. One method is not to register a reception event to a node in cases where the power of the received signal is lower than a specified threshold or where the receiving node is located farther than a specified threshold distance from the transmitting node. Another method is to use the signal to interference plus noise ratio (SINR) estimated from past data, in processing a reception event. Both of these approaches reduce computation time by omitting to process some reception events. Since determination of whether to process a reception event or not depending on the SINR, the impact of the SINR value on simulation result is not insignificant.

Since the use of an abstract model impacts simulation accuracy, there is a tradeoff between speed and accuracy. In this thesis, we propose an abstract model that focuses on pathloss calculations and fading calculations in order to speed up simulation with a minimum impact on simulation accuracy. The number of pathloss calculations is reduced by using cached pathloss values when the received signal power is below a threshold. Similarly, the number of fading calculations is reduced by omitting the calculation when the received signal power is below a threshold.
3 Network Design and Cost Optimization for Label Switched Multilayer Photonic IP Networks

3.1 Introduction

An explosive increase in the amount of Internet traffic has been evident spurred by the increased penetration of broadband access to date. To cope with this, how the most effective future Internet protocol (IP) backbone networks should be created is a key topic that must be resolved. In this chapter, we clarify the benefits of the Photonic IP network through quantitative evaluations regarding the transport network cost. In this chapter, we present a newly developed multilayered (LSP/OLSP) network design method that minimizes the network cost, i.e., the optimal network design for a given LSP traffic demand. Other purposes of this chapter are to elucidate the potential benefits of the multilayered photonic IP network employing OLSPs, and to estimate the impact on the network cost reduction toward physical network topologies and traffic volumes. In the following sections, we first present the optimal network design algorithms of multilayered photonic IP networks using two layers of paths, LSP and OLSP. The network cost of the LSP network (single layer) is then compared with that of the designed photonic IP network (multilayer, i.e., LSP and OLSP) to demonstrate the benefits of introducing OLSPs.

3.2 Network Model

Figure 3-1 illustrates the photonic IP network and the node structure discussed in this chapter. The node consists of three functional elements: the OXC, OLSP terminator, and LSR. The LSR consists of an IP router controlled by the MPLS mechanism. At the ingress of the OXC, WDM signals from adjacent nodes are demultiplexed into each wavelength (optical path). Some of the optical paths (OLSPs) that must be terminated at the node will be delivered to the OLSP terminator and the corresponding OLSPs are converted into electrical signals. The LSPs accommodated within the terminated OLSPs are switched by a LSR, where packet-by-packet forwarding is done based on the LSP label information. The other
OLSPs are cross-connected at the optical level at the OXC. At the egress of the OXC, OLSPs are wavelength multiplexed and launched into the outgoing fibers.

The relationships among the IP packets, LSP, OLSP, and optical fiber are shown in Figure 3-2. LSPs are logical paths with a variable bandwidth identified by a label attached to each IP packet. An OLSP is an optical path that has a fixed bandwidth and is identified by the wavelength. An OLSP accommodates a number of LSPs, and such a relationship is the same as that of higher order and lower order paths in the SDH networks [20]. The optical fiber accommodates a fixed number of OLSPs.

Figure 3-1. Photonic IP network and node structure.

Figure 3-2. Relationships among IP packets, LSP, OLSP, and optical fiber.
3.3 Design Algorithm

The developed algorithm comprises two steps as described next.

Step 1) Set up direct OLSPs as per the given policy (given later) without regard for LSP level grooming at intermediate nodes.

Step 2) Reconfigure the network developed in Step 1 allowing for LSP level grooming at intermediate nodes.

Step 1) creates initial networks that should be optimized in Step 2). In Step 1), different policies to set up direct OLSPs are, as mentioned before, introduced so that multiple initial networks are developed. Each initial network, created with a different policy (represented by parameter $X$, as explained later), is optimized by Step 2), where different cost minimization scenarios in accordance with different OLSP provisioning policies in Step 1) are chosen. The best result among the results from Step 2) is selected as optimal. Through this process, the criterion of the OLSP setup policy according to the network conditions is obtained. This approach can effectively remove the local minima and enhances the reliability of the obtained results in terms of the optimization, since multiple different starting points are used to attain the goal. For these two steps, heuristic algorithms were developed. The outline of the design algorithm is given below.

Here, we assume the following.

- No wavelength conversion capability at intermediate nodes (wavelength path [1]).
- An OLSP shall be set up as per various OLSP setup policies.
- The data traffic distribution pattern is asymmetrical.

When the traffic pattern is symmetrical, the algorithms described next can also be applicable. For symmetrical traffic, the calculation time can be reduced with a slight modification to the calculation process.

Each step is described as follows.

Step 1:

1) Given a defined LSP demand, search the shortest LSP routes (Dijkstra algorithm), supposing a weighted link and node cost.

2) Add an OXC at each node.
3) Select a node pair to examine the possible provisioning of a direct OLSP, based on the selection criterion, explained below.

4) Establish a direct OLSP along the route of the bundle of LSPs and assign a wavelength to it according to different policies. The policies are represented by parameter. The total bandwidth of the LSPs to be accommodated within the OLSP exceeds \( X\% \) of the OLSP capacity.

5) Iterate 3 and 4 so long as non-accommodated LSPs exist that meet the above criterion.

6) Accommodate the remaining LSPs within point-to-point OLSPs.

In 3 above, we adopt a simple rule [14] that determines the priority for the OLSP provisioning. The highest priority is given to a node pair that is determined by the value \( \max \{ H_{ij} \times P_{ij} \} \), where \( H_{ij} \) is the number of hops between node \( i \) and node \( j \), and \( P_{ij} \) is the number of LSPs from node \( i \) to node \( j \). The procedures included in Step 1 are explained in Table 3-1 and Figure 3-3.

<table>
<thead>
<tr>
<th>Table 3-1. Parameters incorporated in design algorithm.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong></td>
</tr>
<tr>
<td><strong>Parameters</strong></td>
</tr>
<tr>
<td><strong>Output</strong></td>
</tr>
</tbody>
</table>
Step 2: Step 2 is a further optimization process that is taken after Step 1. Since some of the LSPs are accommodated within point-to-point OLSPs and some of the established direct OLSPs may have spare bandwidth irrespective of the chosen policies, further cost reduction can be expected by rearranging LSPs. These are detailed as Scenario A and Scenario B below, selected according to the value of $X$. Taking this approach, the spare OLSP bandwidth is effectively used by allowing for LSP level grooming at intermediate nodes. The LSPs can be accommodated using more than two OLSPs, and the LSPs may take a different route from the
original one, if the total cost can be reduced. According to the value of $X$ in Step 1, two different scenarios are developed to achieve further cost reduction, i.e., Scenario A and Scenario B. These two scenarios are outlined as follows, and are depicted in Figure 3-4 and Figure 3-5.

![Figure 3-4. Procedure in Scenario A.](image-url)
Scenario A: Establish OLSPs for $X = 0$ in Step 1, and then reconfigure the OLSP network by executing Step 2, the procedure for which is given next.

1) Extract OLSPs with a bandwidth utilization lower than $Y\%$ (parameter).

2) Reaccommodate the LSPs that are accommodated within such extracted OLSPs using the spare bandwidth of the remaining consecutive two or more OLSPs.

This procedure causes changes in the network element resource requirements, as shown in Table 3-2.

Scenario B: Establish OLSPs for nonzero $X$ in Step 1, and then reconfigure the OLSP network by executing Step 2, the procedure for which is given next.

1) Find LSPs accommodated within concatenated multiple point-to-point OLSPs with three hops or more. Alternatively, find a series of established OLSPs that can afford to accommodate more LSPs.

2) Accommodate such LSPs within the existing OLSPs by using their available spare bandwidth.

This procedure causes changes in the network element requirements, as shown in Table 3-3.
The range of $X$ in Step 1 is from 0 to 1. Then, Scenario A covers all cases for $X = 0$ and Scenario B covers all cases for $X \neq 0$. Therefore, Scenario A and Scenario B are adequate further optimizations for our Step 1 design.

Table 3-2. Changes in network element resource requirements in Scenario A.

<table>
<thead>
<tr>
<th>Element</th>
<th>Requirement</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>OXC</td>
<td>Number of required ports</td>
<td>↓</td>
</tr>
<tr>
<td>LSR</td>
<td>Number of required ports</td>
<td>↑</td>
</tr>
<tr>
<td>Optical fiber</td>
<td>Number of required wavelength</td>
<td>(↓)</td>
</tr>
</tbody>
</table>


Table 3-3. Changes in network element resource requirements in Scenario B.

<table>
<thead>
<tr>
<th>Element</th>
<th>Requirement</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>OXC</td>
<td>Number of required ports</td>
<td>(↓)</td>
</tr>
<tr>
<td>LSR</td>
<td>Number of required ports</td>
<td>↓</td>
</tr>
<tr>
<td>Optical fiber</td>
<td>Number of required wavelength</td>
<td>(↓)</td>
</tr>
</tbody>
</table>


3.4 Simulations

The cost-effectiveness of the multilayered photonic IP network was evaluated by simulation using the developed algorithms. We generated a network cost model that consists of node and link costs on the basis of state-of-the-art technologies. The details are provided in the Appendix.

3.4.1 Different OLSP Setup Policies

In order to evaluate roughly the benefits of the photonic IP networks against LSP networks and to determine the relationship between the traffic volume and the appropriate policy, a basic cost comparison was done where only Step 1 was run for the dimensioning of the photonic IP network. We here used the regular grid topology for the simulations. The reason we adopted this was to remove the influence of a particular topology and to obtain more general results. The grid topology is commonly used in many papers for evaluation.

In this simulation, the following network models are assumed.

- Physical network topology: Polygrid ($3 \times 3$, $5 \times 5$, $7 \times 7$, etc.).
• LSP demand: Random pattern.

• Average one-way traffic intensity: 0.5–7.5 Gb/s (changed in 0.5-Gb/s increments) per node pair.

Three OLSP setup policies were examined: establish an OLSP: 1) if any LSP demand exists, $X = 0$; 2) if the LSP demand exceeds 50% of the OLSP capacity, $X = 50$; or 3) if the LSP demands exceeds 100% of the OLSP capacity, $X = 100$. We examined 30 random traffic patterns for each traffic intensity level. At each level, the cost ratio of the photonic IP network to the LSP network is calculated over the 30 traffic patterns, and the average ratios are plotted. The results obtained for 5×5 network is shown in Figure 3-6.

The obtained results are summarized next.

• The photonic IP network is less expensive than the LSP network at higher traffic intensity levels, such as more than approximately 2.0 Gb/s, and its effectiveness becomes more significant as the traffic intensity increases.

• There is a trend change point around 2.5 Gb/s and 3.0 Gb/s. That is because we assume that OLSP capacity is set to be 2.5 Gb/s and related port costs are calculated per 2.5 Gbps. The network cost trend varies whether an OLSP is established or not.

• For instance, if the traffic intensity is 5.0 Gb/s and 7.5 G/s, then 30% and 45% cost reductions are achieved using the photonic IP network, respectively.

• $X = 50\%$ is the most cost-effective, whereas $X = 0\%$ and $X = 100\%$ are more expensive by a few percent and more than 10%, respectively.
Figure 3-6. Network cost obtained from Step 1.
3.4.2 Further Optimization and Its Validity

The following discusses further cost reduction, which is attainable through Step 2 procedures. All simulation parameters except OLSP setup policies are the same as those in the previous section.

As mentioned previously, two scenarios were tested. A variety of design parameters, such as \( X \) in Step 1 and \( Y \) in Step 2 of Scenario A, or different algorithms of Scenario B, were tested. The reason for this is to obtain confidence in the obtained results, if the best achievable cost for each scenario is almost equal, then the validity of the results can be assured.

In Scenario A, we select two values for \( Y \) in Step 2, namely, \( Y = 25 \) and 50%. In addition, we assumed two cases in terms of routing restrictions.

A1) A LSP route contained in a removed OLSP cannot be changed.

A2) A LSP route contained in a removed OLSP can be changed.

In all, we tested four cases in Scenario A.

In Scenario B, we selected two OLSP setup criteria in Step 1, i.e., \( X = 25 \) and 50%. In addition, we examined four different algorithms for the OLSP network reconfiguration in Step 2.

They are given next.

B1) Choose a direct OLSP with spare bandwidth and find LSPs accommodated within a series of point-to-point OLSPs that share partially or entirely the same route as the said OLSP.

B2) In the above, give higher priority to the LSPs that have the same ingress or egress node as that of the candidate, and then try to reroute using the candidate OLSP.

B3) Choose the LSPs accommodated within point-to-point OLSPs, and find two concatenated OLSPs that span the same route as that of the said LSP.

B4) In the above, find two concatenated OLSPs, the route of which is not necessarily the same as that of the said LSP.

After the simulations of the four cases in Scenario A and eight cases in Scenario B, as shown in Figure 3-7, Figure 3-8 and Figure 3-9 (these are for a 5×5 network), assuming the same network model, the following results were obtained.
• The best achievable cost of Scenario A is almost the same as that of Scenario B.

• For instance, if the traffic intensity is 5.0 Gb/s and 7.5 G/s, then the cost reductions of 35% and 49% are achieved with the photonic IP network, respectively.

• Among various simulation results, the best one for each simulation point is selected as the optimal; the result as the optimal is expected to be very reliable, since results from different optimization strategies based on various scenarios (Figure 3-7, Figure 3-8 and Figure 3-9) converge.

• The algorithm developed here is based on heuristics, and as a result, the calculation time needed is acceptably short. It takes in the order of a minute for each traffic intensity value to reach the optimal value which is the one selected from results of the multiple different optimization procedures for a network with 50 nodes or more. (OS: Linux, CPU clock: 1.5 GHz).

By testing different scenarios and their subcases described above, the confidence in the obtained results is enhanced; the local minima can be removed and the validity and the generality of the obtained results are significantly improved.
Figure 3-7. Network cost obtained from Scenario A.
Figure 3-8. Network cost obtained from Scenario B (X = 25).
Figure 3-9. Network cost obtained from Scenario B (X = 50).
3.4.3 Impact of Physical Network Topology Scale on Cost Reduction

The previous simulations assumed a certain physical topology, i.e., an $N \times N$ polygrid network. This section examines the impact of the network scale on network cost comparison.

For this simulation, the following network models were assumed.

- Physical network topology: $3 \times N$ Polygrid ($N = 3, \ldots, 10$) and $N \times N$ Polygrid ($N = 3, \ldots, 7$).
- LSP demand: Random pattern.
- Average one-way traffic intensity: 2.5, 5.0, and 7.5 Gb/s per node pair.
- Scenarios: Scenario A ($A_2, X = 0, Y = 50$) and Scenario B ($B_4, X = 50$). These scenario and parameter values are chosen since they provided good results.

Other parameters are the same as those mentioned previously. The simulation results are plotted in Figure 3-10 and Figure 3-11. The average hop number of LSPs is also shown in parenthesis on the $X$ axis, wherein the hop number is defined as the number of links that will be passed through by a LSP between its source and destination pair.

The obtained results are summarized next.

- The degree of cost reduction becomes more significant as the size of the physical topology becomes larger. In other words, the impact on cost reduction, attained by a hierarchical LSP network as studied here, becomes more significant as the average number of hops between source and destination pair increases, which makes the effect of cut-through in the OLSP domain more significant.

The magnitude of cost reduction, attained by the LSP/OLSP network, according to the average traffic increase, i.e., $2.5 \text{ Gb/s} \rightarrow 5.0 \text{ Gb/s} \rightarrow 7.5 \text{ Gb/s}$ per node pair, becomes larger as the size of physical topology becomes larger.
Figure 3-10. Network cost obtained from 3×N network.
3.5 Conclusion

We proposed network design algorithms that minimize the network cost for electrical and optical label switched multilayer Photonic IP networks. Using the...
developed algorithms, the cost-effectiveness of multilayered photonic IP networks was evaluated.

In fact, compared with LSP networks with point-to-point WDM transmission systems, the benefit of multilayer photonic IP networks was obtained even if the average LSP demand between pairs of nodes was less than the OLSP capacity. The proposed algorithms comprise two steps and the first step provides multiple different optimization start points (initial networks). The optimal result was the best result chosen among the obtained results after multiple optimization procedures. We verified that most of the results obtained through the multiple different optimization procedures applying different scenarios and subcases converge to almost the same value. This implies that the heuristics developed here could effectively avoid the local minima, and the validity of the obtained results is very high. Each algorithm is based on heuristics and so the total calculation time required after multiple procedures was not excessively long. The network design algorithm proposed here can be easily extended to other type of multilayered networks such as SONET/SDH over OLSP and ATM over OLSP networks.
4 Network Design for Multi-Layered Photonic IP Networks Considering IP Traffic Growth

4.1 Introduction

The amount of IP traffic is explosively increasing due to the increase in the number of Internet users and the penetration of wired and wireless broadband access using FTTH, LTE, and Wireless LAN. In order to expand genuine broadband services in the future, IP transport network capabilities must be enhanced. Photonic network technologies explained below are expected to provide the solution. In this chapter, we propose a new network design algorithm that minimizes the network cost considering IP traffic growth (denoted as “dynamic design” herein) for multi-layered photonic IP networks.

We first discuss a new dynamic network design algorithm that minimizes the network cost. We then evaluate the network cost obtained from the developed dynamic network design algorithm and compare it with the results obtained from the static zero-based algorithm which does not take into account the history of the progressive past IP traffic changes/growth until that time. It is shown that our proposed algorithm is very effective; the cost increase from the cost obtained with zero-based algorithm is marginal. The algorithm developed here enable effective multi-layered photonic IP network design that can be applied to practical networks where IP traffic changes/increases progressively and that can be used for long term network provisioning.

4.2 Network Model

Figure 4-1 is a schematic of the relation between the prospective traffic demand that increases as time passes and the capacity of the designed network based on it at every provisioning time. The necessary network equipment should be added to (and removed from) the network to support the prospective traffic demand periodically. In practically, network operators predict traffic demand and extend
their network equipment every quarter of a year, every half year, or every year. If we can statically design and provision the network under given traffic conditions, the designed network is then almost optimal at all times. This will not always be possible, however. Practically, we may have to extend the working network a couple of times a year or so according to changes in traffic demand, and the increased (decreased) traffic will be accommodated (removed) using newly provisioned network resources such as node equipment and optical fibers. In this process, existing traffic (LSPs and OLSPs) will not be rerouted. This is usually the case in a network that accommodates real-time or delay sensitive services, lambda leased line services, and so on. By repeating the network resource changes several times, network resource utilization may deteriorate compared to a network that is designed using the zero-based design (static design), as shown in Figure 4-2. The network design algorithm developed in this thesis minimizes the additional equipment required for the dynamic design.

![Traffic model of designed network and prospective](image)

**Figure 4-1. Traffic model of designed network and prospective.**
Regarding the optimization of a network that includes routing and wavelength assignment, the problem is known as NP-complete [19]. An approach using integer linear programming [16] can be used, but this approach is only applicable to small networks. The application is very limited. Therefore, an approach employing heuristic algorithms is widely considered for designing practically-sized networks.

Figure 4-3 illustrates the Photonic IP network and the node structure discussed in this chapter. The node consists of three functional elements: the OXC, OLSP terminator, and LSR. The LSR consists of an IP router controlled by the MPLS mechanism. At the ingress of the OXC, WDM signals from adjacent nodes are demultiplexed into each wavelength (optical path). Some of the optical paths (OLSPs) that need to be terminated at the node will be delivered to the OLSP terminator and the corresponding OLSPs are converted into electrical signals. The LSPs accommodated within the terminated OLSPs are switched by an LSR where packet-by-packet forwarding is done based on the LSP label information. The other OLSPs are cross-connected at the optical level at the OXC. At the egress of the OXC, OLSPs are wavelength multiplexed and launched into the outgoing fibers.
The relationships among the IP packets, LSP, OLSP, and optical fiber are shown in Figure 4-4. LSPs are logical paths with a variable bandwidth identified by a label attached to each IP packet. An OLSP is an optical path that has a fixed bandwidth and is identified by the wavelength. An OLSP accommodates a number of LSPs and the optical fiber accommodates a fixed number of OLSPs.

4.3 Network Design Algorithm

There are two types of network design for photonic IP networks as mentioned in the previous section. One is the static zero-based design on a given traffic that will
be used for the initial network design. The other is the dynamic network design considering IP traffic growth.

In this study, we make the following assumptions.

- There is no wavelength conversion capability at intermediate nodes.
- An OLSP should be established as per various OLSP setup policies.
- The data traffic distribution pattern is asymmetrical.

4.3.1 Static Design

The static zero-based design algorithm is used for initial network design and used as a reference to evaluate the results obtained from the dynamic design. The static zero-based design has been shown to provide a nearly optimal network for a given amount of IP traffic [22]. The algorithm we adopt here is that previously proposed [25] and the effectiveness has been verified on several network scales and under different network conditions. The particular point of the algorithm is that it has two optimization stages (explained below) and at the first stage it adopts different cost minimization scenarios in accordance with different OLSP provisioning conditions that are chosen to accommodate a given LSP traffic demand. This approach was shown to remove effectively the local minima, which are attained by introducing different first stages, and to enhance the reliability of the obtained results in terms of the optimization [25]. Here, we explain only the points of the algorithm.

The developed algorithm comprises two steps. Step 1: Establish direct OLSPs as per the given policy without LSP level grooming at intermediate nodes. Step 2: Reconfigure the network developed in Step 1 allowing for LSP level grooming at intermediate nodes.

The algorithm introduces parameter $X$ as an OLSP setup policy in Step 1. This OLSP setup policy is the decision regarding whether to establish a direct end-to-end OLSP or to establish point-to-point OLSPs for the LSP traffic demand to be accommodated. When the LSP traffic demand between a certain node pair is above $X\%$ of the OLSP capacity, the LSP traffic is accommodated within a direct end-to-end OLSP. If it is below $X\%$, the LSP traffic is accommodated within point-to-point OLSPs (Step 1). Figure 4-5 compares a direct end-to-end OLSP and a point-to-point OLSP. LSP 1 is accommodated within point-to-point OLSPs, OLSP 1 and OLSP 2. LSP 2 is accommodated within a direct end-to-end OLSP 3. In regard to LSP 1, ingress, transit and egress routers correspond to LSR 1, LSR 2 and LSR 3,
respectively. Regarding LSP 2, ingress and egress routers correspond to LSR 1 and LSR 3, respectively. When $X = 0$, many OLSPs will have much spare bandwidth since all LSP traffic is accommodated within direct OLSPs. Then, in Step 2, LSPs accommodated within such OLSPs are reconfigured and accommodated within two concatenated OLSPs. On the other hand, when $X$ is between 0 and 100, some LSPs are accommodated within concatenated point-to-point OLSPs. Such LSPs are reconfigured and accommodated within two concatenated OLSPs (Step 2). These procedures effectively reduce the required wavelengths and optimize the network [25].

![Figure 4-5: Direct end-to-end OLSP and a point-to-point OLSP.](image)

4.3.2 Dynamic Design

In practical networks, we extend the working network according to the IP traffic changes/growth a few times a year. At a certain point of the year, for example every quarter, we evaluate the traffic growth until the end of the next quarter, and add the necessary equipment to the working network based on the dynamic network design.

The network design algorithm to minimize the network cost considering IP traffic growth is described below and summarized in Figure 4-6. Here, we employ the algorithm explained Section 4.3.1 in order to design a network for the initial traffic demand. We assume here that IP traffic change during the next term consists of
increasing and decreasing segments, and the total amount is increasing. We also assume that the equipment for the decreased LSPs can be removed and the working LSPs should not be rearranged. In practice, the equipment that becomes unused will not be removed from the network, since the traffic increases rapidly and the equipment will become utilized soon. This depends on the network provisioning policy of the network providers. Parameters incorporated in the design algorithm are summarized in Table 4-1.

<table>
<thead>
<tr>
<th>Table 4-1. Parameters Incorporated in the Design Algorithm.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong></td>
</tr>
<tr>
<td>Physical network topology, LSP traffic demand</td>
</tr>
<tr>
<td><strong>Output</strong></td>
</tr>
<tr>
<td>Total network cost, LSP route, OLSP routes, OLSP wavelengths</td>
</tr>
</tbody>
</table>

Dynamic design algorithm

1. Design the initial network [25].

2. Delete the decreased LSPs from the developed network. (OLSPs with no LSP and optical fibers with no OLSP should then be deleted. The remaining LSPs are not rearranged.)

3. Accommodate some of the increased LSPs that have the same ingress and egress node as that of the existing OLSPs when there are available OLSP capacities.

4. Search for the shortest LSP routes (Dijkstra algorithm) for the rest of the increased LSPs, employing a weighted link and node cost.

5. Select a node pair to establish residual new OLSPs, based on the selection criterion, explained below.

6. Establish a direct end-to-end OLSP along the route of the bundled LSPs and assign a wavelength to it if the total bandwidth of the LSPs exceeds X% of the OLSP capacity.

7. Iterate 5 and 6 as long as there are candidates to establish a direct end-to-end OLSP.

8. Accommodate the remaining LSPs within point-to-point OLSPs.
9. Optimize the network allowing for LSP level grooming at intermediate nodes.

In 5 above, we adopted a simple rule [14] that determines the priority for the OLSP provisioning. The highest priority is given to a node pair that is determined by the value \( \max(D_{ij} \times P_{ij}) \), where \( D_{ij} \) is the distance between node \( i \) and node \( j \), and \( P_{ij} \) is the number of LSPs from node \( i \) to node \( j \).

In 9 above, the optimization procedure is the same as that performed in Step 2 of the static design (see Section 4.3.1) [25]. This process reduces the required wavelengths (OLSPs) and fibers, and thus decreases the network cost.

Figure 4-6. Outline of dynamic design algorithm.
4.4 Simulations

We evaluated the network cost obtained from the developed dynamic network design and compared it with that obtained from the static zero-based algorithm.

We generated a network cost model that comprises node and link costs on the basis of state-of-the-art technologies. The details are provided in the Appendix. We used Japan's national network model comprising 18 nodes (see Figure 4-7) and a 5×5 polygrid network as the physical network topologies.

LSP traffic demands are generated by selecting randomly a node pair (ingress node and egress node) per LSP. In regard to IP traffic distribution, we adopted two types of traffic models. One is a random uniform distribution where all node pairs have the same probability to be selected as LSP endpoints. The other takes into account the population density of the city (region) where the node is located. A model in which a node pair that has a large population has a higher probability to be selected than does a node pair in the city (region) with a small population. Here, we adopted the criterion where the probability to select a node pair is proportional to the product of the population of the two cities (regions) where the ingress and egress node is located.

An initial LSP demand is set to be equal to 0.5 Gbps per node pair on average. We tested three different net traffic increase rates for the next prospective period: 25% (50% increase, 25% decrease), 50% (100% increase, 50% decrease), and 100% (150% increase, 50% decrease). Three OLSP set-up policies (X) were examined: $X=0, 25, \text{and } 50$.

We, therefore, evaluated nine different conditions as shown in Table 4-2. In order to obtain reliable results, we examined 30 random traffic patterns for each traffic increase rate. The cost ratio is calculated over the 30 traffic patterns, and the average ratios are plotted.

<table>
<thead>
<tr>
<th>Network topology</th>
<th>Demand distribution</th>
<th>Traffic net increase;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan’s national network</td>
<td>Consider population density</td>
<td>(1) / (2) / (3)</td>
</tr>
<tr>
<td>Japan’s national network</td>
<td>Uniform and random</td>
<td>(4) / (5) / (6)</td>
</tr>
<tr>
<td>5×5 polygrid</td>
<td>Uniform and random</td>
<td>(7) / (8) / (9)</td>
</tr>
</tbody>
</table>
4.4.1 Comparison between static and dynamic design

Figure 4-8 shows the cost ratios of a photonic IP network compared to a single layer LSP network that does not use OLSPs in the case of Condition (2) (Japan's national network, consider population density, rate of net traffic increase is 50%; see Table 4-2). The LSP network is a present network architecture that uses IP routes at every node to route IP traffic and does not use OXCs. The figure shows that the cost difference between static design (dotted lines) and dynamic design (solid lines) is slightly different according to parameter $X$. Figure 4-9 shows the cost ratios of the developed dynamic design algorithm to static zero-based design algorithm for different $X$. Figure 4-9 indicates that when $X = 0$, the cost increase from the cost obtained with the zero-based algorithm is very small, about less than
1%. When $X = 25$ or $50$, then it is larger, from a few percent to 10%. Irrespective of $X$, the cost increase becomes marginal as the traffic intensity increases.

In static zero-based design, it is shown that the impact of the difference of value $X$ on cost is very small [25]. In dynamic design, however, the impact is slightly enhanced, and when $X = 0$, as shown in Figure 4-8, the minimum network cost is attained when the average traffic exceeds about 2 Gbps (OLSP capacity is set to be 2.5 Gbps in this chapter), and when $X = 50$ is the worst. When $X = 0$, in particular in the beginning (where traffic volume is low, less than about 2 Gbps) there are relatively many unused OLSPs (OLSPs with much spare capacity), however, as the traffic increases over time, such OLSPs are well occupied and this scenario ($X = 0$) imposes minimum inefficiency (see Figure 4-9). In other words, LSPs are accommodated in OLSPs almost optimally. We confirmed these tendencies under all the conditions shown in Table 4-2.

Figure 4-8. Network cost compared to LSP network.
4.4.2 Impact of parameter values on the network cost: traffic increase rate, traffic distribution, and network topology

We investigate here the impact of the traffic increase rate \((25\%, 50\%, \text{ and } 100\%)\) in each term on the network cost. The variation of the traffic increase rate corresponds to the frequency of the network provisioning or the traffic increase rate in the fixed term. Figure 4-10 (a)-(c) show the cost ratios of dynamic design algorithm to static zero-based design algorithm; (a)-(c) are for Conditions (1)-(3), (4)-(6), (7)-(9) in Table 4-2, respectively. The results for the OLSP setup policy, \(X = 0\), are shown.

Figure 4-10(a) indicates that when the traffic increase rate is 25\%, the cost increase from the static design is the largest, although the value is small, i.e., less than 3\%. The smallest increase occurs when the rate is 50\%, however, the differences between 50\% and 100\% are marginal. For the other conditions (Figure 4-10 (b) and Figure 4-10 (c)), the largest increase also occurred when the traffic increase ratio is 25\% and differences between 50\% and 100\% are marginal also. The small traffic increase rate means that the term for network provisioning is shorter when the
traffic increasing rate is constant. Then the degree of inefficiency increases until
the average traffic intensities reach a certain traffic volume that is around the OLSP
capacity. After that point, the degree of inefficiency decreases as the traffic
increases. Generally, as a result, too frequent provisioning should be avoided until
the average traffic volume reaches a point around twice the OLSP capacity.

There is little influence exerted by the different traffic distributions (compare
Figure 4-10 (a) and Figure 4-10 (b)). A higher cost ratio (higher peak) is obtained
for random and uniform distributions than that for traffic distribution considering
population density. This tendency is well predicted, since when population density
is considered, the traffic change/ increase is the focus and occurs more for node
pairs in large cities, and the absolute traffic increase is larger between particular
nodes. As a result, the degree of inefficiency decreases; degree of inefficiency
decreases as traffic increases (see Figure 4-9 and Figure 4-10).

A comparison between Figure 4-10 (b) and Figure 4-10 (c) demonstrates the
difference in network topology. The difference was found to be very marginal.

In any case tested, it can be said that the inefficiency is marginal when the average
traffic volumes between nodes are a couple of times the OLSP capacity.

(a) Conditions (1)-(3); Japan's network, considering population density.
(b) Conditions (4)-(6); Japan’s network, random and uniform.

Figure 4-10. Network cost obtained from dynamic design.

(c) Conditions (7)-(9); 5×5 polygrid, random and uniform.
4.5 Conclusion

We newly proposed a network design algorithm that minimizes the network cost considering IP traffic growth for multi-layer photonic IP networks that consist of electrical LSPs and optical LSPs. We evaluated the network cost obtained from the developed network design algorithm that considers different IP traffic growth patterns and volumes. The obtained results are compared with those obtained from the static zero-based algorithm that we proposed previously. It was shown that the presented algorithm is effective; the cost increase from that cost obtained with the static algorithm was marginal. Furthermore, under various conditions (physical network topology, traffic demand, and the traffic increase rate), the proposed algorithm was confirmed to produce excellent results.

In practice, traffic projections will be done every quarter or every half year, and generally speaking, the estimation accuracy will not be so good as an order of percentage. Furthermore, the network will be provisioned so that some amount of margin is taken from the provisioned traffic volume. Thus, the algorithm presented here is considered to be very effective and practical in particular when we consider the wide applicability to various conditions. In other words, if traffic engineering of IP layers and traffic estimation, which are out of the scope of this thesis, are done properly the designed supporting optical layer will cause no QoS degradation that can stem from network resource scarcity.
5 Performance Evaluation of Network Systems Accounting for User Behaviors

5.1 Introduction

In mobile networks, users carry mobile terminals, and make or receive calls whenever they wish. Therefore, the generation of communication traffic is heavily dependent on user behavior. Therefore, we propose a traffic control method that guides users, to alleviate congestion by giving them information about the network. This traffic control method aims to improve not only network performance but also the quality of service users perceive, and so ultimately to increase customer satisfaction. It is quite difficult to evaluate the performance of such a method in the field and therefore evaluation by means of simulation is useful. To evaluate such a control method through simulation, it is necessary for the simulator to represent both the behavior of individual users and the degree of customer satisfaction with the network service provided. In this chapter, we describe the development a simulator as a platform for performance evaluation corresponding to various applications and services. We have developed a large-scale simulator which can more faithfully represent the network (which provides communication services), users (who are the source of traffic), and the environment (which influences user behavior). Using the simulator we developed, we also evaluate the network systems by the communication logs and a survey of cellular phone customers. The rest of this chapter is organized as follows. First, we describe proposed traffic control method. Then, we show the concept of, and the requirements for, the proposed simulator. The functions of the developed simulator are then explained. The results of performance evaluation of network systems are shown.

5.2 Traffic Control by Influencing User Behavior

5.2.1 Concept

Traffic control by influencing user behavior is a method of controlling traffic by dynamically influencing user behavior according to the situation applying to the network, the users and the environment that surrounds the users when there is a
massive number of connection requests to a cellular network system [55]. We can consider three ways of controlling traffic: 1) balancing the distribution of traffic inflow between locations in the network (geographical balancing), 2) balancing the time that traffic flows into the network (time balancing), and 3) reducing the volume of traffic. We have studied three ways to influence users that correspond to the above: A) changing the communication place (move), B) changing the communication time (wait), and C) changing the communication method (i.e., the communication medium). The relationship between traffic control and influencing the users is shown in Figure 1. Each influencing method is described below.

1. Changing the communication place (move); the network system encourages the users to move to a location where there is spare capacity. This balances traffic geographically.

2. Changing the communication time (wait); the network system encourages the users to wait for a while until the network has spare capacity. This balances traffic in time.

3. Changing the communication medium (change media); the network system encourages the users to switch to a different communication medium, for example, from phone to SMS (Short Message Service). This reduces the volume of traffic.

We assume that a network system that provides this traffic control sends messages only to advise the users, and the users are free to decide whether to follow the guidance. The information in the guidance messages can include the present and future network conditions such as the resource usage rate or the recommended place, time or media which the users can adopt as an alternative. It is naturally expected that the network system should provide services to satisfy all the users' requests in any situation. However, it is financially difficult for the operator to construct and maintain the network capacity that is necessary if temporary, exceptional communication demands are to be met. Therefore, this traffic control scheme is one of the possible methods of using the limited resources efficiently. It may be necessary to give the user some incentives so that users will behave in the way the operator expects. Incentives can be achieved by pricing [65], [66], [67], quality control, etc.
5.2.2 Control Scheme

Figure 2 shows the sequence of events when implementing traffic control by influencing the users. The sequence is explained below. First, the network system judges whether it is necessary to guide the users or not when it receives a connection request. When the system guides the users, it sends the users a message to encourage a certain action, such as changing the communication place, time or media. The threshold of whether or not to send a message can be determined according to the radio resource usage, etc. When the system doesn't send a message, the connection request is processed as usual. Depending on the availability of spare resources, a call request may be accepted, resulting in a connection set up to the network or may be rejected, resulting in a blocked call.

When the system sends a message, the user can judge whether or not to follow the guidance in the message. When the user follows the guidance, the user behaves as recommended (move, wait or change media), and requests a connection again. When the user doesn't follow the guidance, the request is connected immediately or blocked depending on the availability of spare resources.
5.3 User and Network Simulator

5.3.1 Concept
The proposed user and network integrated simulation can represent individual user behavior (communication behavior and mobility) and user satisfaction (or dissatisfaction) with the quality of service provided, in addition to providing the functionality of a conventional network simulator. Therefore, it also has a mechanism to incorporate feedback from user behavior to traffic, from traffic to quality of service, and from quality of service to user behavior [56].

Figure 5-3 shows the simulation targets of conventional network simulators and the proposed simulator. Conventional simulators cover only network elements and mobile terminals. In contrast, our simulator covers not only the network per se (which provides network services), but also users (who are the source of traffic) and the environment (which influences users and the network). Here, the
environment includes the geographical situation, such as streets and traffic lights, the weather, and events, such as football matches and fireworks displays.

The proposed simulator can model traffic based on realistic user behavior and the user environment rather than assuming simple traffic based on Poisson distribution and so on. This simulator makes it possible to:

1) analyze the mechanism of traffic generation for modeling mobile traffic in both usual and unusual conditions such as congestions or equipment failures,

2) evaluate new traffic control methods which take account of individual user satisfaction, including “traffic control by influencing user behavior” [55], and

3) improve the simulation accuracy by using realistic traffic inputs.

Figure 5-3. Simulation targets.

5.3.2 Functional Requirements

This section describes the key functions required to realize the concept described in Section 5.3. The user and network simulator needs to represent realistic individual user mobility and communication behavior. For modeling realistic user mobility, users in the simulation should walk along streets laid out according to real geographical information. In order to utilize real geographical information in simulations, the function of loading real map data into the simulator is required.

For modeling realistic user communication behavior, it is necessary to use not just a uniform models but detailed models which can be defined by user attributes.
Thus, the main functional requirements for the simulator to meet these conditions are as follows:

- Real map loading function
- Pedestrian mobility model
- User behavior model.

5.4 Implemented Functions

A variety of commercial and non-commercial network simulators are used for network research, such as ns-2 [61], OPNET [62] and QualNet [63]. In developing our simulator, we chose to make use of an existing network simulator, and selected QualNet for our simulation engine on account of its scalability and high simulation speed. To build the proposed simulator, we added the required functions described in Section 5.3.2 to QualNet as add-ons and also made some customization. Each function is explained in the following sections.

5.4.1 Real Map Loading Function

The real map loading function loads the map information of a specified area for use in simulation scenarios. We adopted digital maps that conform to the Japan Profile for Geographic Information Standards (JPGIS) issued by Japan Geographical Survey Institute (JGSI). We developed a converter, which extracts the required information relating to a specified area and converts it into an XML format suitable for simulation scenarios. Although the maps issued by JGSI include information about streets, intersections, and park areas, they do not include all the information needed for our simulation. We therefore developed a mechanism to add the necessary information which is absent from these maps. In the default setting, train station areas, connections between station areas and streets, entrances to parks, street widths, and traffic lights are added from the other geographic information. We also developed an add-on function for loading the XML-format maps required for simulation scenarios. The XML format which we defined allows an easy description of streets, intersections, parks, train stations etc. By uniformly basing data on this format, it is possible to use original geographic feature data in simulation scenarios.
5.4.2 Pedestrian Mobility Model

The pedestrian mobility model represents users walking along the streets on the maps loaded by the real map loading function. This model assumes that each user has a definite destination and walks independently of others. It allows users to change their walking speed and destination dynamically depending on the state of the surrounding environment, such as a crowded street.

We divided the mobility model into three parts (streets, intersections, and parks). Each part is explained below.

1) Mobility model for Streets

It would be more realistic to consider how users adjust their walking speed to the conditions in the street. When there are a large number of people in the street, the walking speed is generally reduced. We defined population density as the number of users divided by the street area (street width × street length), as shown in Figure 5-4. The street length is divided into segments: $\Delta$ (Figure 5-4), and users move segment by segment. The population density of a street is calculated every time a user moves, and is reflected in the walking speed. Figure 5-5 shows how walking speed is assumed to vary with population density. This model provides for more realistic mobility whereby users reduce their walking speed when the street gets crowded and increase it when the situation is alleviated.

![Figure 5-4. Population density in streets.](image)

Population density ($d$) = \( \frac{\text{Number of users}}{\text{Width} \times \text{Length}} \)
2) Mobility Model for Intersections

When a user arrives at an intersection, he or she selects one of the streets connected to the intersection. In general, the user selects the street that leads to the shortest path to the destination. This would uniquely determine which street the user will select. However, in a real situation, users may avoid a crowded street even if it is the shortest route to the destination. In our model, the user selects a street connected to the intersection on the basis of parameter value $w$, which is defined by Formula 5-1. When a user arrives at an intersection, $w$ is calculated for every street connected to it. Here, $\theta$ is an angle between the direction to the destination and the direction of the street in question, as shown in Figure 5-6. $f(d)$ is a function of population density $(d)$, as mentioned in previous subsection. We defined this function as shown in Figure 5-7.

$$w = (\cos \theta + 1)^2 \times f(d) \quad \text{...Formula 5-1}$$

When this algorithm is applied to the selection of the street to take, users tend to select a street which is less crowded but still provides a reasonably short path to the destination. When the population density is above a certain value, the value of $f(d)$ is set to 0. This prevents the user from selecting a street whose population density is above the threshold, a realistic situation in crowded conditions.
3) Mobility Model for Parks

In a park, user movement is not constrained by streets, and users can move in any direction. They tend to move in a direction which is not too crowded but still provides a reasonably short route to the destination. In order to simulate such behavior, we defined a model similar to the mobility model for intersections. That is, the direction is selected based on the angle to the destination and Formula 5-1.

We assumed that a user in the park can move in one of the four directions: north, south, east, and west, as shown in Figure 5-8. The user selects the direction based on $w$. The population density $(d)$ is calculated for four each directions from the number of users in the area in front of the user. The area size is $n \times 2n+1$ as shown in Figure 5-8, where we assume $n$ to be two meters $\theta$ is the angle formed between one of the four directions and the direction to the destination, as shown in Figure 5-9. As in the mobility model for intersections, we use $f(d)$, as shown in Figure 5-7. As in the mobility model for streets, the walking speed is assumed to change.
dynamically depending on the population density. Thus, the mobility model for parks can represent the case where users in the park move to a place which is less crowded but is still on a reasonably short route to the destination.

Figure 5-8. Population density \((d)\) in a park.

\[
\text{Population density } (d) = \frac{\text{Number of users}}{n \times 2n+1}
\]

Figure 5-9. Definition of for \(\theta\) movement in a park.

5.4.3 User Behavior Model
User behavior (for example, communication behavior and mobility) is strongly influenced by the surrounding environment and the time of day. For example, many calls are generated in downtown regions and near train stations in the evening, and users move slowly in a crowded street. In addition, people with different attributes (age, gender etc.) behave differently [64]. Therefore, we developed a mechanism representing the facts that the communication and movement patterns change dynamically depending on the user attributes and the
user environment. Specifically, we introduced a “User Layer” that controls the “Application Layer”, as shown in Figure 5-10.

Figure 5-11 shows a part of the structure of user layer which provides the communication behavior description. The communication behavior description is defined by “User”, “Profile”, and “Traffic pattern”. N in “User” is the number of users in simulations, and M in “Profile” is the number of profiles (1 ≤ M ≤ N). Each user is assigned attributes such as gender and age, and a profile which characterizes his or her communication behavior. We can also configure the traffic pattern according to the required situation as part of the profile. A profile can be applied not only to an individual user but also to a group of users who exhibit similar user behavior. For example, one profile can be defined for younger persons, another for middle-aged persons and yet another for elderly persons. Specifically, the traffic pattern in the profile defines the following items, some of which are expressed in the form of distributions.

Traffic Patterns

- Communication interval
- Communication methods
- Probability of selecting each communication method
- Probability of making repeated attempts (retries) for each communication method
- Interval of retries for each communication method
- Maximum number of retries for each communication method
- Types of persons called using each communication method
- Communication duration for each communication method

Using these parameters, it is possible to specify a variety of service applications (voice calls, text mail, and videophone etc.) in detail. Traffic patterns can be changed flexibly depending on the time of day or the specific user environment. This way, changes in user behavior resulting from changes in the user environment can be well represented.
Figure 5-10. User layer.

Figure 5-11. Communication behavior description.

5.5 Evaluation and Validation of the Simulator
We implemented the three functions described in Section 5.4 in the user and network simulator, and conducted some experiments to evaluate the network systems.
5.5.1 Evaluation of the Mobility Models

First, we demonstrated the functionality and the effectiveness of the real map loading function and the pedestrian mobility model described in Sections 5.4.1 and 5.4.2, respectively. To confirm the influence of the pedestrian mobility model on the simulation result, we compared our model with the random waypoint model, which is used widely for the performance evaluation of mobile communication networks.

We measured the amount of the resource used at each base station in two models: one where the random waypoint model was applied and the other where the pedestrian mobility model was applied. In the latter case, users chose the route they walked along based on the geographical information. We used the map shown in Figure 5-12, which represents a part of one of the largest cities in Japan and covers an area of 1.5 kilometers square. The shaded areas on the map are parks, and applied the park mobility was applied to users in these areas. The simulation conditions are as follows.
Figure 5-12. Map of area used in simulation.

Simulation conditions

- Simulation Area: 1.5 km × 1.5 km, as shown in Figure 5-12
- Number of users: 500
- Number of base stations: 6
- Number of sectors in each base station: 6
- Channel bandwidth in each sector: 1024kbps
- Mobility model: random waypoint model, pedestrian mobility model.
• Communication model: One call occupies a bandwidth of 64 kbps. The average call origination interval is 1,800 seconds, and the average communication duration is 90 seconds.

• Call destination: a randomly selected user in the simulation

• Simulation duration: 3,600 seconds.

We considered five cases for the mobility scenario as shown in Table 5-1. Case 1 uses the random way point model and the other cases use the pedestrian mobility model described in Section 5.4.2. “Random intersection” in Initial location of Table 5-1 means that each user starts from a randomly selected intersection and “Station” means that each user starts from a station selected randomly from the four train stations on the map. “Random intersection” in Destination of Table 5-1 means that the destination of each user is a randomly selected intersection, and when a user arrives at the destination, he or she heads toward the next destination which is again selected randomly. “Park” in Destination means that users first move to randomly selected intersections for 600 seconds and then move to their respective parks, and when 2400 seconds has passed, they move out of the park and go to the nearest train station. Therefore, in Cases 2-5 which use the pedestrian mobility model, Case 2 has the highest randomness and is the most similar to the random waypoint of Case 1. In contrast, Case 5 represents the most realistic situation of a fireworks display.

We ran 20 simulations under these conditions and measured the average resource usage in each simulation. Figure 5-13 shows the average amount of resource used at each base station. The horizontal axis identifies the base stations, and the vertical axis indicates the average usage of bandwidth. In Case 1, the bandwidth usage of base stations 2 and 5, which are located nearest the center of the area, is higher than that of other base stations, and the others all used more or less the same amount of resource because the users with random waypoint mobility tend to congregate in the center of the area [58]. In Cases 2, 3, 4 and 5 where the pedestrian mobility model is used, the differences in resource usage among base stations are larger than those in Case 1 where the random waypoint model is used. The resource usage of base station 3 in Cases 2-5 is rather small because there are few roads around it and so users rarely used this base station. Moreover, the initial locations and the destinations are the key factors in the mobility model and strongly influenced the simulation results. In Case 4 and 5, as there is a park near base station 5, users gathered in the areas covered by this base station, resulting in higher resource
usages than those in Cases 1, 2 and 3. The simulation results quantitatively show that when we set realistic parameters for the mobility model, initial locations and destinations, the results are closer to the result reflecting the most realistic situation of Case 5. Conversely, when the randomness of the parameters increases, the results are closer to those in Case 1, the random waypoint model.

The above indicates that the results of the simulation using the pedestrian mobility model match what we would normally expect from the geographical information. In other words, the simulation using the pedestrian mobility model reflects the real world better than the simulation using the random waypoint model. When evaluating the design and traffic control techniques of a real network, it is necessary to consider user movement that takes account of the actual geography. Our pedestrian mobility model is effective for such an evaluation.

<table>
<thead>
<tr>
<th>Case</th>
<th>Mobility Model</th>
<th>Initial location</th>
<th>Destination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Random waypoint</td>
<td>Random</td>
<td>Random</td>
</tr>
<tr>
<td>Case 2</td>
<td>Pedestrian</td>
<td>Random intersection</td>
<td>Random intersection</td>
</tr>
<tr>
<td>Case 3</td>
<td>Pedestrian</td>
<td>Station</td>
<td>Random intersection</td>
</tr>
<tr>
<td>Case 4</td>
<td>Pedestrian</td>
<td>Random intersection</td>
<td>Park</td>
</tr>
<tr>
<td>Case 5</td>
<td>Pedestrian</td>
<td>Station</td>
<td>Park</td>
</tr>
</tbody>
</table>
5.5.2 Evaluation of Communication Behavior Model

We show an example of the simulation applying the communication behavior model described in Section 5.4.3 and demonstrate the effectiveness and significance of the function. First, we indicate the difference in the real traffic between users with different attribute values. Figure 5-14 shows the differences in the communication patterns for twelve combinations of attributes (gender and age) based on the communication logs and a survey of cellular phone customers. Figure 5-14 (a) and Figure 5-14 (b) show the mean values of the number of phone calls and the holding time per call for users with different attributes based on the communication logs of about 16 million cellular phone customers. Figure 5-14 (c) and Figure 5-14 (d) show the mean value of the interval between retries and maximum number of retries during network congestion. The values result from the survey of 2339 cellular phone customers because these values cannot be obtained from the communication logs. The numbers of survey respondents for each combination of attribute values are shown in Table 5-2. These four figures show the normalized values when the mean value for a male in his teens is one. We can see that there are significant differences in the communication trends according to age and gender. The communication behavior model we developed can take into account such a difference in the communication behavior among users with
different attributes in the simulation. Then, we ran more simulations in order to clarify whether there is a difference in the simulation results between the conventional case in which the simulation parameters are set by using only the average value of the total set of users (scenario 1) and the case in which parameters are set using the values which account for the differences between users with different attributes (scenario 2). We generated the following two simulation scenarios applicable to the communication behavior model described in Section 5.4.3.

1) Scenario 1 (using 1 profile)
   - All users are assigned the same profile.
   - Simulation parameters for the communication behavior (number of phone calls, holding time, interval between retries, and maximum number of retries): mean value of all simulation users (exponential distribution).

2) Scenario 2 (using 12 profiles)
   - Each user is assigned a profile corresponding to his or her attributes (gender and age).
   - Simulation parameters for the communication behavior: mean value of the users grouped by their attributes (refer to Figure 5-14).

We assumed the number of simulation users to be 2339, which is same as the number of respondents to the survey shown in Figure 5-14 (c) and Figure 5-14 (d). Also, we utilized the same attribute distribution as existed for the respondents, as shown in Table 5-2. Other simulation parameters were the same as those of the experiment described in Section 5.5.1 and the mobility model was assumed to be that of Case 5, which applies to the pedestrian mobility model in the situation of a fireworks display.

<table>
<thead>
<tr>
<th></th>
<th>10s</th>
<th>20s</th>
<th>30s</th>
<th>40s</th>
<th>50s</th>
<th>60s+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>149</td>
<td>266</td>
<td>232</td>
<td>221</td>
<td>210</td>
<td>112</td>
</tr>
<tr>
<td>Female</td>
<td>151</td>
<td>227</td>
<td>216</td>
<td>225</td>
<td>220</td>
<td>110</td>
</tr>
</tbody>
</table>

Table 5-2. Number of survey respondents.
(a) Number of phone calls

(b) Holding time
(c) Interval of retries

(d) Maximum number of retries

Figure 5-14. Communication behavior trend on attributes (gender, age).
Figure 5-15 shows the mean values of the number of retries per call for users with different attributes. The number of retries is one of the evaluation metrics resulting from a variety of types of communication behavior by the user, and is influenced by the various parameters, that is the number of phone calls, holding time, interval between retries, and maximum number of retries, defined in the simulation scenarios. The horizontal axis of the figure indicates age and the vertical axis indicates mean value of number of retries. Figure 5-15 (a) shows the results of scenario 1, using the common profile, while Figure 5-15 (b) shows the results of scenario 2, using the twelve profiles which depended on the attributes of gender and age. The results in scenario 1 show that there is no difference in the number of retries for users with different attributes. This means that this simulation in scenario 1 cannot reflect the diversity of communication behavior which depends on user attributes. On the other hand, the results in scenario 2 using 12 profiles which differ according to users’ attributes show that there is a significant difference in number of retries for users of different genders and ages. Therefore, the developed communication behavior description enables simulations to represent the detailed communication behavior of different categories or users with different attributes, as opposed to the conventional method of treating all users uniformly. In other words, we can simulate realistic communication behavior by directly using traffic logs of real customers, and improve the simulation validity. Moreover, as it is possible to represent each individual user, we can evaluate new metrics which may vary for each user, such as customer satisfaction.
(a) Scenario 1 (1 profile)

(b) Scenario 2 (12 profiles)

Figure 5-15. Average number of repeated calls vs. user attributes.
5.6 Conclusion

We have investigated the functional requirements for achieving an evaluation platform based on our proposed concept of a user and network integrated simulation which is able to represent individual user behavior in a realistic situation. We also have implemented a real map loading function, pedestrian mobility, and a user behavior model to meet the requirements. In addition, we have evaluated the simulator that includes the developed functions, and shown that differences in the mobility model and in the communication model definitely influence the simulation results. This means that in evaluations of the performance of mobile networks it is both important and effective to take realistic and detailed user mobility and communication behavior into consideration.
6 A Performance Improvement of Large-Scale ITS Wireless System Simulations by Abstract Interference Model

6.1 Introduction

Research and development is underway on wireless communication systems for the Intelligent Transport System (ITS), which aims to realize safe driving support, platoons, and information delivery to vehicles. In this R&D, it is necessary to evaluate the performance of a large-scale system under a variety of scenarios. Simulation-based evaluation is effective in the early stage of research. Later, in the development stage in which a realistic system is in sight, it is more effective to evaluate system performance using a prototype system or a combination of a prototype system and a simulator which are linked via a virtual network and operate in an integrated manner. Since the use of an abstract model impacts simulation accuracy, there is a tradeoff between speed and accuracy. The required accuracies basically depend on target systems and metrics to be evaluated. For example, if we evaluate satisfactions for individuals, we need to simulate each user described in the Chapter 5. However, if we evaluate total system usages, we may not need to simulate each use. In this chapter, we propose an abstract model that focuses on pathloss calculations and fading calculations in order to speed up simulation with a minimum impact on simulation accuracy. The number of pathloss calculations is reduced by using cached pathloss values when the received signal power is below a threshold. Similarly, the number of fading calculations is reduced by omitting the calculation when the received signal power is below a threshold.

We first describe how a received frame is processed in simulating a wireless network, and factors that increase simulation time. We then propose a method of reducing simulation time by reducing the number of pathloss calculations and fading calculations. The proposed method has been implemented in a network simulator. Finally, how the method affects simulation time and simulation result is discussed.
6.2 Simulation of an ITS wireless system

In an ITS wireless system that uses a wireless LAN, a packet transmitted by a node is received by all the surrounding nodes. If each of \( n \) nodes transmits a packet, \( n \times (n-1) \) packet reception events occur. In the Basic Safety Message (BSM) [72], which is applicable to ITS safe driving support systems, a frame is broadcast by each vehicle every 100 milliseconds. If there are 1,000 vehicles equipped with the BSM capability, a simulation over a period of one second needs to handle about 10 million frame reception events. Since the number of calculations in simulation is proportional to the number of packet reception events, simulation time is proportional to the square of the number of nodes.

A packet reception in a wireless LAN system is processed in the following manner in commonly used wireless network simulators, such as Scenargie [85] and QualNet [62]:

1. The transmitting node processes its transmission event from the physical layer to the application layer.
2. It registers a frame reception start event and a frame reception end event with surrounding receiving nodes.
3. Each receiving node determines whether to receive a frame, based on the probability of bit errors for the current SINR over a period from the reception start to the reception end.
4. If a frame is received correctly, the receiving node processes the reception event at the MAC and upper layers.

In 3 above, it is necessary to calculate the SINR, which is defined by Formula 6-1. The value is calculated from the received power of both the target and interfering signals and the noise power.

\[
\text{SINR} = \frac{P_r}{N + \sum P_i}
\]  

…Formula 6-1

where \( P_r \) is the received power of the target wave (mW), \( P_i \) is the received power of the interfering signal (mW), and \( N \) is the power of noise (mW).
Figure 6-1. Arrivals of interfering signals and change in SINR.

Figure 6-1 shows a conceptual diagram of how the SINR changes when multiple interfering signals have arrived. While a frame is being received, the SINR varies depending on the received power of interfering signals. Consequently, the probability of correct reception also varies. To determine whether a frame can be received or not, it is necessary to know not only the received power of the target wave but also those of interfering signals. The received power is defined by Formula 6-2. The propagation loss is determined by the path attenuation (pathloss) due to distance and shielding objects and by instantaneous variations in attenuation due to the presence of multiple paths.

\[ P_r [\text{mW}] = \frac{P_t}{L} \]  

…Formula 6-2.

where \( P_t \) is the transmission power (mW), and \( L \) is the propagation loss.
Figure 6-2 shows a breakdown of simulation runtime when a system simulator, Scenargie, is used to simulate an ITS scenario, in which 200 vehicles broadcast packets periodically. In this chapter, we use two radio propagation models: a 2-ray model [86] and a model defined in ITU-R P.1411 [87]. (Other parameters used in our simulation are described in Section 6.4.1.) Figure 6-2 indicates that pathloss calculations and fading calculations account for the major part of the calculation time. Therefore, reducing the number of these calculations is highly effective in reducing simulation runtime.

As is discussed above, to speed up the simulation of an ITS wireless system, it is important to reduce the number of calculations related to the processing of frame reception events, in particular, the number of pathloss calculations and fading calculations. The result of pathloss and fading calculations is directly associated with the SINR, and has an impact on determining whether a frame should be received or not. It is necessary to develop an abstract model that minimizes the effect of this on simulation result.
6.3 Abstract model

As mentioned above, a key to speeding up simulation of an ITS wireless system is to reduce the amount of calculations related to radio propagation. For this purpose, we propose an abstract model for pathloss calculations and fading calculations.

6.3.1 Speeding up pathloss calculations

A was to speed up pathloss calculations is not to calculate pathloss values for every frame broadcast, but reuse cached pathloss values when the change in the location of the transmitting node or the receiving node is small. The pathloss value is calculated based on the distance between the transmitting and receiving nodes. If the change in the distance between the two nodes is small, the change in the pathloss value is also small. It is important to select the right granularity in node location data. This method is used in an existing network simulator [85]. We propose to enhance this method by dynamically changing the granularity of change in the inter-node distance that causes update of location data, in accordance with
the level of the received power. For example, when the radio propagation model used is the 2-ray model [86], and when the transmitting power is 20 dBm, the receiving power decreases with the distance as shown in Figure 6-3. It is assumed that the antennas of both the transmitting and receiving nodes are 1.5 m high. In the 2-ray model, the pathloss value can be expressed in the following approximate equation. It is approximately proportional to the 4-th power of the distance.

\[ L_P [\text{dB}] = 40 \log(d) - 20 \log(h_T) - 20 \log(h_R) \quad \text{...Formula 6-3.} \]

where \( L_P \) is pathloss, \( d \) is the distance [m] between the transmitting and receiving nodes, \( h_T \) and \( h_R \) are the heights of antennas of the transmitting and receiving nodes, respectively.

![Figure 6-3](image)

**Figure 6-3** Received power calculated with two-ray ground reflection model.

When the distance between the two nodes changes by 20 m, from 100 m to 120 m, the received power changes by 3.17 dB. However, when the distance between the
two nodes also changes by 20 m, but from 1,000 m to 1,020 m, the received power changes only by 0.34 dB. In other words, in a case where the distance between the two nodes is short, the impact of the change in the distance on the received power is large, but when the distance is long, the impact is small. In this chapter, we also use the ITU-R P.1411 model [87] as a radio propagation model. This model takes account of shielding effects, and is often used in simulating inter-vehicle communication in the ITS. Although the equation used for line-of-sight (LOS) communication is different from that used for non-line-of-sight (NLOS) communication in this model, the pathloss value in both of these equations are functions of the inter-node distance, and thus the trend of how the pathloss changes with the inter-node distance is the same as that of the 2-ray model.

Therefore, we propose to reduce the frequency of calculating pathloss by using the normal granularity (e.g., 1 m) of the change in distance that causes update of the location data in cases where the distance between the transmitting and receiving nodes is relatively small, and the received power is no lower than a certain threshold, and by using a larger granularity (e.g., 10 m) in cases where this distance is relatively long, and the received power is lower than the threshold. In either case, the receiving power is that before taking account of fading.

In this method, we can reduce the number of pathloss calculations by reusing cached pathloss values in cases where the impact of the distance on the received power is small (i.e., the received power is lower than the threshold). The normal pathloss calculation is carried out in cases where the change in the distance has a great impact on the received power (i.e., the received power is no lower than a threshold). The frequent use of cached data can an adverse impact on simulation accuracy but this impact is limited because the change in the received power is relatively small. Since only the latest pathloss data (8 Bytes) is cached for each node pair, the cache size is limited. The cache memory size is extremely small compared to the memory size used in the entire simulation. Hereinafter, the method proposed above to speed up pathloss calculations is referred to as the “pathloss calculation optimization.”

6.3.2 Speeding up fading calculations

In addition to the pathloss value, which depends on the inter-node distance, fading, which arises from the presence of multiple propagation paths, greatly affects the received power in a radio propagation environment. Figure 6-4 shows short-term variations of the received power, assuming Rayleigh fading that arises in accordance with the Jakes model [88]. While it is important to take account of the effect of fading if we are to simulate a wireless network accurately, fading
calculations require a relatively large amount of computation as mentioned in Section 6.2. We have studied how to speed up fading calculations. Consider a case where the levels of the received power of the target wave, interfering signal 1, and interfering signal 2 are -50 dBm, -70 dBm, and -90 dBm, respectively, and the thermal noise is -94dBm (assuming a noise figure of 10 dB, a channel bandwidth of 10MHz, and temperature at 290 °K). When the received power of interference wave 1 changes from -70 dBm to -65 dBm, the SINR changes from 19.9 dB to 15.0 dB. However, when the received power of interfering signal 2 changes from -90 dBm to -85 dBm, the SINR changes by only 0.1 dB, from 19.9 dB to 19.8 dB. In other words, while a change in the received power of a relatively strong interfering signal has a great impact on the SINR, a change in the received power of a relatively weak interfering signal has only a small impact on the SINR. In addition, when the noise is large, the impact of a change in the received power of an interfering signal on the SINR is small.

So, we propose a method in which fading calculations are carried out when the received power is no lower than a certain threshold but are omitted when the received power is lower than the threshold.

When a node receives a frame, it measures the received power of the frame. If the power is high, the frame affects the SINR greatly and consequently is likely to have a great impact on the determination of whether to process the frame. For such a frame, fading is calculated as usual. However, if the received power of a frame received is low, its fading calculation is omitted, thereby reducing the amount of computation. Although such omission has an adverse impact on simulation accuracy, the impact is limited because fading calculations are carried out for frames whose received power is high. Hereinafter, the method proposed above to speed up fading calculations is referred to as the “fading calculation optimization.”
6.4 Performance evaluation

To verify how effective the above-proposed method of speeding up pathloss and fading calculations is, we have implemented the method in a system simulator, Scenargie [85], and evaluated simulation runtime and simulation accuracy.

6.4.1 Simulation scenario

We have developed a simulation scenario of an ITS wireless system that uses inter-vehicle communication, as shown in Table 6-2. Targeting simulation of a large-scale network, we considered five different numbers of vehicles equipped with communication capability: 200, 400, 600, 800, and 1000. The scenario assumed a safe driving support system. Specifically, each vehicle transmits its vehicle information to surrounding vehicles every 100 milliseconds using CBR broadcast. The communication system used is IEEE802.11p, which is used in ITS wireless systems for inter-vehicle communication. UDP/IP is used at the upper layer. IEEE802.11p is an IEEE802.11 system with its channel bandwidth and parameters of EDCA (Enhanced Distributed Channel Access) expanded for the purpose of ITS wireless communication. As do other wireless LAN systems, such as IEEE802.11a/b/g/n, it uses CSMA/CA for access control. Therefore, the method...
proposed in this thesis is applicable even when other wireless LAN systems are applied. Two radio propagation models were considered: a 2-ray model and the model specified in ITU-R P.1411. The 2-ray model assumes an ideal environment in which there are no shielding effects of buildings. Its pathloss value is determined based on the channel frequency and the distance between the transmitting and receiving nodes. The ITU-R P.1411 model is more realistic and takes the shielding effects of buildings into consideration. Its pathloss value is determined based not only on the distance between the transmitting and receiving points but also on whether there is a line of sight. We assumed a road network of a 2-km square, shown in Figure 6-5. There is one lane (with a width of 7.5 m) each way. The roads form a grid with intervals of 200 m. It is assumed that 10-m-high buildings stand outside the roads. The mobility model used is the Gis-Based Random Waypoint model, in which vehicles move along roads. With the scenario shown in Table 6-2, the longest distance that packets can reach is 632 m if there is no interference. Therefore, irrespective of where a packet transmitting vehicle is, there are always vehicles that are located at points that can be reached by packets transmitted and vehicles that are located at points that cannot be reached by the packets. Thus, evaluation can be conducted without being affected by an uneven distribution of vehicles. The pathloss value is determined by the distance between the transmitting and receiving points in the case of the 2-ray model, and by this distance and the presence or absence of a line of sight in the case of the ITU-R P.1411 model. The proposed method can be applied to other topologies because the principle of pathloss calculation is not affected by the topology of the road network.

Under this scenario, 3.98 million pathloss and fading calculations occur in the case where the number of vehicles is 200, and 99.9 million calculations in the case where the number of vehicles is 1,000. The simulation runtime and simulation accuracy have been evaluated for three cases: a case with the pathloss calculation optimization, a case with the fading calculation optimization, and a case with the optimization of both the pathloss and fading calculations. The simulation runtime was evaluated using a computer that satisfies the specification shown in Table 6-1. We used the packet reception ratio at the application layer to evaluate simulation accuracy. The packet reception ratio of node $i$ is defined by Formula 6-4. When a packet transmitted by a node is successfully received by all the other nodes, the packet reception ratio is 1 (or 100%). (Hereinafter the ratio is expressed in a percentage.) The average and variance of packet reception ratios are those of the packet reception ratio of each node for all the nodes when a certain initial location is given. We evaluated not only the average but also the variance of packet reception ratios in order to examine the effect of the optimizations on simulation accuracy closely.
Packet reception ratio at node i = number of packets received by node i divided by number of packets received by any of the nodes other than node i

…Formula 6-4.

Figure 6-5. Simulation topology.

Table 6-1. Computer specification.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>OS</td>
<td>CentOS 5.8 64bit</td>
</tr>
<tr>
<td>CPU</td>
<td>i7-2770k Quad Core 3.5 GHz</td>
</tr>
<tr>
<td>Memory</td>
<td>32 GB (DDR3-1333)</td>
</tr>
</tbody>
</table>
Table 6-2. Scenario.

<table>
<thead>
<tr>
<th>Number of vehicles</th>
<th>200/400/600/800/1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application</td>
<td>CBR broadcast</td>
</tr>
<tr>
<td></td>
<td>(transmission interval: 100 milliseconds; data payload: 128 Bytes)</td>
</tr>
<tr>
<td>System model</td>
<td>UDP/IP, IEEE802.11p</td>
</tr>
<tr>
<td>Data rate</td>
<td>3 Mbps (BPSK 1/2)</td>
</tr>
<tr>
<td>Transmission power</td>
<td>20 dBm</td>
</tr>
<tr>
<td>Carrier sensing level</td>
<td>-85 dBm</td>
</tr>
<tr>
<td>Channel frequency</td>
<td>5.9 GHz</td>
</tr>
<tr>
<td>Mobility model</td>
<td>Gis-Based Mobility Model [85]</td>
</tr>
<tr>
<td></td>
<td>(Minimum speed: 15 m/s; maximum speed: 20 m/s)</td>
</tr>
<tr>
<td>Propagation model</td>
<td>Two-ray ground reflection model [86] and ITU-R P.1411 [86]</td>
</tr>
<tr>
<td>Thermal noise</td>
<td>Noise figure: 10dB; temperature: 290 K</td>
</tr>
<tr>
<td>Simulation time</td>
<td>10 seconds</td>
</tr>
</tbody>
</table>

6.4.2 Effect of the pathloss calculation optimization

This section evaluates the effect of the pathloss calculation optimization.

We start with the 2-ray model. Figure 6-6 shows simulation runtime for cases where the received power threshold was varied from -105 dBm to -85 dBm at intervals of 5 dB and where the number of vehicles involved was varied from 200 to 1,000. The simulation runtime is expressed as a relative value with the runtime of the conventional method being 100%. The simulation runtime (absolute time) of the conventional method was 23 seconds (with 200 vehicles), 98 seconds (with 400 vehicles), 234 seconds (with 600 vehicles), 433 seconds (with 800 vehicles), and 699 seconds (with 1,000 vehicles). The granularity of the distance triggering location data update was 1 m when the received power was no lower than the threshold, and 10 m when it was lower than the threshold. As shown in Figure 6-6, the pathloss calculation optimization can reduce simulation runtime by up to 8%.

The effect of the optimization can be increased by raising the threshold, which causes cached pathloss data to be used more frequently. While only 20% of pathloss calculations used cached data in the conventional method, up to 64% of calculations used cached data in the proposed method when the received power threshold was -85 dBm. To examine the effect of the optimization on simulation accuracy, the average and variance of packet reception ratios (%) are compared as shown in Table 6-3. Neither the average nor the variance of the packet reception
ratios varied greatly irrespective of whether the number of vehicles was 200 or 1,000 (the maximum difference is less than 0.5%). So, the impact of the optimization on the simulation accuracy is very limited.

Figure 6-6. Runtime performance with the pathloss calculation optimization (Two-ray ground reflection model).

Table 6-3. Average and variance of packet reception ratios (%) (Two-ray ground reflection model).

(1) 200 vehicles

<table>
<thead>
<tr>
<th></th>
<th>Conventional (-105dBm)</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>12.76</td>
<td>12.76</td>
<td>12.78</td>
<td>12.78</td>
<td>12.75</td>
<td>12.76</td>
</tr>
<tr>
<td>Variance</td>
<td>6.27</td>
<td>6.27</td>
<td>6.27</td>
<td>6.28</td>
<td>6.25</td>
<td>6.26</td>
</tr>
</tbody>
</table>

(2) 1000 vehicles

<table>
<thead>
<tr>
<th></th>
<th>Conventional (-105dBm)</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>2.60</td>
<td>2.61</td>
<td>2.60</td>
<td>2.60</td>
<td>2.61</td>
<td>2.61</td>
</tr>
<tr>
<td>Variance</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.38</td>
<td>0.40</td>
<td>0.39</td>
</tr>
</tbody>
</table>
Figure 6-7 and Table 6-4 show simulation results for cases where the ITU-R P.1411 model was used. With the conventional method, the simulation runtime was 117 seconds (with 200 vehicles), 478 seconds (with 400 vehicles), 1,094 seconds (with 600 vehicles), 1,932 seconds (with 800 vehicles), and 3,052 seconds (with 1,000 vehicles). Figure 6-7 shows that the pathloss calculation optimization reduced simulation runtime by 60% or more. Unlike the 2-ray model, the ITU-R P.1411 model takes the presence/absence of a line of sight between buildings and diffraction into consideration. Therefore, this model requires more calculations than the 2-ray model, in which the amount of calculations depends only on the distance between the transmitting and receiving nodes and antenna heights. In addition, since the proportion of the pathloss calculations in the entire simulation runtime in this model is greater than that of the 2-ray model, the benefit of the optimization is also greater. As shown in Table 6-4, the percentage of the maximum error of the average packet reception ratio was as low as less than 1% (variance: 0.54 with 200 vehicles, and 0.13 with 1,000 vehicles). In other words, simulation runtime can be reduced dramatically while maintaining the accuracy of the simulation result. The simulation runtime and packet reception ratios varied little even when the received power threshold was changed. This is because the transmitting and receiving nodes had no line of sight in many cases in the ITU-R P.1411 model. In fact, 97% of the transmitting and receiving node pairs had no line of sight when the received power threshold was -85 dBm, and 90% when it was -105 dBm. This percentage varied by only up to 7% in cases where the received power threshold was between these two extreme cases. Cached data were used only 20% of calculations in the conventional method, but was used 75% of calculations in the proposed method. This explains why the number of pathloss calculations was reduced dramatically.

In summary, when the proposed optimization is applied in proportion to the percentage of pathloss calculations in the entire simulation, it can reduce simulation runtime by several percent to 60% with a minimum impact on simulation accuracy.
Figure 6-7. Runtime performance with the pathloss calculation optimization (ITU-R P.1411).

Table 6-4. Average and variance of packet reception ratios (%) (ITU-R P.1411).

(1) 200 vehicles

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>1.80</td>
<td>1.78</td>
<td>1.78</td>
<td>1.78</td>
<td>1.78</td>
<td>1.78</td>
</tr>
<tr>
<td>Variance</td>
<td>0.54</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
</tr>
</tbody>
</table>

(2) 1000 vehicles

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>1.62</td>
<td>1.61</td>
<td>1.61</td>
<td>1.61</td>
<td>1.60</td>
<td>1.60</td>
</tr>
<tr>
<td>Variance</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
</tr>
</tbody>
</table>
6.4.3 Effect of the fading calculation optimization

This section examines how effective the fading calculation optimization is. The scenario described in Section 6.4.1 was used as with the pathloss calculation optimization, and the two radio propagations models were also used.

We will first discuss the case where the 2-ray model was used. Figure 6-8 shows simulation runtime in cases where the received power threshold was varied from -105 dBm to -85 dBm in the intervals of 5 dB and where the number of vehicles was varied from 200 to 400, 600, 800 and 1,000 vehicles. The simulation runtime is expressed as a relative value with the runtime of the conventional method, which uses no abstract model, being 100%. Table 6-5 compares the average and variance of packet reception ratios (%) for a case where the number of vehicles was 200 with those of a case where the number of vehicles was 1,000. As shown in Figure 6-8, simulation runtime can be reduced by as much as 50% depending on the threshold for triggering a fading calculation. In the 2-ray model, the proportion of the pathloss calculation in the entire simulation runtime is much smaller than that of the fading calculation. Therefore, unlike the case of the pathloss calculation optimization described in Section 6.4.2, simulation runtime can be reduced significantly. The number of fading calculations can be reduced by 4% in the case where the received power threshold was -105 dBm, and by 77% in the case where the threshold was -85 dBm. As shown in Table 6-5, changes in the average and variance of the packet reception ratios were small if the threshold was -90 dBm or lower, but the average packet reception ratio changed by 10% when the threshold was -85 dBm. This means that the impact of the fading calculation optimization on simulation accuracy is not negligible. A close analysis of the simulation result reveals that some of the signals that were received as the target signals in the conventional method cannot be received in the proposed method because their preambles cannot be detected as a result of a reduction in the received power or because reception errors occurred as a result of the deterioration in the SINR. Consequently, the number of received frames decreased, and the packet reception ratio decreased by 10% or more. There can be two reasons why this happened. One is that signals that can be received in the conventional method were not subjected to fading calculations because the signal detection level was set to -85 dBm in our scenario. The other reason is that, as a result, the average received power decreased, making it difficult to receive these signals. Therefore, to minimize the impact on simulation accuracy, it is necessary to set the received power threshold to -90 dBm or lower. This adverse impact was not present with the pathloss calculation optimization because, in the abstract model, factors that treat the received power higher than the actual value and factors that treat the received power lower than the actual value balanced out each other, leaving little effect on packet reception.
Figure 6-8. Runtime performance with the fading calculation optimization (Two-ray ground reflection model).

Table 6-5. Average and variance of packet reception ratios (%) (Two-ray ground reflection model).

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>12.76</td>
<td>12.77</td>
<td>12.79</td>
<td>12.81</td>
<td>12.64</td>
<td>11.28</td>
</tr>
<tr>
<td>Variance</td>
<td>6.27</td>
<td>6.30</td>
<td>6.29</td>
<td>6.26</td>
<td>6.08</td>
<td>5.59</td>
</tr>
</tbody>
</table>

(1) 200 vehicles

(2) 1000 vehicles

Figure 6-9 and Table 6-6 show simulation results in the case where the ITU-R P.1411 model was used as a radio propagation model. Figure 6-9 shows that the
fading calculation optimization reduced simulation runtime by 10%. The number of fading calculations was reduced dramatically: by 90% (2.46 million calculations with 200 vehicles) in the case where the received power threshold was -105dBm, and by 97% (61.95 million calculations with 1,000 vehicles) in the case where the threshold was -85dBm. However, since fading calculations form a relatively small proportion in the entire simulation runtime, its impact on simulation runtime is not very large. Table 6-6 shows that the average and variance of packet reception ratios changed very little in the case where the received power threshold was -90 dBm or lower, indicating that the impact on simulation accuracy was small. However, in the case where the threshold was -85 dBm, the average packet reception ratio changed by 10%, showing that it had some impact on simulation accuracy. These results are similar to those for the case where the 2-ray model was used.

In summary, it was confirmed that, by applying the fading calculation optimization taking the proportion of the fading calculations in the entire simulation into consideration, it is possible to reduce simulation runtime by 10 to 40% with a minimum impact on simulation accuracy. As with the 2-ray model, the presence/absence of fading at received power of -85dBm had a large effect on determining whether frames were received or not. Therefore, to reduce the number of fading calculations, it is important to set the received power threshold to -90dBm or lower.

![Figure 6-9. Runtime performance with the fading calculation optimization (ITU-R P.1411).](image-url)
Table 6-6. Average and variance of packet reception ratios (%) (ITU-R P.1411)

(1) 200 vehicles

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>1.80</td>
<td>1.80</td>
<td>1.80</td>
<td>1.80</td>
<td>1.79</td>
<td>1.67</td>
</tr>
<tr>
<td>Variance</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.51</td>
</tr>
</tbody>
</table>

(2) 1000 vehicles

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>1.62</td>
<td>1.62</td>
<td>1.62</td>
<td>1.62</td>
<td>1.61</td>
<td>1.50</td>
</tr>
<tr>
<td>Variance</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
</tr>
</tbody>
</table>

6.4.4 Effects of applying both the pathloss calculation and fading calculation optimizations

This section describes the effects of applying both the pathloss calculation and fading calculation optimizations. Simulation results for the case of the 2-ray model are shown in Figure 6-10 and Table 6-7, and results for the case of the ITU-R P.1411 model are shown in Figure 6-11 and Table 6-8.

As shown in Figure 6-10 and Figure 6-11, the simulation runtime was reduced by up to 55% in the case of the 2-ray model, and by up to 70% in the case of the ITU-R P.1411 model. Table 6-7 and Table 6-8 show that it is necessary to set the received power threshold to -90 dBm or lower if we are to minimize the effect of the optimizations on simulation accuracy. Overall, taking the results described in Sections 6.4.2 and 6.4.3 into consideration, we can conclude that the pathloss calculation optimization and the fading calculation optimization improves runtime performance without affecting each other. In a radio propagation model in which the proportion of pathloss calculations is large, the pathloss calculation optimization makes a greater contribution while, in a radio propagation model in which the proportion of pathloss calculations is small, the fading calculation optimization is more effective in improving runtime performance.
Figure 6-10. Runtime performance with the pathloss and fading calculation optimization (Two-ray ground reflection model).

Table 6-7. Average and variance of packet reception ratios (%) (Two-ray ground reflection model)

(1) 200 vehicles

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>12.76</td>
<td>12.77</td>
<td>12.78</td>
<td>12.80</td>
<td>12.61</td>
<td>11.28</td>
</tr>
<tr>
<td>Variance</td>
<td>6.27</td>
<td>6.30</td>
<td>6.27</td>
<td>6.18</td>
<td>6.06</td>
<td>5.58</td>
</tr>
</tbody>
</table>

(2) 1000 vehicles

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>2.60</td>
<td>2.61</td>
<td>2.61</td>
<td>2.60</td>
<td>2.58</td>
<td>2.47</td>
</tr>
<tr>
<td>Variance</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.40</td>
<td>0.38</td>
<td>0.35</td>
</tr>
</tbody>
</table>
Figure 6-11. Runtime performance with the pathloss and fading calculation optimization (ITU-R P.1411).

Table 6-8. Average and variance of packet reception ratios (%) (ITU-R P.1411)

(1) 200 vehicles

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>1.80</td>
<td>1.78</td>
<td>1.78</td>
<td>1.78</td>
<td>1.77</td>
<td>1.64</td>
</tr>
<tr>
<td>Variance</td>
<td>0.54</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.53</td>
<td>0.50</td>
</tr>
</tbody>
</table>

(2) 1000 vehicles

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>1.62</td>
<td>1.61</td>
<td>1.61</td>
<td>1.61</td>
<td>1.60</td>
<td>1.49</td>
</tr>
<tr>
<td>Variance</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Lastly, we examine cases where flooding is used. Flooding is a way of propagating messages by making a node that has received a broadcast message rebroadcast that message. It can be used in the ITS safe driving support system to notify
surrounding vehicles of urgent information, such as information about an accident. Let us consider the following scenario. Node 1 is a transmitting node. It sends a 128-byte message every 100 milliseconds. Other conditions of this scenario are the same as those of the scenario described in Section 6.4.1 and Table 6-2. We evaluated simulation results in terms of the message delivery ratio defined in Formula 6-5 and the message delivery delay defined in Formula 6-6. If a message transmitted is received by all the other nodes, the message delivery ratio is 100%. We use these two criteria because, even when the message delivery ratio is the same, the message delivery delay can vary depending on the number of hops each message experiences. The average and variance of message delivery ratios (or message delivery delays) are those of the packet delivery ratios at each node for all the nodes at when a certain initial location is given.

Message delivery ratio at node $i = \frac{\text{number of messages received at node } i}{\text{total number of messages transmitted}}$ …Formula 6-5.

Message delivery delay at node $i = \text{average delay of all messages received by node } i$ …Formula 6-6.

where the delay time of message $m$ at node $i$ is the period from the time when message $m$ was transmitted to the time when it was received by node $i$. As in the previous sections, the two radio propagation models were used.

Figure 6-12, and Table 6-9 and Table 6-10 show simulation runtime, message delivery ratio, and message delivery delay, respectively, in the case where the 2-ray model was used. Figure 6-12 shows that the two optimizations reduced simulation runtime by up to 55% depending on the received power threshold, as in the case of applying CBR broadcast. Table 6-9 shows that the message delivery ratio was 100% in all cases. Table 6-10 indicates that the message delivery delay varied by only 1 to 2% when the received power threshold was -90 dBm or lower, but by several tens of percent when the received power threshold was -85 dBm. Since a message can reach some vehicles with one hop, the average message delivery delay was 30 milliseconds.
Figure 6-13 and Table 6-11 and Table 6-12 show simulation results in the case where the ITU-R P.1411 was used. It can be seen from Figure 6-13 that simulation runtime can be reduced by up to 70%, as was the case when CBR broadcast was used instead of flooding. Table 6-10 and Table 6-11 reveal that the message delivery delays and the message delivery ratios vary relatively significantly depending on the received power threshold when the number of vehicles involved was 200. In particular, in the case where the received power threshold was -85 dBm, both the average and variance of message delivery ratios differed from those of the conventional method by some 20%. Furthermore, even in the case where the received power threshold was -90 dBm or lower, the average message delivery ratio differed from that of the conventional method relatively greatly, specifically by several to 10 percent. This is because, when flooding is applied, whether a node has received a message successfully or not affects whether other nodes will receive that message successfully or not, and thus affects the message delivery ratio of the entire network especially when the number of vehicles involved is small. If, on the other hand, the number of vehicles involved is 1,000, there are many vehicles that receive the same message and transmit it successfully, and thus the message delivery ratio can reach 100% and the variation of the message delivery delay is relatively small.

From these simulation results, we can conclude that, by combining the two optimizations, it is possible to reduce simulation runtime greatly irrespective of the radio propagation model used. However, when flooding is used for message propagation, whether a single message is received successfully by a vehicle has a great impact on the reception of that message by other vehicles, and consequently on the average message delivery ratio and the average message delivery delay of the entire network.
Figure 6-12. Runtime performance with both pathloss and fading calculation optimizations (Flooding, two-ray ground reflection model).

Table 6-9. Average and variance of message delivery ratios (%) (Flooding, two-ray ground reflection model)

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) 200 vehicles</td>
<td>Average</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>(2) 1000 vehicles</td>
<td>Average</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Table 6-10. Average and variance of message delivery delays (sec) (Flooding, two-ray ground reflection model).

(1) 200 vehicles

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>0.026</td>
<td>0.026</td>
<td>0.026</td>
<td>0.027</td>
<td>0.027</td>
<td>0.033</td>
</tr>
<tr>
<td>Variance</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

(2) 1000 vehicles

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.025</td>
<td>0.033</td>
</tr>
<tr>
<td>Variance</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Figure 6-13. Runtime performance with pathloss and fading calculation optimization (Flooding, ITU-R P.1411).
Table 6-11. Average and variance of message delivery ratios (%) (Flooding, ITU-R P.1411).

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) 200 vehicles</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>40.53</td>
<td>37.49</td>
<td>37.89</td>
<td>35.43</td>
<td>36.11</td>
<td>30.97</td>
</tr>
<tr>
<td>Variance</td>
<td>144.04</td>
<td>133.07</td>
<td>146.89</td>
<td>149.70</td>
<td>153.55</td>
<td>152.48</td>
</tr>
<tr>
<td>(2) 1000 vehicles</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Variance</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 6-12. Average and variance of message delivery delays (sec) (Flooding, ITU-R P.1411).

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>Proposed (-105dBm)</th>
<th>Proposed (-100dBm)</th>
<th>Proposed (-95dBm)</th>
<th>Proposed (-90dBm)</th>
<th>Proposed (-85dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) 200 vehicles</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.235</td>
<td>0.233</td>
<td>0.241</td>
<td>0.232</td>
<td>0.235</td>
<td>0.288</td>
</tr>
<tr>
<td>Variance</td>
<td>0.008</td>
<td>0.010</td>
<td>0.009</td>
<td>0.008</td>
<td>0.009</td>
<td>0.014</td>
</tr>
<tr>
<td>(2) 1000 vehicles</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.112</td>
<td>0.113</td>
<td>0.113</td>
<td>0.113</td>
<td>0.114</td>
<td>0.133</td>
</tr>
<tr>
<td>Variance</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
<td>0.003</td>
</tr>
</tbody>
</table>

6.5 Conclusion
In this chapter, we have proposed to speed up simulation of a large ITS wireless system by using an abstract model that is designed to reduce the number of pathloss and fading calculations required. Specifically, when the received power of a signal is below a specified threshold, the pathloss and fading calculations are omitted and substituted for by cached data. It has been confirmed that omission of some pathloss calculations achieved in this way can reduce simulation runtime by
up 8% when message propagation is represented by the 2-ray model, and by up to 60% when it is represented by the model defined in ITU-R P.1411. The impact of this omission on simulation accuracy was insignificant. The variation in the average message delivery ratio from that obtained using the conventional method (with no omissions) is only 1% at most. It has also been confirmed that ignoring the effect of fading, i.e., omitting fading calculations, when the received power of a signal is below a threshold can reduce simulation runtime by up to 50% in the case of the 2-ray model, and by up to 10% in the case of the ITU-R P.1411 model. Whether a signal experiences fading at the carrier sense level has a great impact on whether a frame can be received or not. It has been confirmed that it is necessary to set the received sensor threshold to -90 dBm or lower if we are to minimize the effect of the omission of calculations. Furthermore, by combining omissions of both the pathloss and fading calculations, simulation runtime can be reduced by up to 55% in the case of the 2-ray model, and by up to 70% in the case of the ITU-R P.1411 model. However, in cases where the number of vehicles involved is small and flooding is used for propagating messages, whether a message is received by a node or not affects message propagation in the entire network. As a result, omission of some calculations can reduce the message delivery ratio by up to 10%. By omitting some pathloss calculations and some fading calculations, it is possible to reduce simulation runtime dramatically irrespective of the proportion of pathloss calculations in the entire simulation runtime and irrespective of the particular radio propagation model used.

The proposed method can reduce simulation runtime dramatically with a minimal impact on simulation accuracy in the simulation of a wireless system, in particular, the ITS safe driving support system. Looking forward, we will study a threshold other than the received power used in this chapter, such as the SINR. We will also study how to reduce the impact of the proposed method on simulation accuracy by taking account of cases where pathloss values change significantly, such as when a vehicle moves from a site where it has a line of sight to another vehicle to a site where it does not or vice versa in the case of the ITU-R P.1411 model.
7 Conclusions

In this thesis, we describe network design and evaluation for photonic and mobile wireless networks. In Chapter 3, we propose network design algorithms that minimize the network cost for electrical and optical label switched multilayer Photonic IP networks. Using the developed algorithms, the cost-effectiveness of multilayered photonic IP networks has been evaluated. In fact, compared with LSP networks with point-to-point WDM transmission systems, the benefit of multilayer photonic IP networks is obtained even if the average LSP demand between pairs of nodes is less than the OLSP capacity. We have verified that most of the results obtained through the multiple different optimization procedures applying different scenarios and subcases converge to almost the same value. This implies that the heuristics developed here could effectively avoid the local minima, and the validity of the obtained results is very high. Each algorithm is based on heuristics and so the total calculation time required after multiple procedures is not excessively long.

In Chapter 4, we newly propose a network design algorithm that minimizes the network cost considering IP traffic growth for multi-layer photonic IP networks that consist of electrical LSPs and optical LSPs. We have evaluated the network cost obtained from the developed network design algorithm that considers different IP traffic growth patterns and volumes. The obtained results are compared with those obtained from the static zero-based algorithm that we proposed in Chapter 3. It is shown that the presented algorithm is effective; the cost increase from that cost obtained with the static algorithm is marginal. Furthermore, under various conditions (physical network topology, traffic demand, and the traffic increase rate), the proposed algorithm is confirmed to produce excellent results.

In Chapter 5, we have investigated the functional requirements for achieving an evaluation platform based on our proposed concept of a user and network integrated simulation which is able to represent individual user behavior in a realistic situation. We also have implemented a real map loading function, pedestrian mobility, and a user behavior model to meet the requirements. In addition, we have evaluated the simulator that includes the developed functions, and shown that differences in the mobility model and in the communication model definitely influence the simulation results. This means that in evaluations of the performance of mobile networks it is both important and effective to take realistic and detailed user mobility and communication behavior into consideration. To obtain more realistic simulation results, we plan to validate the simulation results using user behaviors through the developed simulator.
In Chapter 6, we have proposed to simulation optimization of a large ITS wireless system by using an abstract model that is designed to reduce the number of pathloss and fading calculations required. It has been confirmed that omission of some pathloss calculations achieved in this way can reduce simulation runtime by up 8% when message propagation is represented by the 2-ray model and by up to 60% when it is represented by the model defined in ITU-R P.1411. The impact of this omission on simulation accuracy was insignificant. The variation in the average message delivery ratio from that obtained using the conventional method (with no omissions) is only 1% at most. It has also been confirmed that ignoring the effect of fading, i.e., omitting fading calculations, when the received power of a signal is below a threshold can reduce simulation runtime by up to 50% in the case of the 2-ray model, and by up to 10% in the case of the ITU-R P.1411 model. Whether a signal experiences fading at the carrier sense level has a great impact on whether a frame can be received or not. It has been confirmed that it is necessary to set the received sensor threshold to -90 dBm or lower if we are to minimize the effect of the omission of calculations. Furthermore, by combining omissions of both the pathloss and fading calculations, simulation runtime can be reduced by up to 55% in the case of the 2-ray model, and by up to 70% in the case of the ITU-R P.1411 model. As a result, omission of some calculations can reduce the message delivery ratio by up to 10%. By omitting some pathloss calculations and some fading calculations, it is possible to reduce simulation runtime dramatically irrespective of the proportion of pathloss calculations in the entire simulation runtime and irrespective of the particular radio propagation model used. The proposed method can reduce simulation runtime dramatically with a minimal impact on simulation accuracy in the simulation of a wireless system, in particular, the ITS safe driving support system.

In summary, we have proposed multi-layered photonic network design algorithms for a given traffic demand and a growing traffic demand. Also, we have proposed a mobile traffic control scheme and an evaluation and optimization methods. All proposed methods have been verified through simulation experiments with realistic scenarios. The obtained results show that our proposed methods contribute to design and evaluation for network systems and enrich our society through communication systems and services. In future work, we plan to modify our simulation model to represent real world more accurately and extend our simulation optimization method to expand simulation capability.
Appendix

A network cost model was generated by reflecting node (OXC, IP router, and their interfaces) and link (optical fiber and repeaters) costs on the basis of state-of-the-art technologies. The given parameters, variables, and node/link costs are expressed as follows. A 16-wavelength multiplexing per fiber was assumed, where each wavelength provided 2.5-Gb/s capacity. Based on this assumption, the parameter values for the simulation were provided. Relative cost values used for the simulations are also indicated for given parameters.

Given parameters:

\( C_{\text{NNI}} \): OXC NNI (Network Node Interface) port cost per wavelength
\( C_{\text{UNI}} \): OXC UNI (User Network Interface) port cost per wavelength
\( C_{\text{OXC}} \): OXC base cost
\( C_{\text{POS}} \): LSR interface cost (POS: Packet-Over-SONET/SDH basis)
\( C_{\text{LSR}} \): LSR switch cost per \( M \) (see below) Gb/s
\( C_J \): LSR junction cost (10 Gigabit Ethernet basis)
\( C_F \): Optical fiber cost per km
\( C_{\text{REP}} \): Repeater cost
\( L \): Repeater span (km)
\( M \): Maximum throughput of IP router (Gb/s)
\( B_{\text{LSP}} \): LSP bandwidth (Mb/s)
\( B_{\text{OLSP}} \): OLSP bandwidth (Gb/s)
\( W \): Maximum number of wavelengths per fiber
\( N \): Number of nodes in the network
\( D_{ij} \): Distance between node \( i \) and node \( j \). \( D_{ij} = 0 \) for node pair that is not physically adjacent to each other.
Variables:

$F_{ij}$: Number of fibers between node $i$ and node $j$.

$NNI_i$: Number of NNI ports at node $i$.

$UNI_i$: Number of UNI ports at node $i$.

$POS_i$: Number of POS ports at node $i$.

$R_i$: Number of IP routers at node $i$ (no linear increase in component routers against handling IP traffic considering a cluster architecture).

**Node cost**: OXC, IP router, and their interfaces

$$\sum_{i=1}^{N} \left( C_{NNI} \times NNI_i + C_{UNI} \times UNI_i + C_{OXC} + C_{POS} \times POS_i + C_{LSR} \times R_i + C_j \times R_j \times (R_i - 1) \right)$$

**Link cost**: optical fiber and repeaters

$$\sum_{i=1}^{N} \sum_{j=1}^{N} \left( C_F \times D_{ij} \times F_{ij} + C_{REP} \times \frac{D_{ij}}{L} \times F_{ij} \right)$$
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