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Abstract

In this thesis, we study von Neumann algebras associated with _
measurable groupoids of type IIl' ‘The aim of our study is to give
approaches to the study of factors associated with actions of
subgroups of SL(n, ZZ) on the n-torué by linear automorphisms. ‘
This thesis consists of three parts. The first part 1s devoted to
’preliminaries. In the second part, we .introduce the notion of an
action of a semigroup on a Borel space and construct é homomorphism:
Aof a semigroup into the semigroup of injective endomorphisms of
- the associated von Neumann algebra. We study conjugacy problemsr
for”subalgebras associated with the above homomorphism.‘ As an
application, wé construct bouhtably infinite noﬁ—conjugate\-
 .subalgebras of the full factor of ty?e»IIl;aSSOCiéted with the 
;actiqn of SL(n, Z) on the n—torus.‘:Ih the third part, we stﬁdy
full factors of type IIl'associated with the actioné of someA
 subgfoﬁps of SL(2; Z ) on the 2-torus. We construct minimal -
‘periodic automorphisms of these factors with various Connes'
kouter invariants. For every possible value of the invarianf, we

-can find an automorphism with it among above automorphisms.

. -
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Introduction.

The notion of measurable groupoids was first introduced by G. W.
Mackey fof the study.of the ergodic theory![23]. Since then this
notion haé played important roles in various fields in mathematics,
'in particular, in the commutative ergodic theory and in the theory.of
operator algebras. Iﬁ the theory‘of Qon Neumann algebras, the close
relationrto the ergodic theofy has been known since Murray and Von
Neumann gave the group-measure space coﬁstructipn.in [247. This
construction was generalized by W. Krieger [21], and then b& J.,Feldman
‘and C. C. Moore tlﬂ]. In terms of the grqupoid_theory, they studied
‘about principal measured groupoids with countable orbits. P. Hahn
unified,these constructioﬁs and showéd the Way to construct von |
vNeumann:algebras from more.general measured groupbids'[l7].‘ By
a inﬁrqdudihg the notionvof transverse,meaéures, A. Connes gaveka newv
formulation for the groﬁpoid theory [5].v’ | |

v In 1943, Murray aﬁd von Neumann shoWéd the ﬁniqueness of the
hyperfinite factor of~type IIi in [25]; Corresponding to their result,
H. A. Dye‘showed that measure preserving ergodic actions of singly
‘génerated groups on a ﬁon—atomic probébility.space are.weakly
equivalent [10,-11]. It should be noted that equivalehce relations
Vassociated with weakly equivalent actions are isg;orphio as measured
groupoids. Recently, A, Coﬁnes, J. Feldman and B..Weiss showed that,

- for any amenable_nonsingular'countable equivalence relation RCS x S,
there exists a nonsingulaf transformation T of S such that, up to a

null set, R = {(t, T™%); tesS, neZ} [6]. Tt follows that a



principal, amenable and ergodic measured groupoid.of type_II1 is uniqug
up to isomorphism. As an oppésite notion of amenability, K. Schmidt
introduced the notion of strong ergodicity of measure—preserving
actions of countable groups ([34], see also [7]). One of important
exémples of strongly*ergOdicractions-is the action of SL(n, Z) on the
n-torus by linear automorphisms for n = 2, 3,.... Let Gn be the
associated measured groupoid of this action. R. J. Zimmer showed that
{Gn; n=2, 3,...} are not isomorphic with each.dther [38]. . Letlﬁ(n
be the full factor of type II1 associated.with Gn' - It seems to be
~very difficult to answer whether {/{n; n=3, U,...} are isomorphic
or not. (By using Property T, it can:be shown that/"(_2 is not |
'isomorphic to/V(,n for n > 3.) Actions of nom—amenable subgroups of
- SL(2, Z:) on the 2-torus are élso Strongly ergodié.[33], It is not
‘ known whether groupoids agsqciatéd with these aétions are isomorphic
or not ¥ This.thesis is an attempt to understand well these groupoids'
and factors. | | |

.v'The organization of this thesis is as follows: Chapter I is a
preliminary: part. We review well-known facts about groupoids:and von
Neumann algebras. In Chapter II, we study cojugacy problems for
subalgebras of von Neumann algebras associated with measurable groupoids.
In Section 2.1, we introduce the notion of an action of a semigroup
on a Borel space. This notion generéiizes that of normalizer of‘a
full group of a groupoid. For a measure-preserving action of a
countable group .C on a measure space (S, u), we consider a semigroup B

containing C such that elements of B.correspond to Borel maps of S

onto itself normalizing, in a sense, an action of C. The normalizing
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- condition involves that an ac?ion of B is non-singular with reépect
to a transverse measure of a measufable grouﬁoid assoclated with an
action of C. Let EndA(H) be a von Neumann algebra associated with an
action of C. - We construct ayhomomorphism ® of a semigroup B into the
semigroup of injective endomorphisms of EndA(H).. Thus we get a family
 {¢b(EndA(H)); b€ B} of subalgebras of EndA(H). We shall study
conjugacy problems for this family. We prove a necessary condition
for @bl(EndA(H))_and ®b2(EndA(H)) (bl, b2€éB) to be inner conjugate.
This condition is stated in terms of orbits of b1 and Pg' In Section
2.2, we impose a one more condition on elements of B.b Under this
condition; we can calculate the coupling constants of associated
subalgebras and show a sufficient condition for two subaigebras not

- to be conjugate. In Section 2.3, we apply the general'argument in
above sgcticﬁns to the ‘action of SL(n,; Z) on T®. Let M, be the

N factpr-of type II1 obtained‘from this action by the group-measuré o
space construction. Then we construét subalgebras {/(E; ke N:}cﬁ‘/{n
’which are not conjugate with each other.  For every ke IN, NfE is
-isomorphic to,ﬁ{n.and its relative commutant in?ﬁ(n is trivial. We
remark that the index M N D defined by V. Jones in [20] is K",

In Chapter III, we construct periodic automorphismS‘with-various
Connes' outer invariants for full factors of type II1 %ssociated with
actions of certain subgroups of SL(Z; Z ) on thedé—torﬁs. Outer.
invariants of periodic automorphisms of factors of type II1 were
" introduced by A. Connes and he showed that they are the complete
invariants for the outer conjugacy classes of the periodic automorphisms

of the hyperfinite factor of type II1 [H]. V. F. R. Jones developed



.Connes' idea and gave a complete classification up to conjugacy of the

~actions 6f a finite group on the hyperfinite II. factor [19].

1
Recently, A. Ocneanu gave the classification up to outer conjugacy of

of the actions of discrete aménable groups on the hyperfinite factor
of type II1 [26]. 1In non-hyperfinite cases, however, the problem of
classifying periodic automorphisms is still open. Let Fz(n) be the

subgroup of SL(2, Z ) generated by (% in) and (;nig) for a natural

number n. Then, F2(n) is isomorphic to the free group on two
- generators. We denote by /1n tne factor obtained by the crossed
"product from the action of F2(n)-on the 2-torus.by linear automorphisms.

Then,,W[n is a full factor of type IIl’ (It is not known whether

M 's are isomorphic or not.) In Section 3.1, we construct a
‘»’periodic autémorphism o
- perdlod 0,7

Of/%¢1With period p if p is a divisor of L
2n. In Section 3.2, by making use of %y

D’ we construct a minimal
3 .

. periodic automorphism P of/NLn with Connes!' outer inVariant

n,p,1i
(p, yi), where y = exp(2w/-1/p). iTherefore,‘for each coupie (p, Y)e‘
N X,C; with yp = 1, we can find a periodic automorphism with Connes'
outer invariant (p, ¥y) in-L){Aut(/(n); n=1, 2,...}. It also

follows that, if (p, i) # (p*, i') for divisors p, p' of 2n and i, i

= 0,..., P -1, thenpn,p’i and pn;p'

[4, Proposition 1.47. Since,ﬁ(n is full,./"(,n ® R is nét isomorphic

: . are nét outer conjugate
,it g

to ﬁ(n, where R is the hyperfinite factor of typeﬂeII1 [3, Corollary

2,3]. Therefore the construction of p are essentially different

n,p,1

from that of sg discussed in [4, Proposition 1.6]. .Finally we remark
a few facts. Let Fn be the free group on n generators (n =2, 3,...,

») and A be its left regular representation. In [30], J. Phillips



constructed, for (p, Y) e Nx€ with Yp = i, an automorphism ag Of
A(Fp+1)"'with Connes outer invariant (p, v). He then defined an ’
automorphism of A(F_)" with Connes' outer invariant (p, v) for every
(p, Y) € mWXQ: with Yp = 1., His conétruction, however, does not
apply to A(F2)". We also remark that, if A(F2)" is considered
canonically as a subalgebra of_f[n, then X(FZ)" is not globally

invariant under o -
‘ n,p,1i



Chapter I. . Preliminaries for measurable groupoids.

In this chapter,'we shall establish definitions and notations

‘ about measurable groupoids and associated von Neumann algebras.

The notion of measurable groupoids was first introduced by G. W.

Mackey inA[23], and then studied by many authors. There have been

changes in terminology and notations during the development of the

theory. We shall mainly use terms and notations given by A. Connes

in [5]. The expositions in this chapter are taken from the

following: A, Ramsay [31], P. Hahn [16], J. Feldman, P. Hahn and

~C. C. Moore [12], J. Renault [32] and A. Connes [5].

'§1.1. Measurable groupoids.

In this section, we shall establish basic definitions and

notations about measurable groupoids.

Definition 1.1. ({16, Definition 1.1.]) A groupoid is a set G,

together with a distinguished subset G(2)(; G x G, and maps (y, Y') €

G(z)l-a—-—nfy' & G (product) and YeG\-—-)y_le G (inverse) such that

(1) (Ht =y, '

(11) (v, v)ee® ana (v', v ee® =y (ryr, ¥ ec!?),

(2)

(y's y'y") €6 "7 and (yy")y" = v(v'y"),

(111) - (v7L, vy ea®®) ana 1r (v, Y')QGE%), then v T(yy') = v,

(1v) (v, v eet® and 1r (v, v) €6®), then (y'y)yt =y,



For ye G, s(y) = Y_ly is the source of y and r(y) =vYY_l is the
range of Y. The pair (v, y') belongs;to G(Z) if and only if s(y) =
r(y'). As we have ys(y) = vy and r(y)y = vy, the set G(O) = 5(G) = r(G)

is called the unit space of G. If A and B are subsets of G, one may

form the following subsets of G;

A_1 = {ye@G; Y_l

€ A},
AB = {y"e G; Ye A, y'e B, " = yy'}.
A groupoid G is called principal if the map (r, s): yve G=—>(r(y), s(y))

e'G(Q) X G(0> is one-to-one, and it is called transitive if (r, s) is

,ontoﬁ Let G be a groupoid, E a subset of G(O). We set

G|E = {yeG; r(y)eE and s(y) eE}
Then G|E becomes a groupoid with units E if we define (GIE)(Z) =
G(2)(\ (G|E x G|E). The groupoid'GlE'is called the reduction of G
by E. -
1w, ¢

(0), we set G = r = s71(u) and Gg = Gur\Gv.

(0)

For u, veG v

"Two points u, veG are called equivalent with respect to G, if

there exists ;esG such that‘r(Y) = u.and s(y) = v. If u and v are

equivalent we write u ~ v. This equi&alence relation 1is just the

~equivalence relation (r, s)(G) on G(O>. Its equivalence classes are

called orbits (or G-orbits) and the‘ofbit of u is denoted by [u], that
(0), (0) .

is, [u] = {ved ; U v}, For a subset E of G , the saturation

[E] of E is the set {veG(O); for some ueE, v v u}. If E = [E],

then E is said torbe:saturated.

Example 1.2. Let S be a set and RC S x S be an equivalence

relation on 8. Let R(z) = {((t, u), (v, w))eR x R; u = v}. With
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product (%, u)(ﬁ, w) = (t, w) and inverse (t, u)_1 = (u, t), R is a
principal groupoid. The unit spacé R§0) = {(s, 8); s €S} may be *ﬁ
identified with S, and we have r(t, u) = t and s(t, u) = u.
Conversely if G is a principal groupoid, by identifying G with'”“

(r, s)(G), G may be considered as an equivalence relation on G(O).

Definition 1.3. Let Gl and G2 be groupoids. A map p: Gl--—?G2 is

a homomorphism if (p(y), p(Y'))eG2(2) and p(y)p(y') = p(yy")

whenever (v, Y')e(Hfz). We denote by p(o) the restriction of p to

¢, (0, (0) 5 (0

It is clear that »p 5

is .a map into
We now consider a Borel structure on a groupoid. By a Borel ::
‘space we mean a set S, togethér with a o-algebra B(S) of subsets of
S, called Borel sets. A map from one Borel space into another is
itseif called Borel if the.inverse image of évery Borel set is Bérel.
A one-to-one onto map which is Borel in both directions is called a
Borél isomorphism. The Borel sets of a complete separable metric
spacé are taken to be the o-algebra generated by the open sets: }A
Borel space is called standard if it is Borel isomorphic to a Borel
subset of a complete séparable metric space. TFor a Borel space
(S, B(S)), if {ute B(S) for all ues, we say that S is separated.
If there exists a countable subfamily {ci} of dB(é) whiéh generates
.a separated sub o-field of B(S), we say that S is countably
separated, and if there exists {oi} as above separating S which alsQ

generates @(S), we say that S is countably generated. One says

that S is analytic if it is countably generated and there exists a



standard space S' and a Borel map f of S' onto S. The Borel sets of
any subset of a Borel space are taken to be the relative Borel sets.
If £ is‘a.one—to—one Borel map of an analytic space Sl into a
countably generated space 82, then f is a Borel isomorphism of S1 onto
f(Sl). If 8, is standard, then f(Sl) is a Borel subset of S2.[l, |
Chapter!I, Proposition 2.5].

Definition 1.4. Let G be a groupoid such that the underlying space
is also endowed with a Borel structure. If G(z) is a Borel set in the
product structure on G x G, and (v, Y‘)e(}(z)k4—9yy'e-G and vy € G —>

Y_lé G are Borel maps, then G is called a measurable groupoid.

Note that the maps r and s are Borel. Two measurable groupoids
G and G' are said to!be isomorphic if there exists a Borel isomorphism

p of G onto G' such that p and p_i are algebraically homomorphisms.

§1.2. Measures on groupoids.

In this section, we define the notions of transverse functions

and transverse neasures which are introduced by A. Connes [5].

’

P

ADefinition 1.5. Let G be a measurable groupoid. A map v ova(O)

"~ into the space of positive measures on G is called a transverse
function on G if it satisfies the following properties;
(i) for all u613(0), v ois supported by Gu,

(ii) "for every Borel set A of G, a map uk->vu(A)e[IL +»] is Borel,
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(111) for all yeg, yvo(¥) = yr(¥)

where YvS(Y)(A) = vS(Y)(Y—lA) for every Borel set A of G.

A transverse function v is called pfoper if G 1is a union of an

increasing sequence {An} of Borel subsets of G such that the

(0)

nel

function u eG l—-—%vu(An) is bounded for all neN. Let 8+' = &)
denote the space of proper transverse functions on G. The order in

Ea+ is defined by the following; for Vis Vs = 8f+, v
' ' (0)

1 < v2 if

v A map X of G(O)

Vo o= vlu is a positive measure for all ueG
into the space of positive measures on G is called a kernel on G if
it satisfies the conditions (i), (ii) of Definition 1.5. For a Borel

space S, ?¥+(S) denotes the space of non-negative Borel functions pn_S.

~Definition 1.6. ([5, Chapter II, Definition 1]) Atlinear map A

a o
of 6+'into [0, +«=] is calledAtransverse measure of module § on G if

’it satisfies the following properties:
| (a) A is hormal, i.e. A(sup vn) = sup A(vn) for every increasing
sequence {vn}'in‘E.+ for which there exists v € 8+'such that v, <V
bfor allklelN,
(b) A is of module §, i.e. for:every pair v, v?evéf+ and every kernel
A such that A%(@) = 1 for all ue g% ‘

v¥sv = v' implies A(v) = A(v'), - |
where (v¥&\)%(f) = BB f{yy")8(y") dAS(Y)(Y’)dquyS for every ueEG(O).
and every f€ ”j"+(G). | |

+
A transverse measure A is called semifinite if, for all ve & 5
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‘we have A(v) = sup {A(Vv'); v' < v, A(V') < +»}, and it is called
o-finite if there exists a faithful transverse function v 6f the form

VvV = sup va, A(vn) < 4o, A transverse measure A is called unimodular

if § = 1.
Let A be a transverse measure on G. For v e &+ and f € g1+(G(O)),

we define an element (fes)v of €;+ by [(fos)v]u(g) =‘5 g(y)f(s(y)) avt(y)

forlleCﬁO) and ge §ﬁ1G). The equalify Av(f).= A((fos)v) defines a

,(0)

positive measure Av on G Then we have the following important

result due to A. Connes.

Theorem 1.7. ([5, Chapter II, Theorem 3]) Let v be a faithful
~proper transverse function on G. (A -transverse function?v:is‘called 
faithful if W # 0 for ued ®).) The map A—> A, is a bijection
between the set of transverse measures of module § on G and the set

(0)

of positive measures u on G

Y s s avtenant = I ey avtnantn
for all e Pt(a). |

satisfying the following conditions;

Let y be a measure on_é:Borel space'S. The measure class of u
is denoted by [ul]. For a Borel subset E of S, E is said to be null
if u(E) = O0-and it is said to be conull if u(S - E) = 0. The
characteristic function of E is denoted by Xg * -

Let v be a proper transverse function on a measurable groupoid G
and A be a transversé measure of module § on G. We define a measure

A on G by

AE) = SS £(y) d\)u(y)dA\)(u) ror re Ft(a).
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The pair (G, [X]) is called a measured groupoid. For a Av-conull set

E of G(O), G|E is called. an inessential reduction of (G, [A]).

Let E be a saturated Borel set of G(o). If E is Av—null for all
‘ V€ E,+, then E is called a A-null set. Let ve 64-be faithful. For
a saturated Borel set E of G(O), E is Av—null if and only if E is
A-null'ES, Chapter II, Proposition 8]. A saturated Borel set E of

G(O) is called a A-conull set if G(O) - E is A-null.

§1.3.' Von Neqmann algebras associated with groupoids.

In this section, we define regular representations of measurable
groupoids and then construct von Neumann algebras ffom them. All
results in this section are due to A. Connes L5].

Let G be a measurable groupoid and H be a measurable field of

Hilbert spaces on G(O).

Definition 1.8. A representation U of G in H is the object such

that, for all ye G, U(y) is an isometry of Hs(y) onto Hr(y) satisfying;

(a) U(Yl-lYZ) = U(Yl)—lU(y2) for all vy, v,€6G, r(y;) = r(yy),

(b) for every pair £, n of Borel sections of H, the function (&, n)

L]

on G defined below is Borel;

(£, M(¥) = <g ()5 UlxIngy>  for’all yeG.

Let ve E+ be a transverse function on G. TFor every ueG(O),

2

Le(a"

s vu) = Hu is a Hilbert space and, for vye G, we define an

. v
isometry L (y) of Hs(y) onto Hr(Y) by
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(LY () E)(y') = f(Y_lY‘) for fe:HS(Y) and y'e GP(Y).

The field H' = (Hu) (0) is endowed with the unique measurable
ueG

structure for which the following sections are measurable; u;——aflGu,
where f is a Borel function on G such that S IfI2 dv? < « for all

llGG(O) and fIGu is the restriction of f to G". The representation

(Hv, Lv) defined above is called the left regulér representation
associated_with V. ‘ _ ‘

Let (H, U) and (H', U') be two representations of G. Let T =
(Tu)ﬁesG(O) be a measurable family gf bounded operators Tu of Hu into

H'u (uEEG(O)). A family T-is called an intertwining operator:of

(H, U) to (H', U') if it satisfies the following conditions;

1) sup . T <. o,
uEG(O) ” u“

\ o e 1( = m.
2) for all vyeG, U (Y)Ts(y) Tr(Y)U(Y)' |
We denote by EndG(H) the vector space of intertwining operators of
(H, U) to itself.
Let (H, U) and (H', U') be representations of G. If H'u is a
(0) |

closed subspace of Hu for all ueG and the restriction of U(y) to
H's(y) is U'(y) for all ye@G, then (H', U') is called a sub- ..

representation of (H, U). The direct sum (H®H', U® U'") of

representations (H, U) and (H', U') is defined by (H @,H')u = H, G)H’u
for ueG('O) and (U@ U'I(y) = U(y) @ U'(y) for YyelG. Two representations

(H, U) and (H', U') are called equivalent if there exists an ini .o

intertwining operator T of (H, U) to (H', U') such that Tu is an

(0)

isometry of Hu onto H‘u for all ueG Let ve€+ be a faithful

transverse function on G. A representation (H, U) is said to be
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square-integrable if it is equivalent to a subrepresentation of the

direct sum of countably infinite copies of (HY, LV).

Let A be a transverse measure on G.

Definition 1.9. Let (H, U) be a square-integrable representation

of G. Two elements T, T'€ EndG(H) are said to be equivalent if there
‘ (0)

exists a A-conull set E of G such that T = T'u for all ueE.

The vector space of equivalence classes of EndG(H) is denoted by

EndA(H). Elements of EndA(H) is called random operators.

For T€ End,(H), we set T = ess sup)ITu“ . This definition
has a sense because the function uh——?IITu” is measurable and
constant on every orbits of G(O).

Theorem 1.10.‘ (L[5, Chapter V, Theorem 2]) For every square-
integrable representation (H, U) of G, the involutive normed algebra

EndA(H) is a von Neumann algebra.
§1.4.  Principal groupoids with countable orbits.

In the following chapters we bnly consider principal groupoids

s

-with countable orbits, so we recall facts about them.

A groupoid G is said to have countable orbits if the orbit of u

is a countable set for all uE‘G(O). In the following, we suppose that
G is a principal measurable groupoid with countable orbits and that.

G and G(O) are standard spaces. We set S = G(o). Since (r, s) is a
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one-to-one Borel map of G 1nto S x S, 1t follows from §1 that (r, s)
is a Borel 1somorphlsm of G onto (r, s)(G). Therefore we may
consider G as an equivalence relation on S, which is a groupoid as in
Exémple 1.2. Let v be a transverse function on G such that

yt({(t, u)}l) =1 for all t€&€S and (t, u)th. We call such a

transverse function the transverse function of counting measures.

Let A be a transverse measure on G. We set p = Av and define a

measure A on G by A = 5 v du(s). We mean by a transformation of a

Borel space S a Borel isomorphism of S onto itself. - A transformation

g of a measure space (S, u) is said to be non-singular if,.for every

Borel set E of S, p(E) = 0«<=>u(gE) = 0. The full group [G] of a
measured groupoid (G, [A]) is the group of non-singular transformations

g of (S, u) such that [gt] = [t] for almost all t€S. The normalizer

N[G] of [G] is the group of non-singular transformations g of (S, u)
such that [gt] = glt] for almost all t €S. |

The following result is important.

‘Theorem 1.11. ([13, Theorem 11]) Let G be a principal measurable
(0)

groupoid with countable orbits. Suppose that G and G are standard

spaces. Then there exists a countable group C of transformations of

G(O) such that G and the equivalence relation {(t, gt); téSG(O), geC}
(0) g

on G are isomorphic as measurable groupoids.

Example 1.12. Let C be a countable group of transformations of a
standard space S. We set G = {(t, gt); t€S, geC}. Then G is a

principal measurable groupoid with countable orbits such that G(O)- S
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Since {(t, gt); t €S} is a Borel subset of S x S for each geC [1,
Chapter I, Proposition 2.2], G_is a Borel subset of S x S. It
follows that G is a standard space. The groupoid G is called the

orbit groupoid of an action of C on S. Let u be a probability measure

on S. Suppose that elements of C preserve the measure p, i.e. u(gg) =
p(E) for every Borel subset E of S and geC. For the transverse
function v of counting measures on G, it follows from Theorem 1.7 that
there exists a unique unimodular transverse measure A on G such that
= Av'
R Néw, let G be an arbi@%fy principal measurable groupoid with
countable orbits such that G and G(O) are standard. Let v be the
transverse function of counting measures on G and A be a unimodular
transverse measure on G such that u = Av is a probability: measure on
S = G(O). We set A = S'vt du(t). 1In this case, every element of the
fuli‘group [G] of (G, [A]) preserves u [13, Corollary'l of Proposition
2.2]. Let L2(G, A) be the Hilbert space of square-integrable
functions on G with respect to A. We set H = L2(G, A). The von
Neumann algebra of all bounded linear operators on H is denoted by
i:(l@). We define a homomorphism U of' {{G] into the unitary group of
£.(2) vy | | . |
(U(e)E) (s, t) = E(s, g7 6)
for gelGl, ¢€ X and X-a.a. (s, t)e G. We also define a ¥-homomorphism
m of the von Neumann algebra Lm(S, u) into fi(}E) by
(n(£)8)(s, t) = £(£)E(s, t)

for € L7(S, u), e ¥ and (s, t)eG. Let M(G) be a von Neumann
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algebra on.}elgenerated by {U(g); ge[G]} and {nw(f); £eL (S, u)}.
We set A(@) = {m(f); f'elfks; wl, wﬁich is a maximal abelian
subalgebra of /%(G). We shall call M(G) the vén Neumann algebra
associated with (G, [A]). Note that M(@) is finite because A is
unimodular and u is finite. Let (Hv, Lv) be the left regular -
representation of G associated with v. By a standard argument, one
can show that M (G) is #-isomorphic to EndA(HV).

If, for every saturated Borel set A of G§O), A is A-null or
A-conull, then (G, A) is éalled ergodic. If this is the case,
EndA(H) is a factor for every square-integrable represenﬁation (7, L)
[5, 8§V, Corollary 8]. 1In the situation of the previous paragraph,
M (@) is a factor of type II, if (G, A) is ergodic and u is non-
atomic. .

We set ¢ = {ze¢ C; |z] = 1}. A Borel map a: G—>CL is called
a cocycle on G if there exists an inessential reduction G' of
(G, [A]) such that a(Y1Y2) = a(yl)a(yg) for every-(yl, ¥2)e(}'(2?.

A cddycle a is called a coboundary if there exists a Borel map

b: G(O)——ﬁci such that a(s, t) = b(s)b(t) for A-a.a. (s, t)eG. We
denote by Zl(G, Cl) the group of cocycles on G into C1 and by
Bl(G, Cl) the group of coboundaries on G. Two functions on G are

L4

identified if they coincide A-almost everywhere.
§1.5. Von Neumann algebras.

In this section, we recall some facts about Takesaki's duality

theorem and Connes' invariants for periodic automorphisms. The
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expositions in this section are taken from [37] and [4].
1. Takesaki's duality theorem.

Let M be a von Neumann algebra acting on a Hilbert space H ana
C be a locally compact abélian group ﬁhose Haar measure is denoted by
dg. The group of all ¥-automorphisms on M is denoted by Aut (M).
A continuous action of C on M isb a homomorphism o: ng»—-—-—>ocg€
Aut (M) such that for each fixed x e M, the map; ge(Ek—aag(x)e/%
is o-strongly¥ continuous. Let L2(C; }ﬂ) denote the Hilbert space
of square-integrable functions of C intb }{ with respect to dg. For
a continuous action o of C on,ﬁi, we define representations 7% Qf,ﬂi
and U® of ¢ on L2(C, M) as follows: |
| (r*(0)E) (h) = o, " (x)E(),

(U*(g)E)(h) = £(g™'h)

for h, geC and &€ LZ(C, ). The von Neumann algebra on L2(C, ) N

generated by (M) and'U%(C) is called the crossed product of M by
the action o of C, and denoted by R(M, o). |

Let 6 be the dual group of C. We fix Haar measures dg in C and
dp in C so that the Plancherel formula holds. Define a unitary
representation U of C on Lg(d, H) vy . ‘

Y(p)e(e) = <&, P5E(e)  for £e1i(c, ¥ ), gec, pel,

where <g, p> denotes  the value of pea at geC’.' We can define a
continuous action G of 6 on (M, o) by
B(p)xU(-p)  for xe RIM, ), peb.

: ~
We call 4 the dual action of C on R(M, a). Then we have

Qp(x)
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- A
’o\cp(Uo‘(g)) = <g, p>U’(g)  for geC, peC,
Qp(x) = X , for xe M, pee.

Theorem 1.13. ([37, Theorem 4.5]) The crossed product

G{(G{(/{, a), o) is ¥-isomorphic to the tensor product /4.(3 (L2(C)),
where ji(L2(C)) is the von Neumann algebra of all bounded linear

operators on L2(C).
2. Connes' invariants for automorphisms.

Let M be a factor and a be a ¥_automorphism of /%. The outer

period po(a) of o is a natural number such that ol is outer for i =
p_(a)
o)

l,.+., po(a) -1 and o is inner. The outer period of o is zero

if all the non-zero powers of a are outer. Let U be a unitary
' p_(a)

o

%
operator in M such that o = Ad U, where Ad U(x) = UxU for all

x€ M. Then, the complex number y(a) is defined by a(U) = y(a)U.
We see that y(a) is a complex number of modulus 1, independent of the

p_(a) p_(a) _

choice of U such that o ° = Ad U, and satisfying vy(a) ° = 1.

Two automorphisms o and B of M are called outer conjugate 'if there

exists avoeeAut/%‘ such that B8 and oaohl have the same image’in
Out,ﬂ( = Aut M /Int M, where Int M denotes the group'of all inner
automorphisms of M. If o and B are outer conjugéte then po(a) =

po(B), y(o) = y(B). The pair (po(a), v(a)) is called Connes' outer

invariant of ao.

In the following, M is a factor of type II., with canonical

1
trace T (1(1) = 1). Let a = Ad U be a periodic inner automorphism
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with period p. As UP is a scalar AO’ U is a finite 'linear combination

of its spectral projections correspohding to the pth roots a, of AO’
say U = Z§=l ajej, where'ej is the spectral projection of’U

corresponding to {aj}. We define now the inner invariant e(a) to be

the probabillity measure I T(ej)ea , determined up to rotation on C1 =
j .

{ze C ; |z] =-1}, where €y is the Dirac measure at a point a. For a

periodic automorphism o of M with outer invariant (po, Y), we put

p
P, = po-Order vy and we put e(u)‘= e(ac ™. This e(a) is ‘called Connes'

inner invariant of o. The number pm(a) = po(a)-Order Y(a) is called

the minimal period of oa. For a periodic automorphism a of‘ﬁ{, if the

period of a is equal to the minimal period of o, then o is called a

minimal periodic automorphism.
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Chapter II. Subalgebras of von Neumann algebras.

By a subalgebra of a von Neumann algebra /1, we mean a weakly
closed ¥-subalgebra of M containing ﬁhe identity of M. For
subalgebras /V', A/2 of,ﬁﬁ, Afl and A/2 are called to be conjugate if
there exists a ¥-automorphism o of M such that a(A/i) = A/é, and

they are called to be inner conjugate "if there exists an inner

automorphism o of /%.such that a(ﬂfl) = Af2. In this chapter, we
study conjugacy problems for certain subalgebras of von Neumann
algebras.asséciated with measurable groupoids. In particular we show
that, for some full factor M or type IIl, there exists a countable
family of subalgebras of.ﬁ(, which are ¥-isomorphic to;A(, such that
they are not conjugate with each other. All results in this chapter

are taken from [27].
'§2.1. Actions of semigroups on Borel spaces.

'In this section, we introduce the notion of an action of a semi-
group on a Borel space and study an inner conjugacy problem for
certain subalgebras of von Neumann algebras associated with actions
of semigroups. ‘

Let A be a group, B be a sub-semigroup of A'and’C be a countable
discrete normal subgroup of A which is contained in B. For a
standard Borel space S, B (3) denoteé»the set of Borel maps of S onto
itself which send Borel subsets of S to Borel subsets of S. For ¢,'¢

€ B(3), the pébuct dop of ¢ and ¥ is defined by ¢;w(x) = P(¢p(x))
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(x€8). Then (B(S) becomes a semigroup. Let o be a homomorphism of
the semigroup B into the sémigroup B(S) such that a(e) 1s the
identity map on S, where e is the unit of A. We write xb instead of
a(b)(x) (x €3, b€eB). Then S is a Borel C-space with respect to the
restriction of the above action to C angfé x C becomes a measurable

(2)

groupoid, that is, ((x, cl), (y, 02)) eG if and only if y = xc

1

and we have (x, cl)(xcl, 02) = (x, 0102). Note that G(O) is identified
with S. We assume thatlaction of C on S is free, that is,for every
the - ‘

xeS3, {ceC; x¢c = x} = {e}. Note that the orbit [x] of x is {xc; ceC}.

The following lemma is clear.

Lemma 2.1. '~ If b is an element of B, then [xb] = [x]b for every

X ES.

We define an equivalence relation % on 3 by the following; for‘x,
yesS, X ¥y if and only if xb ~ yb, where n denotes the equivalence
relation with respect to G. Put G-b = {(x, y)e S x S; x ¥ v}. As in
Example 1.2, G+b becomes a measurable'groupoid. Note that G can be
considered as a subgroupoid of G+b by the injection (x, c¢)+—>(x, xc)
((x, ¢)€G). The saturation of E with respect to G-b is denoted by
[E]b' _ .

Lemma 2.2. (1) If E is a saturated set with respect to G, then
for évery b,‘Eb and Eb_1 are saturated with respect to G, where
Eb~T = {xeS; xbekE}.

(ii) For beB and xe:S; put P = {ye S; yb = xb}. Then [x]b is a

d1s301n@ union of {[y]}yeiF'
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Proof. (1) By Lemma 2.1, it is clear that [Eb] = Eb. For xtE[Eb_l],

there exists ye Eb—'1 such that x ~» y. As we have xb ~ yb and yb €E,
xb belongs to E. It follows that [Eb™1] = Eb~ L.
(ii) It is clear that UyeF [yl C [x] . For yelx] , there exists

c €C such that xb = ybe. Then, for some cle(h we have xb = yclb and
yeq belongs to F. Thus we have [x]bC: LjyesF ly]. ©Now, suppose that,

for Yis y2EZF, ¥y belongs to'[y2]. There exist c c,€C such that

12 72
yl = y2c and cb = bcl. We have

xb = ylb = y2bc1 = Xbe

] 1’
Since the action of C is free, this implies that ¢ = cq, = e. It
follows that y, = y,, and this means that {[y]}y,eF.are disjoint.
Q.E.D.
Definition 2.3. Let (A, B, G) be as above and A be a ¢ -finite

transverse measure on G. A quartet (A, B, G, A) is called an action
of Bon S if it satisfies the following condition; for a G-saturated.
Borel set E of S, if E is A-null, then Eb and Eb_l are A-null for

every b € B.

From now on we assume that (A, B, G, A) is an action of B on S.
Let v be the transverse function of counting measures 6n G and
(H, L) = (Hv, Lv) be the left regulaf representation of G. We
construct-the von Neumann algebra EndA(H) as in 81.3. We sometimes
consider elements of EndA(H) as elements of EndG(H). Let b be an !

b of H

element of B. For every xe S, define an isometry ¢xb x - ¢Xb X X
3 3

onto H
X

p oY
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byp 5 () (XD, ©) = £(x, beb”

for every feH_and (xb, c) € axP.

)

Lemma 2.L4. If ¢ is an element of ¢, then
-1 _
L(xb, b Cb)°¢xcb,xc = ¢xb,x°L(X’ c)

for every xe€ S.

1

Proof. Note that, as C is a normal subgroup of A, beb ~ and p~len

belong to C for every beB. Since we have
(xb) (b™Yeb) = x(bb Teb) = xeb,

we have s(xb, b_lcb) = xcb. For every fGEHXC and c'e C, we have

-1 '
L(xb, b Cb)°¢xcb,xc(f)(Xb’ c')
= f(xec, c_lbc'b—l)
= ¢xb,x L(x, e¢)(f)(xb, c¢'). Q.E.D.
Proposition 2.5. For an element T = (Tx)xe 3 of EndA(H), put
1

.Qb(T)x - ¢xb,x— OTXb°¢
then @b(T) = (@b(T)X)

€
xb,x for every x €3,

xe 8 is an element of EndA(H).

Proof. Define a Borel structure for the field H' = (H of

xb)xe S
Hilbert spaces by the following (c.f. [8, p.1l42, Definition 1]);

if El = (Elx)'(i?=A1, 2,...) is a fundamental sequence for the Borel

structure of 'H, then (& ) (i =1, 2,...) 1s a fundamental
: xb

xe S
sequence for H'. Let f be a Borel function on G such that
S |f|2 av¥® < 4o for all x€S. The restriction of f to G° is denoted

by fx. Note that (fx) is a Borel secfion of H and the Borel
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structure of H is determined'by the set of sections of this form (see

£.))

§1.3). Then (¢Xb X( .

R . ! . ]
€S8 is a Borel section of H'. For Borel

sections (fx) and (gx) of H of the above form, we have

xb,x(fx)’ ¢xb,x
This implies that @b(T) is a Borel field of operators for H.

<®b(T)XfX, g.> = <Txb¢ (gx)>.

Let v = (x, co) be an element of G. For (x, ¢)& G and fG:HXC s
0

we have

(L8, (T)_ £)(x, o)
0

' -1 -1
xc0b°¢xcob,xco<f))(XCOb’ b ey
1

cOb)OT

= (T ch)

1

(L(xb, b~ (£))(xb, b~

0

(£))(xb, b~
0

xcob°¢chb,Xc cb)

1COb)o¢

1

(TXbOL(Xb, b ch).

xcob,xc
By Lemma 2.4, we have
(L(Y)®b(T)XcOf)(x, c)

oL(x, cy)(f)(xb, p~L

=Txb°¢xb,x cb)

= (8, (1) oL(M) (x, ).
It follows that @b(T) is an intertwining operatorsg of (H, L) to itself.
If T and T' are intertWining operators of (H, L) which coincide with
each other A-almost everywhere, then @b(T) and @b(T') coincide with
each other A-almost everywhere by the assumptibn of (A, B, G, A).A

Therefore @b(T) is well-defined as an element of End,(H). Q.E.D.

In the above proposition, we have constructed a map @b of EndA(H)

into itself. The following lemma shows that ¢  is an injective

b
endomorphism of EndA(H) and that the map b#—~>®b is a homomorphism
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of the semigroup B into the semigroup of endomorphisms of EndA(H).

5
Lemma 2.6. (i) Ir b, and b, are element, of B, then, for every Te

End,(H), &, 0% _ (T) = o (T).
A ? bl b2 blb2

(11) If ¢ is an element of C, 2, is an inner automorphism of EndA(H).
(iii) For be B, the map*@b is an isometric ¥-homomorplsism of EndA(H)

into EndA(H).

Proof. (i) It is clear by an easy calculation.

(ii) Define a unitary operator UX on HX by

._]_)

(UXf)(x, e') = f(x, c'c for fe}%:and (x, ¢") eaX,.

Then U = (UX) is a unitary element of EndA(H) and we have @c(T) =

vty for every TE EndA(H).

(iii) It is clear that N is a ¥-homomorphism. Let T be an element
of End,(H). For ae R ., we set E,(T) = {xeS; [T || » o}, which is
a saturated Borel set. We have Ea(éb(T)) = Eu(T)b—l by the equation
||®b(T)X” = IlTXb“ .  Thus Ea(T) is A-null if and only if Ea(éb(T))
is A-null. Recall that the norm of T is defined by

It = inf {aoe R 5 E (T) is A-null}.

o
Hence we have H@b(T)H o = Tl _. Q.E.D.

If (x, y) is an element of G+b, there exists a unique pair

(x c)€é S x C such that xob = yb and x = x.c by Lemma 2.2. -Define

0’ 0
an isometry L(x, y) = Lb(X, y) of Hy onto H by
-1 b -1 b

L y) = Llxgs ©) "oy b, *fyp,y°
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Then we have the following:

Proposition 2.7. If b is an element of B, then (H, Lb) is a

representation of G'b.

Proof. For (x, y)€G+b with xob = yb and x = Xy, we write ¥(x, y)
for ¢. We have, for fEZHy and (x, c)é€GQG,

(L°(x, ¥)f)(x, ¢) = £y, ¥(x, y)e).
Note that wnl({c}) is a Borel subset of G*b for every ce €. Let f and
g be a Borel functions on G as in the proof of Proposition 2.5. Then
the function (x, y, c¢)—>f(y, V(x, y)e)g(x, c) is Borel on G*b x C.
Since we have

<L°(x, yIfg, 8> = Sf(y, v(x, yedglx, ¢) avi(x, c),
the function (x, y)k——><Lb(x, y)fy,_gx> is Borel on G+b.

Let (x, y) and (y, z) be elements of G+*b such that x = xow(x, y),
y = yow(y, zZ), XOb = yb and yob = zb.: We have A
(o xgh(y, 27 = (xgd) @7y, 2)7Th) = yi(y, =)' = zb.

By putting Xy = Xow(y, z)_l, we have x.b = zb and xlw(y, z)P(x, y) = X.

1

It follows that ¥(x, z) = ¥(y, z2)¥(x, y). Similarly we have ¥(y, x) =
- | . - ~1.b

v(x, y) L. The equation Lb((y, X) 1(y, z)) = Lb(y, X) b, (y, z)

follows immediately from the above equations. Q.E.D.

The following theorem characterizes the von Neumann algebra

@b(EndA(H)).
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Theorem 2.8. Let b be an element of B. For TGEEndA(H), T belongs
to ¢ (End,(H)) if and only if there exists a Geb-saturated A-null set

E of S such that, for x, y€S - E, X % y implies that

b b
L (x, y)Ty = T L (x, y).

Proof. Let T be an element of @b(EndA(H)) with T = @b(T') (T

EndA(H)). For (x, y)€G-b with x.b = yb and x = X4¢, we have

0
¢ Loy, T =T o¢
oP>%Xg yb,y "y

This implies that LP(x, 7T,

...]_o 6

X X, xob,xO yb,y

Tbe(x; y) for every (x, y)é€ G+b.
Since S is a standard space, by [22, Theorem 6.3], there exist
alAv-null Borel set N of S and a Borel set SO of S such that the

restriction bO of b to SO is a one-to-one Borel map of So onto S - N.

"If we put N' = (L}:=O [N]bn)L}(LJ:=1 [INJb™), then N' is a A-null

saturated Borel set and b0 is a'pne-to—one Borel map of SO

S -~ N'. Therefore we may assume that bO is a one-to-one Borel map of

S0 onto S. Note that the inverse map b1 = bo"1 of bo_is Borel. For

- N' onto

X € S, the image of x under b, is denoted by xb

1

1 Now, suppose that
an element T = (TX) of EndA(H) and a A-null set E of S satisfy the

condition of the theorem. We set

; -1
1 =
T X ¢x,xbl° Txbl° ¢x,xb1 for xeS.
As in the proof of Proposition 2.5, one can prove that T' = (T'.)

x'xeS

s

Moreover if 'I‘l and

T2 are intertwining operators of (H, L) which coincide with each

is a Borel field:of operators with respect to H.

other A-almost everywhere, then Tl' and T2' constructed as above
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coincide with each other A-almost everywhere. Let x be an element of

S - Eb and vy = (x, ¢) be,an element of G. If c' is an element of C

such that b leb = ¢', then we have

xblcb = xblbc' = xc',
and there exists yezSO such that xblcb = yb i.e. xc'bl = y. By Lemma
2.4, we have
' -
L{x, o )°¢xc',xblc ¢x,xb1°L(Xbl’ ¢)'
This implies that
-1
1
L(x, ¢ )°¢xc',xblc°¢yb,xblc °¢yb,y
= ¢ b - .
x,xblfL (Xbl’ y)-
. -1 _ .
The equation ¢xc',xblc°¢yb,xblc °¢yb,y = ¢xc',y implies that
' : b
1 =
L(x, c )°¢xc',y' ¢x,xb1°L (xbl, v)..
As x¢ Eb, we have
L(x, c')T'Xc,
= b -1
- ¢X,Xb oL (Xbls y)OTyO(bXC',y

1
T'XQL(x, c').

Therefore T' can be considered as an element ofvEndA(H) as Eb is A-- -

-1 o . A
xb,xltf¢xb,Xbb . *~Then, for x¢E, we have

null. Note that Lb(x, xbbl) = ¢
v 1

R o b -1
@b(T')X = L (x, xbbl)TXbblL (x, xbbl) o
= 7 :
X »
Thus T belongs to @b(EndA(H)). Q.E.D.

For the transverse function ¥ of counting measures on G, we set

A= va dAv(x), v(H) = S% Hx dAv(x) and, for TéEndA(H), v(T) =



30

S? T, dAv(x). Then M = v(EndA(H)) is a von Neumann algebra on V(H)
which is isomorphic to EndA(H) [5, p.86, Theorem 4]. For be B, put
A/b = v(@b(EndA(H)). Let (: be a uniformly separable C*—subalgebra
of_Af5 which is weakly dense in A/b. The direct integral decomposition
6f the identity representétion i of (3 istenoted by |

i =.52 R dAv(x) fo, Lemma 8.3.17. |
Note that, for v(T)e C » we have R(v(T)) = T, for A -a.a. x. As for

the fqlldwing proposition, compare with [18, 36].

Proposition 2.9. ~ In the above situation, there exists a A-null

- set N of S such that, for x, yeS -~ N, & and § are unitary equivalent-

if and only'if X % y.

Proof. Let {Ti}oio=l be a uniformly dense subset of(3 . By Theorem

2.8, there exists a A-null set N, such that, if x, y S - N; and

X % ¥y, then Lb(i, y)y(Ti) = ﬁ(Ti)Lb(x, y) for every 1. This means
that, for x, ye S - N1 with x YV % and § are unitary equivalent.

" Since S is a sténdard Borel space, we méy assume that’’'S has a
compact metric topology which is compatible with the Borel structure_
of S.  Let C(S) be the C*—algebra of all continuous. functions on S. |
Let {gi};=1 be a uniformiy dense subset of C(S)f For every bounded
Borel function g on S; define an operator @Xon'Hg”by

(8,£)(v) = g(s(y))f(y) . for feH and YEG".

Then g = (@X) belongs to EndA(H) and we have @b(@) = (bg)”", where

XxesS
bg is a Borel function on S defined by (bg)(x) = g(xb) for every-xe S.
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By [36, Theorem 1.1], we may suppose that {v((bgi)“)}:=1 is contained
in . There exists a A-null set N, such that, for x&S§ - N,,
ﬁ(v((bgi)5)) = (bgi)§ for every i. Suppose that, for x, yeS - N,,
% and § are unitary equivalent by means of an isometry Vfof:kaontQ;Hy.
Then we have, for every i and f eHX,

Sgi(xcb)]f(x, c)l2 av®(x, ¢)

=='S g; (yeb) | (VE) (3, )| avi(y, o).
Since {gi} is uniformly dense in’C(S), this implies that, for a Borel

set E of S, Eb~t

15 s4(v¥)-null if and only if 1t is sg(vY)-null,
where s, (v") is a measure on S defined by s¢ (VY (E) = vi(sT(m)).

As [x]y = [xIbb™' and s, (v¥)([x],) > 0, we havessy (W) ([x1) > 0.

Since s*(vy) is supported by [y], it follows that [X]b = [y]b. If
we put N = NlL)Ng, then the proposition follows. Q.E.D.
Theodrem 2.10. Let.bl-and b2 bé elements of B. If there exists an

inner automorphism o of EndA(H) such that

a(@bl(EndA(H))) = @bg(EndA(H)),

then [x]b = [x]b for A-a.e. x€38S.
1 2 :

Proof. Let U = (UX) be a unitary element of EndA(H) such that a =

’

Ad U. Let A, = v(¢, (End,(H))) (1 =1, 2) and C;l be a uniformly
1 | -

separable C¥-subalgebra of Afi which is weakly dense iIlA{ We set

l.
C2 = v(.U)Cl\)(U)*. For xe S, ﬁi denotes the representation of C 1

on Hx defined as above (i = 1, 2). The isomorphism of Cil onto G 5
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associated with a is also denoted by o. Then we have UxﬁlUx* = 22oq

for A-a.a. x. It follows that, for A-a.a. x, y, 21 and yl are unitary

equivalent . by means of an isometry V of HX onto Hy if and only if

(UyVUX*)(ﬁzoa)(UyVUX*)*

92oa. The last equation means that 22 and "’

y2 are unitary equivalent. Therefore, by Proposition 2.9, there

exists a A-null set N1 such that, for x, y€ S -.Nl, Xx % Yy if and

only if x . Note that [N

Dy

l]b is A-null by the condition of
2 1 . ,

Definition 2.3. We set N = [[Nl]b ]b , which is a A-null set. For

172

xeS - N, [x]b is contained in S - N, and [x]b is contained in

1

2 ‘
S - N.  From the above argument, we have [x]b = [X]b . Q.E.D.

1

Remark 2.11. | Suppose that~(G; A) is ergodic [see §1.4], then for

every beB, the relative commutant of @b(EndA(H)) in EndA(H) is the”

algebra of scalars.

§ 2.2. Conjugacy of Subalgebras.

®

¥_automorphism of EndA(H).

b

1

In this section, we give a sufficient condition for two subalgebras

(End,(H)) and &, (End,(H)) (b,, b, € B) not to be conjugate by any
A b2 A 1 2 , -

’

Let (A, B, G, A) be an action'of B on 3. Throughout this section,

we assume that A is unimodular and that u = Av is a probability

measure on S for the transverse function v of counting measures.

If this is the case, EndA(H) is finite.
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Definition 2.12. An element b of B is said to be homogeneous of
degree k if if satisfies the following conditions;

(1) there exists a Borel partition {Si}lgz_1 of S such that, for each‘i,
the restrdiction bi of b to Si is a Borel isomorphism of Si onto S,
(ii) if Hy is the restriction of u to Si,and ui-(bibj_l) is a measure

. -1 _ , -1
on Sj defined by ui (bibj J(E) = u({xé&Sia Xbibj eE}) for every

Ty = w4, 3 =1,..., k).

Borel set E of S,, then u,*(b.b
, J 1 1] J

Lemma 2.13. Let b be homogeneous of degree k.

(1) If u-b is a measure on S defined by p+b(E) = u(Eb—l) for every
Borel set E of S, then u*b is equivalent to u.

1

(ii) vau~bi- is a measure on Si defined by u-bi—l(E) = u(Eb,) for

i
every Borel set E of Si? then'u-bi"1 is equivalent to My (i = l,...,k).
(11i) The equation d((u-b)-bi_l)/dui = k holds (i = 1,..., k).,
Proof. (i) Note that, as C is a countéble discrete group, for a
Borel sét E of 3, E is p-null if and only if [E] is A~null. It
follows that u+*b £ u. Suppose that E is u+b-null, that is,Eb—l is
p-null. Since [Eb™'] is A-null, [Eb~17b is also A-null. Since E is
contained in [Eb_ljb, E is a y-null set. Thus we have U £ u*b.

(ii) This can be proved by the same method as that of “the proof of.
ki). | -

(iii) This follows from a straightforward calculation. Q.E.D.

Remark 2.14. * If b is homogeneous, then the representation (H, Lb)
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of G+b defined in Section 2.1 1is a square integrable representation

(see §1.3).

The measure 'va du(x) on G is denoted by A. We set,ﬁi =
v(End, (H)), N7, = v(e (End,(H))) and } = v(H). The Hilbert space ¢

can be identified with L2(G, A). Define a partial isometry U = U, on

b
- ¥ vy
-1/2
U(f)(x, ¢) = (giﬁﬂgl (xb)f(xb, b_lcb)
for feM® and (x, c)€ G.
Lemma 2.15. Let b be homogeneous of degree k and e be the final

projection of Ub'
(1) The space eMd consists of all elements f = (fx) of ¥ which
satisfy the following; there eXisté a saturated null set N =‘Nf of S
such that fX,= Lb(x, y)fy if xb = yb and x, ye S - N.

(ii) The projection e belongs to the commutant A[h' Of‘A[tf

Proof; (1) Let }ﬂo-be the space consisting of all elements which
satisfy the condition of (i). We write U for Ub‘ If xb = yb, then
we have,’ for fe}ﬂ ’

P (x, y>(Uf>y>cx, c).

4

]

-

(Uf)y(y, c)

(Uf)x(x, c).

1|

Hence e ¥ is contained in }eo. Conversely, let f be an element in
}eo. For x, yeS - Nf with xb = yb, we have f(x, ¢) = f(y, c) for

all ceC. Fix an integer i with 1 < i < k and define an element g
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of ¥ vy
d(H’bi—l) ) 1/2

g(x, c) = kl42»( duy (xbi_l)f(xbi-l, bcb_l)

((x, c)eG). Then we have, for (x, c) €G,
U(g)(xs C) / .
-1 -1/2
-1/2 d(u-b, ™) '
_ L 1/2 d(u-b)) ( i -1 -1
k ~ar (xDb) an; .(Xbbi )f(xbbi- > ¢).

On the other hand, we have, for uy-a.a. x€ 3,

| -1

d(usb, 7)
d(u-b) i -1
——aﬁf—(gb)——aa;———~(xbbi )
o 4
a(Cueb)eb, ™
= g —(xbb, ) = k.
8u, i _
i 5

It follows that U(g)(x, c¢) = f(xbbi—l, ¢) for p~a.a. xe S and all ce

1 1

C. 8ince we' have f(xbbi_ , ¢) = f(x, q) for x%b%&ijbib— , we have
U(g) = f. Hence }{0 is contained in edl.

(ii) Let T be an element of A[£ and f be an element of e}f, For

x, ye S - N, with xb = yb, we have

b b
L (x, y)Tyf = TXL (x, y)fy =Tf

y S 4 &
Therefore Tf belongs to ef and e is an element of Af%'. Q.E.D.
Lemma 2. 16. Let e be as in Lemma 2.15 and }ek be a k-dimensional

Hilbert space whose‘complete othonormal system is {6i}? For

=1"°
r@s;eell @} |, define an element y(f @ §;) of & by the following;

-t

s W1/2. . . i
W(f ® 6,), is k' °f if x €S, and 1sv0. if x ¢ 8;- Then Y can be
extended to an isometry of e Q)Jﬁk onto M, which is denoted again
by ¢¥. Moreover the von Neumann algebras (A/%)e’®'¢:k and‘Afb are

spatially isomorphic by means of ¥, wheré'[:k is the algebra of scalar
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operators on }f_ k*

Proof. For fe e}e, we have
lo(s @ sl 2

k&si N, | 2 du, (x)

= z§=lSSi | Lb(xbibj_l, x}fxll 2 duy (x)
= Z?=1§Sj £, 2 d(ui'(bibj—l))(x) (Lemma 2.15).
= fcil°.

It follows that ¢ can be extended to an isometry of e}e ® }ek into %

Let fo be an element of }E such that <f f> = 0 for all f €&

0°
Y(e }K@}P, k). For fe X, define an element el or e by fi(x, c) =
f(xbjbi_l, c) for xeSj and ceC (j = 1,..., k). Then we have
kl/25Si <_fo§? f.%{> du(x) = <_f,0‘? q;g;;,'i». ® 6i)> |
= 0.
Since f and i arevarbitrary, we have fO = 0. Hence ¢ is onto.

Let T be an element of (Mb)e' There exists an element T' of
Nb such that T' = T. For f @ GiGeX@% > We have
(T @ I)(F ® Si))x = (T'"Y(f ® (Si))X for a.a. x €é3. It follows that
Y(T ® I) = T'y.. Therefore the map T ® I+ Y(T ® I)w—l is an

isomorphism of (/\/b)e e C . onto /Vb. Q.E.D.

’

ot

Lemma 2.17. Let U and e be as in Lemma 2.15. The von Neumann

algebras (_Afb)e and/v( are spatially isomorphic by means of U.
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Proof. ForfPé(ﬁ(b)e, there exists a unique element T' of/% such

that @ (T')_ = T. As we have, for fe ¥,
-1/2
- d(u-b)>' -1
U(f)x ( du (Xb)¢xb,x (fxb)’
we have
(TUf) = @ (T") U(£),
-1/2
- (d(u-b) e
( du (Xb)¢xb,x (T xbfxb)
= t
U(T f)x'
It follows that T' = U¥TU. Q.E.D.

"o From the above lemmas, we get the following theorem.

Theorem 2.18. If b is homogeneous of degree k, then /%_@ qjk and

Afb are spatially -isomorphic.

Corollary 2.19. Suppose that (G, A) is ergodic. Let bi be
homogeneous of degree L (i =1, 2). If’k1 # LY then there are no

automdrphisms of End, (H) which send &, (End,(H)) onto &_ (End,(H)).
- At by AN by A

Proof. By the ergodicity of. (G, A), M ana Afg‘ (i =1, 2) are

factors. Since./( is standard, the coupling co;stant of‘Afb. is ki
(1 =1, 2) [35, Corollary 7.22]. It follows that“Afbl and A%b2 cannot;
be spatially isomorphic If ky # k, {35, Theorem 8.3]. On the other

hand, any automorphism of M is spatial [8, p.268, Corollary].
Therefore there are no automorphisms of /4 which send Afb onto A(£ .

1 2
Q.E.D.
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§2.3. An example.

In this section, we apply the results of the previous sections:
to the action of the special linear group SL(n, Z ) of degree n on
the n-dimensional torus T " (n > 2). Let A be the normalizer of
SL(n, Z) in the general linear group GL(n, § ), and B be the
semigroup consisting of all elements of A whose coefficients are
integers. Note that B contains the elements éf the form kI (k €
ZZ - {0}), where I is the unit matrix. We set C = SL(n, Z) and S =
Tn. The action of b = (bij)eB on x = (xl,...,' xn)eS is defined ‘by

n n . gn
3=1Pj1%g - > Zj=1bj’nxj) (mod Z7).

xb = (Z
Let Gn be the groupoid S x C associated With the above action and A
be the transverse measure on Gn such that Av is the Lebesgue measure
u on S for the transverse function ¥ of. counting measures. Note
that A.is unimodular and ergodic. Since the action of C on S is
essen@ially—free, (A, B, G, A) can be considered as an action of B on
S. »Let,A(n be thé von Neumann algebra v(EndA(H)) associated with
the left regular representation (Hv, LY) of Gn' Then/%rlis a full
factor of type IIl’ which coincides with the factor obtained by the
group-measure space construction. For ke Z - {0}, the element kI
of B is homogeneous of degree |k|". We set/vrﬁ = v(e, {(End, (H))).
The following theorem summariges propérties of/vhﬁﬂwhich are

obtained from the results of the previous sections.

" Theorem 2.20. (i) The subfactor Afﬁ of,Wlﬁ is spatially
isomorphic to Mn ®(E‘ i (ke Z - {0}).
k
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(1i) Elements of the family {Nﬁ}kelN are not conjugate with

each other by any automorphism of/"ln'.v
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Chapter III. Connes' invariants of periodic automorphisms.

In this chapter we calculate Connes' invariants for certain

automorphisms of full factors of type IIf. In what follows,

1
automorphisms of von Neumann algebras always mean ¥-preserving ones.
Let_SL(2, Z) bé the group of 2 x 2 matrices with integral entries |
and determinant 1, and F2(n) be the subgroup of SL(2, Z) generated
by (é in) and (én g) , where n is a natural numbér. ~Then, for
every n, F2(n) is isomorphic to the free‘group on two generators.
Let S be the 2-torus na2/212 and u be the normalized Lebesgue'
measure on S. The natural action of SL(2, Z) on (S, u) is defined
as follows;

(i g) (x, y) = (ax + by, cx + dy) (mod-ZZ2)
for (i 3) € SL(2, Z) and (x, y)€S. Annactddn of F,(n) on (S, w)
is obtained by restricting the above action to Fz(n).ﬁ We denote by
/4n the factor obtained by the crossed product from the above
action of Fg(n) on (S, w). Using [33, Proposition 3.5], we can show
that the action of F2(n) on (S, u) is strongly ergodic. It follows
from [2] that,ﬁqn is a full factor of type IIl' For every divisor p
*6f 2n and i'= 0;..., P - 1, we shall construct a minimal periodic
automorphism pn,p,i of;ﬁin with Connes'! outer invariant (p, Yi),
where y = exp(2n/=1/p) (see §1.5, 2). All results in this chapter

are taken from [28, 29].
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§3.1. Construction of periodic automorphisms of,ﬁ{n.

Let n be a natural number and p be a divisor of 2n. In this

section, we construct avperiodic automorphism oy D of‘fzn'with

3

period p.

Let SL(2, Z), F,(n) and (S, u) be as above. We denote by . i}

1 2n/p

01 ) and

F2(n, p) the subgroup of SL(2, Z ) generated by (

,(%pg 8) , and by C(n, p) the subgroup of SL(2, Z ) generated by

F2(n) and Fz(n, p). Define an automorphism ¢ = ¢ of C(n, p) by

‘ n,p
p(c) = (g :(L)) c (g é/p for c&C(n, p).

Then we have w2 = id. andiw(F2(n)) = F2(n, p). Actions of Fz(n) and
'F2(n, p) on (S, u) are defined as the restrictions of the natural
action of SL(2, Z) on (S, u) to Fz(n) and F2(n, p) respectively.

0
Note that these actﬂﬁs of Fz(n) and F2(n, p) are ergodic, measure-

preserving and essentially free. Let ¢ = ¢p‘be a Borel map of S onto
‘itself defined by ¢p(x, y) = (y, px) for (x, y)eS. The following
property is important;

¢p(CS) = wn’p(é)¢p(8)
for every c €C(n, p) and s ¢S.

We define a measurable groupoids Gn and Hn D as follows;
b

G = {(s, cs)eS x S; cer(n)},
Hn,p = {(s, cs)eS x S; cer(n, p)l}.
(see Example 1.2). Let v (resp. v') be the transverse function of

counting measures of Gn (resp. Hn p) and A (resp. A') be the
3

unimodular transverse measure of Gn (resp. Hn p) such that Av = |

5

(resp: A'v‘ = ﬁ). For left regular trepresentations (Hv, LV) and

'_‘ ".
(Y s LV ) of Gn and Hn b respectively, we set‘/fn = EndA(Hv) and

b
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1
N = End, (HY ). We define a measure A (resp. A') on G_ (resp.
n,p A _ n
H pl by A = S'vs du(s) (resp. A" = Sv's du(s)). Let }en denote
, _
the Hilbert space L2(Gn, A) and K‘n D denote the Hilbert space
. . b
2
L°(H , A'). We may consider /% and A/ as algebras of operators
n,p n n,p
on }En and }(n b respectively, .as in Section 1.4. Let U (resp. U')
E)

be the homomorphism of [Gn] (resp, [Hn p]) into the unitary group of

bl
ﬁ{n (resp. A(n,p) and let w (resp. m') be the ¥-homomorphism of
b
L™(s, uiﬁinto‘ﬁ1n (resg;yA[n_p), which are defined as in Section 1.4.
. ' s My
We set A= w(@7(s, u)) ana B = #r(L7(S, w)).

An action of the cyclic group W_ = Z/oZ on (S, u) is defined

p
by is = wp:;rs foniGW"p’ and s € S, where wp is an automorphism of S

such that WP(X, y)y = (x + 1/p, y) for (x, y)€ 3. Since W, commutes

with elements of C(n, p), we can define an action of D P = Fz(n, p)
s .

X Wp on (S, ﬁi_by

(¢, 1)s = cis for (e, 1)€D and s € 3.
. n,p

The action of Dn D

1]

is ergodic, measure-preserving and essentially *©

freé, For i(&Wp,'define a unitary operator Vi“ on K‘n b by
. 3

(V ML(s, t) = £((-1)s, (~1)t)
for fe K , (s, t)€H__. Then, we can define an action B of W
n,p n’p p
on A/n,p by 84 = Ad 'V, (J-EWbl. Let @Z(ﬁ(;’p, B) be the crossed
product of A[n,p by B (see §1.5, 1). It is isomorphic ‘to the factor.
: o Non,y
Ra=es, w., o,

of Dn,p on (.S: ]:1)_.-,

Throgghout this section we fix n and p,"and we omit indices

) obtained by the crossed product from the action

n and p if there is no confusion.
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Let HO denote the measurable groupoid {(s, ds)€é S x S; déiDn p}
. 3

and Vg be the transverse function of counting measures on H We

0
: _ S
define a measure Ag on Hy by Ay = Svo du(s). Let Ip be the
transitive groupoid {0, 1,..., p - 1} x {0, 1,..., p - 1} (see §1.1)
and Al denote the counting measure on Ip. . Define a Borel partition
p-1
{Si}i=0 of S by ,
La+neh «T,

where T = ‘ﬂZ/Z is a l-torus. For i = 0,..., p - 1, let ¢; be the

S; = [ip

inverse of the restriction of ¢ to Si' It is clear that ¢i is a
Borel isbmorphism of S onto Si,' Then there exists a Borel isomorphism
Qf the groupoid HO onto the groupoid Gﬁ X Ip.such that
u(s, t) = ((¢(s), o)), (1, 3))
for»(,s_, t) eHO, sesi, te‘:Sj. ; The inverse of u is given by
WH(s, £), (1, 3)) = (45(8), ¢4(8))
- for ((s, t), (i, j))E.-Gn x I . As the measure class ofAAO is sent to

p

that of )\ x Al by u, the factors associated with (H

9> LAgl) and
(G, x Ip, (A x Ay1) are isomorphic. The factors associated with

(HO, [AO]) and (Gn x I [a x 11]) are G{(LM(S, w, Dn,p) and

p,
/{n ® Mp respectively , where Mp is the algebra of all p X p complex. .
matrices. Therefore factors,ﬁ(n ® Mp and 6Z(A/£ p? B) are isomorphic,
) 3
. = ... p-l ¢
For ceZF2(n), let {Ei(c) Ei(c,“n, p)}i=0 be a Borel
partition of S such that Ei(c) = ¢(¢(C)Sif\so). Define a projection -

ei(c)'= ei(c; n, p) in 94 by ei(c) = ﬂ(in(C)g for 1 = 0,..., p -1
andwce:F2(n), where iE (cj is a characteristic function of Ei(c).
i

The family'{ei(c)}g;% is a partition of the identity in ﬂi. Let
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{eij; i, J = 0,..., p - 1} be a system of matrix units in Mp . For
i=0,..., p~1, we define a unitary operatorui in Mp.by u, =
Zg;é 3 where 1 + j means i + j modulo p. Let 7P be the

canonical isomorphism of A[n D into 0{(A{h p? B) and UB be the
3 s

“i4§,
canonical representation of wp into the group of unitary operasdors in

OQ(A[H D’ B) (see §1.5, 1). By straightforward calculations, we
3

can prove the following.

" Lemma 3.11  There exists a unique isomorphism ¥ of daﬁﬁ%L p? B)
: : il .

onto,ﬁ[n @ M_ with the following propertiésy

p
(1) y(nP(n1(n))) = zf.i;(l) Tr(‘hoq)i) ® ey for h eL”(S, u),
(1) v, = BTG (e ey (o)) ® uyt

for ¢ eF,(n, p), | V

. s ' By _ .
(11i1) ‘P(_Ui) =1 uy forblewp

A A

Let Wp be the dual group of Wp. We consider Wp as the group

{ye€C: vP = 1}. Then we have <i, y> = y . Let 8 ve the dual

action of B (§1.5, 1). For y = exp(2wv/-1/p), by restricting the
. A -1 .

automorphism Wosyow 'Of'/1n(® Mp to,ﬁ(n, we have the following

proposition.

Proposition 3.2. Let n be a natural number and p be a divisor of

on. If vy = exp(2n/-1/p), then there is a unique"a{utomorphism‘on b
3
of}%rlsuch that
(1) o p(X) = X for xe o ,
s ) = -1 .
(i1) on,p(ei(c,n, p)Uc) Y ei(c,.n, p)UC

for cEFZ(n) and i = 0,..., p - 1.



§3.2. Connes' invariants of certain automorphisms.

In this section we construct a minimal periodic automorphism
pn,p,i of /1n with Connes' outer invariant (p, exp(2w/=1i/p)) for
every divisor p of 2nand i = 0,..., p - 1. B

Let Pp be the Borel automorphism of S such that Fpr, y) =
(x, y + 1/p) for (x, y)eS. Then, Pp commutes with every element of
F2(n). We define a unitary operator Vp on }en by |

(V£ (s, ) = £(r 7" (s), T "(t))
for fe-}{n, (s, t) €G . We write T for the automorphism Ad Vp of
M

is, [s] = {cs; ce Fé(n)}. Since we have [Pp(s)] # [s] for pu-a.a.

n For se€ S, let [s] be the orbit of s with respect to Fz(h), that

seS, it follows from [15, §8] that Ipl is an outer automorphism
for i =1,..., p - 1. ' '

Now, we can state the main theorem.

Theorem 3.3. Let n be a natural number and p be a divisor of 2n.

For i = 0,..., p - 1, define an automorphism p of,ﬁin by

n,p,i
o -5 ¢ -1
n,p,i n,p p

Then, the Connes' outer invariant of Py .1 is (p, Yl), where y =

L] ]

exp(2n/-1/p), and its Connes’ inner invariant is €15 whére €4 is the

Dirac measure on C- supported by {1}. In particular, Pn.p,i is
. 5 >

minimal periodic.

To prove the theorem, we will need two lemmas. In what follows,
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we write p, o and T for p o] and Tp respectively.

n,p,1’ %n,p

Lemma 3.4. Let g be the order of v For g = 0,00, 4 - 1,
define a Borel set EQ of S by
E, = T x [2q7%, (2 + 1)g™h). ‘
If h is an element of L°(S, u) such that
_ «Q-1 _rg
h 22._._0 Y XE 3

where r = pq~Y, then pP = Ad w(h).
Proof. For a while, let c be the fixed element .(;n g) of F2(n).
Then, the Borel set Eo(c) defined in Section 3.1 is the union of
the following Borel sets;
C {(x; ES; 0<x<(2m)"y, v<y<ll,

{(x, y)€8; (2n) " (y+pk-1)<x<(2n) " (y+pk), 0<y<i}
(k = 1,..., (2n/p) - 1), |

{(x, y)es; (2n)—1(y+2n—1)<x<1, O<y<1},
and, for j-=1,..., p - 1, Ej(c) is the union of Borel sets

{(x, y)e3; (2n)'1(y+pk—(j+1))<x§(2n)"l(y+pk—j), 0<y<1l}
(k = 1,..., 2n/p). We define a Borel partition {A(k); k = 0,...,
2n - 1} of S by the following; A(0) is the union of the following
two sets | ‘

{(x, y)es; 05x§(2n)'1y, O<y<1l},

{(x, y)€s; (2n)7 (y+2n-1)<x<l, 0<y<l},
and, for k = 1,..., 2n - 1, A(k) is the set

{(x, y)es; (2n) H(y+k-1)<x<(2n) T (y+k), 0<y<1}.



For k = 0,...

m(k) =

p - J. Therefore we have
_ «2n-1 _k
o(Up) = Iyog ¥

, 2n - 1, let m(k) be an element of {1,..

h7

., P} such that

k (mod p). Then,_Ej(c) is the union of sets A(k) with m(k) =

"(XA(k))Uc'

As we have T(Uc) = U, and o(X) = X for Xe 4, we have
P - pb-1 2n-1_k -1ij
P7(U) = Ty Cpag VT 7 (mlXy (5)) )V -
As the number of {je&{0,..., p - 1}; J = jO (mod q)} is r for Jo==
0,..., 4 - 1, we have .
P/ - pa-1 2n-1 _k_-1Jj r
_ +q-1 2n-1 _kr
= II; X s U _.
j=0 (Pp=g ¥ “(XP —lJA(k)) c
| | P
Define an element h' in L™ (S, u)by
h' = ng;é <z§§51. key oy :
Fp A(k)
It is clear that pp(Uc)_= m(h')U,_ .

Since the order of Ppl

relatively prime with g suth thatiiyp = i,/9. For j =

is g, there exists a natural number io

q - l:

Oyevss

let 6(j) be an element of {0,..., g = 1} such that 6(J) = ioj (mod q).
If we define a Borel isomorphism & of 8 onto itself by w(x, y) =

(x + (2nq)-1, y), then, by a straightforward ecalculation, we know

that
-ij INC-IGD ’
rTAONEG = 0 Y AONE
for j = 0,..., g -1, k=0,... 2n - 1. Notice that the set
W)y 5= 0,..., q - 1} coincides with {w?; j = 0,..., q - 1}.
It follows that, for s eEO,
-1 2n-1 _kr
h'(s) = n97~ (g X afs
J—O k=0 wG(J)A(k)
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- Hg—l (ZEn-l kr

WAk
We define a partition {B(k, 2); k = O,..u; 2nq - 1, & = 0,.., @ - 1}
of S by the following; fof each %, B(0, &) is the union of the
following two sets

{(x,y) € S; 05x5(2n)'1(y-2q—1), 2q_1§y<(z+l)q'l},

{(x,3)€8; (2n) H(y+(2ng-2-1)q 1)<x<l, 2q tey<(a+1)q™t,
and, for k = 1,..., 2nq - 1, B(k, &) is the set

{(x,y) €8; (20) " (y+(k=-2-1)q M) <x<(20) " H(y+ (k-2)q D),

2q—l

iy<(2+l)q—l}.
It is clear that w(B(k, 2)) = B(k + 1, &), where k + 1 means k + 1
modulo 2nq. For k = 0,..., 2nq - 1, if k satisfilies that
(m-1)g <k <mg -1 (m=1,..., n),we have
B(k, 0)C wlA(m) for j = 0,..., k - ((m -~ 1)q + 1),
B(k, 0) C.ij(m - 1) for j=k-(m-1)g,..., 9 - 1.

Therefore, for sé& B(k, 0) with (m - 1)q ¢ k < mq - 1, we have
k-((m-1)q+l) _mp

! h'(s) = (H.= Y X‘j-/mz(S)) X
-1 (m-1)r.
(n$z ¥ X (s))
J=k-(m-1)q wI A(m-1)
_ _kr
—1 ’Y .
Since {B(k, 0); k = 0,..., 2nqg - 1} is a partition of E,, we have
o - <2ng-1 _kr
h'[By = Zog © Y Xp(k,0) o

It is clear that the following equations hold;
h'(Fpis) = h'(s) for all se€ S,
PpijB(k, 0) = B(k, 6(j)) |
for j = 0,..., a -1, k=0,..., 2nqg - 1. Fore each & = 0,..., g - 1,
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there exists an element j(2) in {0,..., @ - 1} such that 6(j(R)) = %.
For every ée&Ez, as Fp_lq(z)s is in E;, we have
h'(s) = h'(Fp_iJ(g)s)
kk;;
= ToY X s (s)
k Fle(R)B(k,O)

_ kr
= Iy Y Xp(k,e)(8)-
Thus we have ‘

v - »4-1 o 2ng-1 _kr
bt = 2o-0 Tk=0 Y Xp(k,8)
On the other hand, as the set cE, is

L
2n

k=0 L(x,¥)€S; (2n) "t (y+r-(2+41)q ) <x< (2n) L(yHr-2q7h)

]

0<x<1, O§y<1}, ‘
the set Exf\ cE,, is Ljizal B(gk - &' +'z, 2) if & > &', and is
2n .
Uy=y Blak = &' + 2, &) if ¢ < &'. For seE (|cE ,, we have
— -0t
h(s)h(c™ts) = y(F~21T

and for seB(gk = &' +¢, &), we have

_ot
hi(s) = Y(z L)r
This implies that
h'(s) = h(s)h(c_ls) for all s eSs.

Therefore we have, for fe}(’.n and (s, t)€G,
(Ad w(h)(U)T) (s, t) = h(t)h(c ) f(s, o Tt)

= (n(h")U_£) (s, ).

’ = AP _ 1 0
It follows that Ad n(h)(UC) = p (UC), where ¢ = (Qn 1)

1 2n
01

and ei(c) =0 fori=1,..., p - 1, we have O(Uc) = U,. Furthermore

" Next, let ¢ be the element ( ) of Fz(n). As eO(c) =1

we have T(Uc) = Uc’ It follows that p(Uc) = Uc’ On the other hand,

as cEz = El for £ = 0,..., @ - 1, we have h(c—ls) = h(s) for all s&3S.
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This implies that Ad ﬂ(h)(UC) = U,. Hence we have Ad ﬂ(h)(Uc) =

el

As 1(d) =}4 and o(X) = X for Xe€d , we have pP(X) = T"ip(X) = X

pp(UC), where ¢ = (

for all X€A . It follows that Ad m(h)(X) = oP(X) for all Xeﬂ4 .

. . . _ 1 0 1 2n
Slnce,ﬁ(n is generated by 4 and U3 ¢ = (5, l> CEY }s

the assertion of the lemma follows. Q.E.D.

Lemma 3.5. For j =1,..., p - 1, pi is an outer automorphism.

Proof. Let q be the order of 1. Notice that we have pj(X) =

T 79(X) for all Xéd . If j is not a multiple of g, then pY is an
outer automorphism because 1 i1s outer (ec.f.[15, 88]).

‘Now, we assume that j -1

mg with m < r, where r = pq

J

Suppose that pY is inner and we will show that this leads us to a

contradiction. Thén, since'pj(X) = X for all Xﬁ€;4, there -exists an
element h in L(S, ) with |h| = 1 such that o9 = Ad w(h). Notice
that we have, for céF2(n), re }en and (s, t)eGn,

(Ad m(n)(U)E) (s, £) = h(t)h(e T )E(s, e b).

First, let c¢ be the element (é in) of F2(n). In this case,

as we have pj(UC) = U, we have

h(t) = h(c 1) for pw-a.a. te€S. ’
Let ﬁ be theinormalized Lebesgue measure on the l-torus 1[. Since the
map x> X + 2ny is an ergodic transformation on (T', ﬁ) for every

irrational number y, we know that, for ﬁ—a.a. yefW s hyiis constant

ﬁ—almost everywhere on ﬂ—, where hy is the Borel function on 7r such
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that hy(x) = h(x, y) for (x, y) €8S.

1 0 .
Next, let ¢ be the element (2n 1) of Fz(n). We define an

element h' of L®(S, u) by h'(s) = h(s)h(c_ls) for s e€S. It is clear

that pJ(UC) = w(h')Uc. As in the proof of Lemma 3.4, we can show that

1 = ¢4-1 2ng-1 _km _
h 22=O Zk=0 Y XB(k,z) u-a.e. (2)

Thus, we have h(s) = h(c—ls) for p-a.a. s€B(0, 2) (&

0,0.., @ = 1).
Therefore there exist a p-conull Borel set S' of S, a ﬁ-conuli Borel
set A of T and a Borel map o of TF into C1 such that

(1) S'y is empty if y & A, where S'y = {xeT; (x, y)es'},

(1i1) 'ﬁ(s'y) =1 for all yeA,

(iii) h(x, y) = a(y) for all (x, y)e€S',

(iv) h(s) = h(c™'s) for all s €B(0, 8)\S' (& = 0,..., q - 1).

For every y0451r with zq"l < ¥y < (g + l)q“l, there exists a positive
number e such that, if we put D = {(x, y)e S, 0 < x < g,!|y - yol < g},

then D 1s contained in B(0, &). Define Borel subsets D+, D~ of S

and DO+, DO_ of T by the following;
b
D = [03 E) X [yos yO + E)’
D = [0, E) X (yo - £, yoja
+
DO - [y03 yO + E)n A,
D -

o = (¥g = & vl A
c—l(D+f\ S'YN (D" N S') and F = TN DL Tt 1s clear

We set F

that u(F

F) = 0. Then, there exists a Borel subset BO_ of DO*_

with ﬁ(DO‘ - BO‘) 0 such that
?f(Fy) = 'ﬁ‘(ﬁy) = ¢/2n for all yeiﬁo“.

For ye~B ~, we denote by Ry the set of y'e DO+ for which there exists
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an element (x', y') of D'/) S' such that c—l(x', y'Ye FN Ly’ where
Ly = {(x, y)€8'; 0 < x < e}.- Let B be the Borel isomorphism of
[yo, yo * €) onto F& = [(2n)_1(—y + yo), (2n)_l(—y oy, t €)) such
that B(y') = (2n)—l(y' - y). As we have B(Ry) = Fy, we have

(R = 2nli(F) = e. |
We fix an element y in BO—. For every y'€ Ry and (x', y')eﬁD+f\ St
with c—l(x','y‘)e;Ff\Ly, we have

a(y') = hi(x', y')

h(c_l(X', vy')) = a(y).

Moreover, for every y'é€ BO_’ there exists an element y" in Ry{j Ryi
because ﬁ(Ry) = ﬁ(Ry,) = ¢, and we have

a(y') = a(y") = a(y).
. - . , ' W -
Since Ryl) BO is a subset of,(y0 - €, Yo ¥ €) such that u(Ry(} BO )

= 2¢, o 1is constant ﬁ—almost everywhere on (yO - €5 Y, + e). It

1

follows that o is constant pL-almost everywhere on (2q ~, (& +'l)q_l).

This implies that h'is constant u-almost everywhere on E, (& = 0,...,

L

q - 1). Therefore there exist complex numbers o, (& = 0,.c., g - 1)

L
such that

= ya-1 -
h Zg 0 aQXE u-a.e.

Oalf"" A1
On the other hand, by (2), for every k = 0,..., Order(ym) -1, h!

Thus, for a.a. s€E,, the value h'(s) is in {aOEO, a .
takes the wvalue Ymk on a subset of EO with a positive measure. Since
the order of Ym is strictly greater than q, we get a contradiction.

Q.E.D.
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Proof of Theorem 3.3. It follows from Lemmas 3.4 and 3.5 that the

outer period of p is p. Let i' be a non-negative integer such that
i' and q are relatively prime and such that i/p = i'/q. Then we have
i R . _
Pp Eg = E£+i" where £ + i' means 2 + i' modulo gq. As we have
p(w(h)) = T—l(ﬂ(h)), we have, for fe&?{n and a.a. (s, t) eGn,
(p(m(n))f) (s, £) = (I "t)f(s, ).

On the other hand, we have

n(r te) = 132 v (%)
) T
p L

it q-1 r(e-i"
le (Z%=O Yr( i )X

g (6))

1t

Y h(t).
It follows that p(w(h)) = Ylﬂ(h). Therefore the Connes' outer

invariant of p is (p, Yl). The remainder of the assertion of the

theorem is clear. Q.E.D.
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