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論文内容の要旨

本論文は内容が二部から構成されているo 第一部「不完全なテキストを知識を用いて復元する英文補

完システム」は不完全な英語テキストを補完手法を用いてより完全なテキストに復元する乙とを目的と

し，第二部「省略を含む日本語テキストの復元システム」は日本語にみられる省略表現において省略さ

れている概念を復元する乙とを目的とする。

第一部では，①語，句，文の集まりからなるテキストを解析する手法，および②より完全なテキス卜

を形成するために不足している語句を補う方法を提案する。①の目的のために，チャンキングおよび単

一化と呼ぶプロセスを実現するアノレゴリズムを考案し，乙れをもとに従来機械処理の対象とするのが困

難であった ill-formed な文の解析について一つの方法を示す。②の目的のために 文脈・連想・推論

・常識といった知識を用いて必要な語句を補う補完法を体系化し，これをもとにより完全なテキストを

生成する。以上の考えに基づいたシステムについて補完能力を評価したところ，より完全なテキストを

生成するのに連想と推論が寄与する乙とを確認した。乙の結果からシステムをチューニングする技法を

導く。

第二部では，日本語文の省略表現から，省略されている概念を復元する手法を述べる。省略表現を，

⑧助詞の省略，⑮前文とのアナロジーに基づく省略，@予測文脈に基づく省略に大別する。オブジェク

ト指向モデルに基づいた解析手法を用いて係り受け関係をメッセージ交換の許容性として扱う乙とで⑧

の省略を復元する。穴あけ構文のような⑮の省略に対しては，前文の解析結果とのアナロジカノレなマッ

チングを用いて復元する D 文脈知識に依存して省略されたような@の省略はMOPs と呼ぶ階層的概念

記憶構造のもつ予測能力を用いて復元を行う。省略表現を含む文章はその解釈に付随する暖昧性が増大
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するが，この問題に対処するために多世界モデルを適用する。一つの解釈は一つの世界観の内で行われ

その妥当性は証明可能性として扱われる。

論文の審査結果の要旨

近年，電子計算機システムの高度化にともない対話インタフェイスの重要性がはっきりと認識され，

さまざまな研究が行われている。いわゆる自然言語理解の研究がこの範暗に入る。

本論文の第一部では，文法的に不完全な英文テキストを入力し，そのテキストを理解して，より文法

構造の整ったテキストを生成する自然言語理解システムについて論じている。すなわち，英文断片の羅

列を解析し， Grarnrnatical terms Inventory と呼ぶ深層構造表現に変換した後，これに対して文

法的知識，文脈知識あるいは一般的常識などを用いて書かれていなかった情報を補う補完法という手法

を体系化している。さらに，補完能力の評価を行うため，補完システムの利用者が頭に描いた内容とこ

のシステムが生成したテキストとの比較 評価を行う実験心理学手法を導入し この評価により補完体

系の性質を明らかにすると共に 補完システムに対する tuning 技法としても有効なものである乙とを

示している。

第二部では，第一部で得られた知見をもとに省略表現のされた日本語テキストを対象として，省略以

前のテキストを復元する技法について述べたものである。省略現象を助詞の省略，前文とのアナロジー

に基づく省略および予測文脈に基づく省略の 3 種類に制限した上で，省略・復元モデソレを考え，構文・

意味・談話の知識を用いて入力テキストを解析している。解析の際生ずる多義性に対しては，多世界モ

デノレと解釈可能性に対する評価基準の導入で対処している。

自然言語処理研究において一般化された省略現象の研究はほとんど例がなく，本論文で述べられた研

究成果は乙の種の問題に対する新たな知見を与えているものと考えられる。よって 博士論文として価

値あるものと認める。
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