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Abstract

In this paper we consider an integro-differential system consisting of a parabolic and a hyperbolic equation related to phase transition models. The first equation is integro-differential and of hyperbolic type. It describes the evolution of the temperature and also accounts for memory effects through a memory kernel $k$ via the Gurtin-Pipkin heat flux law. The latter equation, governing the evolution of the order parameter, is semilinear, parabolic and of the fourth order (in space). We prove a local in time existence result and a global uniqueness result for the identification problem consisting in recovering the memory kernel $k$ appearing in the first equation.

Introduction

In order to introduce our mathematical problem, let us consider a smooth bounded container $\Omega \subset \mathbb{R}^d$, $1 \leq d \leq 3$, occupied by the substance undergoing the phase transition. Name $\theta$ and $\chi$ the basic state variables of the process, corresponding to the relative temperature and to the order parameter, respectively. Then, the energy balance equation, describing the evolution of $\theta$, can be written, under the Gurtin-Pipkin heat flux law (cf. [11]), in the form

$$D_t(\theta + l \chi) - \Delta(k * \theta) = f,$$

where $*$ stands for the standard time convolution product for functions with their supports in $\mathbb{R}_+$, $k : [0, T] \rightarrow \mathbb{R}$, $k(0) > 0$, is the so-called heat conductivity relaxation kernel, $f$ is a heat source also incorporating an additional term depending on the past history of $\theta$ up to $t = 0$, which is assumed to be given, and $l$ is a positive constant accounting for the latent heat.

Then, this first equation---of hyperbolic type after differentiation---, ruling the evolution of $\theta$, is coupled with the kinetic equation for the phase variable, which is of parabolic type. We will consider the conserved case

$$D_t \chi - \Delta w = 0, \quad w = -\Delta \chi + \beta(\chi) - l\theta.$$
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We stress that system (0.1), (0.2)—of mixed hyperbolic-parabolic type—was studied in the paper [4].

We recall that $\beta$ in (0.2) is usually assumed to be the sum of a general, possibly multivalued, maximal monotone graph, representing the derivative of the convex part of a double well free energy potential, and of the derivative of a smooth function accounting for its non-convex part. However, in the present paper to solve our problem we will need to consider only sufficiently regular functions $\beta$.

Moreover, relations (0.1) and (0.2) are assumed to be complemented by homogeneous Neumann boundary conditions both for $\theta, \chi$, and for the auxiliary unknown $w$, generally called chemical potential, and by the Cauchy conditions for $\theta$ and $\chi$:

\[
\begin{align*}
\theta(0, x) &= \theta_0(x), \quad \chi(0, x) = \chi_0(x), \quad x \in \Omega, \\
\frac{k}{\partial \chi}{\partial v} &= \frac{\partial \chi}{\partial v} = \frac{\partial [-\Delta \chi + \beta(\chi) - l \theta]}{\partial v} = 0, \quad \text{on} \quad (0, \tau) \times \partial \Omega,
\end{align*}
\]

where $\partial / \partial v$ indicates the normal derivative on $\partial \Omega$.

Actually, on account of the boundary condition on $w$, it is straightforward to check that the average of $\chi$ is constant in time.

The main task of this paper concerns the identification of the kernel $k$ entering equation (0.1) under the following additional information involving the temperature $\theta$:

\[
\Phi[\theta(t, \cdot)] := \int_{\Omega} \varphi(x)\theta(t, x) \, dx = g(t), \quad t \in [0, \tau].
\]

We stress that, to derive a fixed point equation for $k$, we need to differentiate (in time) equations (0.1) and (0.2) and working on the resulting expression. Further, to perform rigorously such a procedure, however, we need to deal with smooth solutions to problem (0.1)–(0.5). Consequently, we must first obtain preliminary regularity results for the solutions to hyperbolic and parabolic initial and boundary value problems. We point out that these regularity and continuous dependence results for such direct problems, beyond acting as a basis for the subsequent analysis of the inverse problem, might have some independent interest.

In the latter part of our paper, we will proceed to solving our identification problem for $k$.

Let us note that identifying memory kernels in systems of partial integro-differential equations (PIDE) related to transition models is a quite new problem, mainly when they are of mixed type. A pioneering paper on this subject is [5] where the author uses analytic semigroup theory to study (locally in time) both the direct and the inverse problems for a non-conserved (parabolic) system of PIDE’s (cf. [3, 2, 7]), which couples (0.1)—provided with an additional term $-k_0 \Delta \theta$, $k_0 > 0$—, with a second-order parabolic equation for the phase variable.

As far as the conserved model considered in this paper is concerned, let us quote the papers [6] and [14], where the authors (using semigroup techniques) study the local
(in time) identification of a kernel for system (0.1), (0.2), when the first equation is provided with an additional term $-k_0 \Delta \theta$.

We give now the plan of our paper.

In Section 1 we introduce some notation and recall some basic results used throughout the paper.

In Section 2 we present some higher-order regularity results concerning the abstract hyperbolic problem

\begin{equation}
\begin{cases}
u''(t) + Au(t) = f(t), & t \in [0, T], \\
u(0) = u_0, & u'(0) = u_1
\end{cases}
\end{equation}

where $A$ is a self-adjoint lower bounded operator in the Hilbert space $H$. In the study of inverse problems, one often needs to work in spaces of quite regular functions. Section 2 is devoted to proving the regularity results given in Proposition 2.9 and Corollary 2.11, which are both used in the final Section 5. In Remark 2.12 we apply our abstract results to the particular case appearing in the inverse problem.

In Section 3 we study the higher-order regularity of the solution to an abstract parabolic system in an $L^p$-setting with values in a Hilbert space. Of course, the results obtained are applied in Section 5.

In Section 4 we present a careful study of the nonlinear term in our problem. Here also we have to work in spaces of quite regular functions.

Finally, Section 5 is devoted to solving locally in time our identification problem (0.1)–(0.5) as well as to proving a global in time uniqueness result.

1. Notation

We introduce some notations we shall use in the sequel.

We shall indicate with $N$ the set of strictly positive integers, while $N_0$ will stand for $N \cup \{0\}$.

$R^+$ will denote the set of strictly positive real numbers.

If $p \in [1, +\infty[$, we shall indicate with $p'$ the dual index $p/(p - 1)$, with $p' = \infty$ if $p = 1$.

The notation $W^{m,p}(0, T; X)$, where $X$ is a Banach space, $T \in R^+$, $m \in N$, $p \in [1, +\infty[$, will denote the space of all measurable functions from $(0, T)$ into $X$ whose distributional derivatives up to the order $m$ belong to $L^p(0, T; X)$. Such a space is normed by

\begin{equation}
\|f\|_{W^{m,p}(0, T; X)} := \sum_{k=0}^{m-1} \|f^{(k)}(0)\|_X + \|f^{(m)}\|_{L^p(0, T; X)}.
\end{equation}
We note that this norm is equivalent to the usual one
\begin{equation}
\|f\|_{W^{m,p}(0,T;X)} := \left( \sum_{k=0}^{m-1} \|f^{(k)}\|_{L^p(0,T;X)}^p \right)^{1/p},
\end{equation}
but the constants yielding the equivalence may burst to $+\infty$ as $T \to 0+$.

Since in some fundamental estimates in this paper occur terms such as $\|f^{(k)}(0)\|_X$ and we are going to prove an existence result in the little with respect to time, it will be more appropriate to make use of definition (1.1).

Finally, we norm in a similar way $C^m([0, T]; X)$, $m \in \mathbb{N}\setminus\{0\}$:
\begin{equation}
\|f\|_{C^m([0, T]; X)} := \sum_{k=0}^{m-1} \|f^{(k)}(0)\|_X + \|f^{(m)}\|_{C([0, T]; X)}.
\end{equation}
It is easily seen that, if $f \in C^1([0, T]; X)$ and $f(0) = 0$, then
\begin{equation}
\|f\|_{C([0, T]; X)} \leq T \|f\|_{C^1([0, T]; X)}
\end{equation}
and, if $f \in C([0, T]; X)$,
\begin{equation}
\|f\|_{L^p(0, T; X)} \leq T^{1/p} \|f\|_{C([0, T]; X)}.
\end{equation}

If $\Omega$ is an open subset in $\mathbb{R}^n$, $s > 0$, $p, q \in [1, +\infty]$, we shall indicate with $B^{s}_{p,q}(\Omega)$ the corresponding Besov space (see, for example, [9], [19]).

If $\mathcal{X}(\Omega)$ is a space of functions of domain $\Omega$, with $\Omega$ open and $\partial\Omega$ smooth, we shall put, whenever the expression has a meaning,
\begin{equation}
\mathcal{X}_B(\Omega) := \left\{ f \in \mathcal{X}(\Omega) : \frac{\partial f}{\partial v} \equiv 0 \right\},
\end{equation}
\begin{equation}
\mathcal{X}_{BB}(\Omega) := \left\{ f \in \mathcal{X}(\Omega) : \frac{\partial f}{\partial v} \equiv \frac{\partial^2 f}{\partial v^2} \equiv 0 \right\}.
\end{equation}

If $(X_0, X_1)$ is a pair of compatible Banach spaces, $\theta \in (0, 1)$ and $p \in [1, \infty]$, we shall indicate with $(X_0, X_1)_{\theta,p}$ the real interpolation space (see [15]).

We shall indicate with $C(A, B, \ldots)$ positive constants depending on $A, B, \ldots$. In a sequence of estimates, we shall often write $C_1(A, B, \ldots)$, $C_2(A, B, \ldots)$, etc.

2. Hyperbolic problems

We introduce the following basic assumption:
\begin{itemize}
\item[(A1)] $V$ and $H$ are Hilbert spaces, $V \subseteq H$ and $V$ is dense in $H$.
\end{itemize}

We indicate with $[\cdot, \cdot]$ the scalar product in $H$, with $(\cdot, \cdot)_V$ the scalar product in $V$, with $\|\cdot\|_V$ and $\|\cdot\|_H$ the norms in $V$ and $H$ respectively, and with $V'$ the space of antilinear bounded functionals in $V$. We assume that
(A2) \( \|v\|_H \leq \|v\|_V, \forall v \in V \)
in such a way that \( V \) is continuously embedded into \( H \).

Using Riesz theorem, one can easily verify that the natural norm \( \cdot \|_V' \) in \( V' \) can be obtained from a scalar product, so that \( V' \) is by itself a Hilbert space. If \( h \in H \), we identify it with the element \([h, \cdot]\) of \( V' \). From (A2) it follows immediately that

\[
\|h\|_{V'} \leq \|h\|_H \quad \forall h \in H.
\]

If \( \varphi \in V' \) and \( v \in V \), we set

\[
[\varphi, v] := \varphi(v).
\]

(2.2) is consistent with the previous identification of \( H \) with a subspace of \( V' \).

Let now \( a \) be a sesquilinear, Hermitian continuous functional of domain \( V \times V \), such that, for certain \( \nu > 0 \) and \( \mu \geq 0 \), the estimate

(A3) \( a(v, v) \geq \nu \|v\|_V^2 - \mu \|v\|_H^2 \forall v \in V \)

holds (observe that, as \( a \) is hermitian, \( a(v, v) \in \mathbb{R} \)). We indicate with \( \mathcal{A} \) the linear operator from \( V \) to \( V' \) such that

\[
(2.3) \quad [\mathcal{A}v, w] = a(v, w), \quad \forall v, w \in V.
\]

Finally, we introduce the following operator \( \mathcal{A} \) in \( H \):

\[
(2.4) \quad \begin{cases}
D(\mathcal{A}) = \{v \in V : \mathcal{A}v \in H\}, \\
\mathcal{A}v = \mathcal{A}v, \quad v \in D(\mathcal{A}).
\end{cases}
\]

It is convenient to consider also the following operator \( S \) in \( H \):

\[
(2.5) \quad S := \mathcal{A} + \mu.
\]

Observe that we should obtain \( S \) instead of \( \mathcal{A} \) if we replaced \( a \) with \( a + \mu[\cdot, \cdot] \). The following properties of \( S \) are well known (see, for example, [18], Section 2.2):

**Theorem 2.1.** Assume that the assumptions (A1)–(A3) hold. Then, if \( \mathcal{A} \) and \( S \) are the operators defined in (2.4) and (2.5), we have:

(I) \( D(\mathcal{A}) \) is dense in \( H \);

(II) \( S \) is a positive self-adjoint operator in \( H \);

(III) \( V = D(S^{1/2}) \), with equivalent norms.

**Lemma 2.2.** The operator \( S^{1/2} \) can be extended by a linear isomorphism from \( H \) to \( V' \).

Proof. If \( h \in H \) and \( v \in V \), define

\[
(2.6) \quad [Th, v] := [h, S^{1/2}v].
\]
If \( \{E(\lambda) \mid \lambda \in \mathbb{R}\} \) is the spectral resolution of \( S \), we have \( S^{1/2} = \int_{0}^{+\infty} \lambda^{1/2} dE(\lambda) \), so that \( S^{1/2} \) is an isomorphism from \( V \) to \( H \) with inverse \( S^{-1/2} = \int_{0}^{+\infty} \lambda^{-1/2} dE(\lambda) \). So it is clear that the operator \( T \) defined in (2.6) is an extension of \( S^{1/2} \) to an element of \( \mathcal{L}(H, V') \), as

\[
\|h, S^{1/2}v\| \leq \|h\|_H \|S^{1/2}v\|_H \leq \|S^{1/2}\|_{\mathcal{L}(V,H)} \|h\|_H \|v\|_V.
\]

Moreover, if \( \varphi \in V' \), the equation \( Th = \varphi \) has a unique solution \( h \in H \): \( h \) is the element of \( H \) satisfying

\[
[h, k] = [\varphi, S^{-1/2}k], \quad \forall k \in H.
\]

**Remark 2.3.** In the following, we shall indicate with \( S^{1/2} \) the operator introduced in Lemma 2.2.

**Proposition 2.4.** Set \( X := V \times H \). Define the following operator \( G \) in \( X \):

\[
(2.7) \quad \begin{cases}
D(G) := D(A) \times V, \\
G(u, v) = (v, -Au), \quad (u, v) \in D(G).
\end{cases}
\]

Then \( G \) is the infinitesimal generator of a semigroup in \( X \).

Proof. With the method developed in the proof of Theorem 2.1, Chapter 5 in [13], if \( (u_0, v_0) \in D(A) \times V \), the problem

\[
(2.8) \quad \begin{cases}
u''(t) + Au(t) = 0, & t \geq 0, \\
u(0) = u_0, \quad u'(0) = v_0
\end{cases}
\]

has a unique solution \( u \) in \( C^2([0, +\infty[; H) \cap C^1([0, +\infty[; V) \cap C([0, +\infty[; D(A)) \). If \( t \geq 0 \), we define

\[
(2.9) \quad S(t)(u_0, v_0) := (u(t), u'(t)).
\]

From Theorem 8.2 in [12] we have also that for every \( T \geq 0 \) there exists \( C(T) > 0 \) such that, if \( 0 \leq t \leq T \), the estimate

\[
(2.10) \quad \|u(t)\|_V + \|u'(t)\|_H \leq C(T)(\|u_0\|_V + \|v_0\|_H)
\]

holds. As \( D(A) \times V \) is dense in \( X \), we conclude from (2.10) that for any \( t \in [0, +\infty[ \), \( S(t) \) is extensible to an element of \( \mathcal{L}(X) \), which we continue to indicate with \( S(t) \). From the uniqueness of the solution, it is not difficult to verify that \( \{S(t) : t \geq 0\} \) is a strongly continuous semigroup of linear bounded operators in \( X \).
Now we show that its infinitesimal generator is $G$. We indicate for a moment this generator with $G'$. Then it is clear that $G'$ is an extension of $G$, as, if $(u_0, v_0) \in D(G)$, then $S(\cdot)(u_0, v_0) \in C^1([0, +\infty[, X)$ and $S'(0)(u_0, v_0) = G(u_0, v_0)$ On the other hand, from $]-\infty, -\mu[ \subseteq \rho(A)$ it follows easily $]\sqrt{\mu}, +\infty[ \subseteq \rho(G)$. So, if we pick $\lambda \in \mathbb{R}$ sufficiently large in such a way that $\lambda \in \rho(G) \cap \rho(G')$, we obtain easily that $(\lambda - G)^{-1} = (\lambda - G')^{-1}$, implying immediately $G = G'$.

**Lemma 2.5.** Let $G$ be the infinitesimal generator of a strongly continuous semigroup $\{S(t); t \geq 0\}$ in the Banach space $X$ and let $F \in W^{1,1}(0, T; X)$. Then the function

$$u(t) := \int_0^t S(t - s)F(s) \, ds, \quad t \in [0, T],$$

belongs to $C^1([0, T]; X) \cap C([0, T]; D(G))$ and $u'(t) = Gu(t) + F(t)$ for any $t \in [0, T]$.

**Proof.** It is well known (see, for example, [16], Corollary 2.5) that, if $F \in C^1([0, T]; X)$, then $u \in C^1([0, T]; X) \cap C([0, T]; D(A))$. Moreover, for any $t \in [0, T]$,

\begin{align*}
(2.11) & \quad u'(t) = S(t)F(0) + \int_0^t S(t - s)F'(s) \, ds, \\
(2.12) & \quad Au(t) = u'(t) - F(t).
\end{align*}

Fix a sequence $(F_k)_{k \in \mathbb{N}}$ in $C^1([0, T]; X)$, converging to $F$ in $W^{1,1}(0, T; X)$ and indicate with $u_k$ the function obtained replacing $F$ with $F_k$. Then, from (2.11)–(2.12), we deduce that $(u_k(t))_{k \in \mathbb{N}}$, $(u'_k(t))_{k \in \mathbb{N}}$, $(Au_k(t))_{k \in \mathbb{N}}$ converge, uniformly in $[0, T]$, respectively to $u(t)$, $S(t)F(0) + \int_0^t S(t - s)F'(s) \, ds$ and $S(t)F(0) + \int_0^t S(t - s)F'(s) \, ds - F(t)$. From this the conclusion easily follows.

**Corollary 2.6.** Consider the problem

\begin{align*}
(2.13) & \quad \begin{cases}
  u''(t) + Au(t) = f(t), & t \in [0, T], \\
  u(0) = u_0, \quad u'(0) = u_1
\end{cases}
\end{align*}

under the assumption (A1)–(A3), where $A$ is the operator defined in (2.4). If $f \in W^{1,1}(0, T; H)$, $u_0 \in D(A)$, $u_1 \in V$, then there exists a unique solution $u$ belonging to $C^2([0, T]; H) \cap C^1([0, T]; V) \cap C([0, T]; D(A))$.

Moreover, if $f \in W^{1,p}(0, T; V')$, with $1 \leq p \leq +\infty$, then $u$ belongs also to $W^{3,p}(0, T; V')$; if $f \in C^1([0, T]; V')$, then $u$ belongs also to $C^3([0, T]; V')$.

Finally, for any $T_0 > 0$ there exists $C(T_0) > 0$ such that, if $0 < T \leq T_0$,

\begin{align*}
(2.14) & \quad \|u\|_{C^2([0, T]; H)} + \|u\|_{C^1([0, T]; V)} + \|u\|_{C([0, T]; D(A))} \\
& \quad \leq C(T_0)(\|u_0\|_{D(A)} + \|u_1\|_V + \|f\|_{W^{1,1}(0, T; H)}), \\
(2.15) & \quad \|u\|_{W^{3,p}(0, T; V')} \leq C(T_0)(\|u_0\|_{D(A)} + \|u_1\|_V + \|f\|_{W^{1,1}(0, T; H)} + \|f\|_{W^{1,p}(0, T; V')}). 
\end{align*}
By continuity, (2.18) can be extended to $u$ in $[0, L]$ in $[0, T]$ in $V$. Assume now that (2.17) holds. As the function $t \to (0, f(t))$ belongs to $W^{1,1}(0, T; V \times H)$ and $(u_0, u_1) \in D(G)$, $G$ being defined in (2.7), by Lemma 2.5, problem (2.16) has a unique solution $U = (u, v)$ belonging to $C^1([0, T]; V \times H) \cap C([0, T]; D(A) \times V)$. This implies $u \in C^1([0, T]; V) \cap C([0, T]; D(A))$. As $v \in C^1([0, T]; H)$ and $v = u'$, we conclude that $u \in C^2([0, T]; H)$.

Estimate (2.14) can be obtained by the following argument: extend $f$ to an element $\tilde{f} \in W^{1,1}(0, T_0; H)$ setting $\tilde{f}(t) = f(T)$ if $T < t \leq T_0$. Next, consider the problem (2.13) in $[0, T_0]$ replacing $f$ with $\tilde{f}$. If $\tilde{u}$ is its solution, evidently $u$ is the restriction of $\tilde{u}$ to $[0, T]$. So we have

$$
\|u\|_{C^2([0,T];H)} + \|u\|_{C^1([0,T];V)} + \|u\|_{C([0,T];D(A))} \\
\leq \|\tilde{u}\|_{C^2([0,T];H)} + \|\tilde{u}\|_{C^1([0,T];V)} + \|\tilde{u}\|_{C([0,T];D(A))} \\
\leq C(T_0)(\|u_0\|_{D(A)} + \|u_1\|_V + \|\tilde{f}\|_{W^{1,1}(0,T_0;H)}) \\
= C(T_0)(\|u_0\|_{D(A)} + \|u_1\|_V + \|f\|_{W^{1,1}(0,T;H)}).
$$

Assume now that $f \in W^{1,1}(0, T; H) \cap W^{1,p}(0, T; V')$. As $u \in C^1([0, T]; V)$, $Au = \lambda u \in C^1([0, T]; V')$. As $u'' = -Au + f$, we obtain immediately the conclusion $u \in W^{3,p}(0, T; V')$ and the estimate (2.15). The same argument works in case $f \in C^1([0, T]; V')$. \hfill $\Box$

If $t \geq 0$, $u_0 \in V$, $u_1 \in H$, set

(2.17) \quad $S(t)(u_0, u_1) = (S_{11}(t)u_0 + S_{12}(t)u_1, S_{21}(t)u_0 + S_{22}(t)u_1)$.

$S_{11}$, $S_{12}$, $S_{21}$, $S_{22}$ are strongly continuous with values in $L(V)$, $L(H)$, $L(V)$, $L(H)$, $\mathcal{L}(H)$, respectively.

Moreover, for any $u_0 \in D(A)$, for any $u_1 \in V$,

(2.18) \quad $S_{11}(t)u_0 + S_{12}(t)u_1 = u_0 + \int_0^t [S_{21}(s)u_0 + S_{22}(s)u_1] \, ds$.

By continuity, (2.18) can be extended to $u_0 \in V$, $u_1 \in H$. So $S_{11}(t)u_0 = S_{21}(t)u_0$ for any $u_0 \in V$, $S_{12}(t)u_1 = S_{22}(t)u_1$ for any $u_1 \in H$.

Finally, $S_{11}(0) = I_V$, $S_{22}(0) = I_H$, $S_{12}(0)u_1 = 0$ for any $u_1 \in H$, $S_{21}(0)u_0 = 0$ for any $u_0 \in V$. 

The solution \( u \) of the problem (2.13) under the assumptions of Corollary 2.6 can be represented in the form

\[
(2.19) \quad u(t) = S_{11}(t)u_0 + S_{12}(t)u_1 + \int_0^t S_{12}(t-s)f(s)\,ds.
\]

We consider the function \( u \) given by (2.19) under conditions on \( u_0, u_1, f \) which are less restrictive if compared with those of Corollary 2.6.

**Proposition 2.7.** Consider the function \( u \) defined in (2.19) assuming that \( f \in L^1(0, T; H) \), \( u_0 \in V, u_1 \in H \). Then \( u \) belongs to \( C^1([0, T]; H) \cap C([0, T]; V) \).

Moreover, if \( f \in L^p(0, T; V') \) \((1 \leq p \leq +\infty)\), then \( u \) belongs also to \( W^{2,p}(0, T; V') \), if \( f \in C([0, T]; V') \), \( u \in C^2([0, T]; V') \).

Finally, for any \( T_0 > 0 \) there exists \( C(T_0) > 0 \) such that, if \( 0 < T \leq T_0 \),

\[
(2.20) \quad \|u\|_{C^1([0,T];H)} + \|u\|_{C([0,T];V)} \leq C(T_0)(\|u_0\|_V + \|u_1\|_H + \|f\|_{L^1(0,T;H)}).
\]

\[
(2.21) \quad \|u\|_{W^{2,p}(0,T;V')} \leq C(T_0)(\|u_0\|_V + \|u_1\|_H + \|f\|_{L^p(0,T;H)} + \|f\|_{L^p(0,T;V')}).
\]

**Proof.** As \( S_{11} \) and \( S_{12} \) are strongly continuous with values in \( \mathcal{L}(V) \) and \( \mathcal{L}(H, V) \) respectively, \( u \in C([0, T]; V) \). Moreover, from \( S'_{11} = S_{21}, S'_{12} = S_{22} \) and \( S_{12}(0) = 0 \), we obtain that \( u \in C^1([0, T]; H) \) and

\[
u'(t) = S_{21}(t)u_0 + S_{22}(t)u_1 + \int_0^t S_{22}(t-s)f(s)\,ds \quad \forall t \in [0, T].
\]

Consider now a sequence \((u_{0,k})_{k \in \mathbb{N}}\) in \( D(A) \), converging to \( u_0 \) in \( V \), a sequence \((u_{1,k})_{k \in \mathbb{N}}\) in \( V \), converging to \( u_1 \) in \( H \) and a sequence \((f_k)_{k \in \mathbb{N}}\) in \( W^{1,1}(0, T; H) \), converging to \( f \) in \( L^1(0, T; H) \). Call \( u_k \) the solution of (2.13) obtained replacing \( u_0 \) with \( u_{0,k} \), \( u_1 \) with \( u_{1,k} \), \( f \) with \( f_k \). Then \( u_k \in C^2([0, T]; H) \cap C([0, T]; V) \) and the sequence \((u_k)_{k \in \mathbb{N}}\) converges to \( u \) in \( C^1([0, T]; H) \cap C([0, T]; V) \). As \( u''_k = -Au_k + f_k \), the sequence \((u''_k)_{k \in \mathbb{N}}\) converges to \(-Au + f \) in \( L^1(0, T; V') \). So \( u'' = -Au + f \), where \( u'' \) is the second derivative of \( u \) in the sense of distributions with values in \( V' \). As \( Au \in C([0, T]; V') \), if \( f \in L^p(0, T; V') \), then \( u \in W^{2,p}(0, T; V') \). In the same way, it follows that, if \( f \in C([0, T]; V') \), then \( u \in C^2([0, T]; V') \). \( \square \)

**Definition 2.8.** Let \( \alpha \in [-1/2, 0[ \). We set

\[
D(S) := \{ \varphi \in V': \exists \psi \in D(S^{1/2+\alpha}): \varphi = S^{1/2} \psi \},
\]

where \( S^{1/2} \) is defined in \( H \) (see Lemma 2.2 and Remark 2.3). \( v \) is obviously unique.
and coincides with $S^{-1/2} \varphi$, where $S^{-1/2}$ is assumed to be extended to $V$. If $\varphi \in D(S')$, we set

$$
\| \varphi \|_{D(S')} := \| S^{-1/2} \varphi \|_{D(S^{1/2})}.
$$

(2.22)

Corollary 2.6 and Proposition 2.7 admit the following extensions, which can be easily obtained using the fractional powers $S'$ of $S$:

**Proposition 2.9.** Consider the problem (2.13), under the assumption (A1)–(A3), where $A$ is the operator defined in (2.4). Let $\alpha \in [0, +\infty[$. Assume that $f \in W^{1,1}(0, T; D(S'))$, $u_0 \in D(S^{1+\alpha})$, $u_1 \in D(S^{1/2+\alpha})$. Then the solution $u$ belongs to $C^2([0, T]; D(S')) \cap C^1([0, T]; D(S^{1/2+\alpha})) \cap C([0, T]; D(S^{1+\alpha}))$. Moreover, if $f \in W^{1,p}(0, T; D(S^{1/2}))$ $(1 \leq p \leq +\infty)$, then $u$ belongs also to $W^{3,p}(0, T; D(S^{1/2}))$; if $f \in C^1([0, T]; D(S^{1/2}))$, then $u$ belongs also to $C^2([0, T]; D(S^{1/2}))$.

Finally, for any $T > 0$ there exists $C(T_0) > 0$ such that, if $0 < T \leq T_0$,

$$
\| u \|_{C^2([0, T]; D(S'))} + \| u \|_{C^1([0, T]; D(S^{1/2}))} + \| u \|_{C([0, T]; D(S^{1/2}))} \leq C(T_0)(\| u_0 \|_{D(S^{1/2})} + \| u_1 \|_{D(S^{1/2})} + \| f \|_{W^{1,1}(0, T; D(S'))} + \| f \|_{W^{1,p}(0, T; D(S^{1/2}))} + \| f \|_{W^{1,1}(0, T; D(S''))}).
$$

(2.23)

$$
\| u \|_{W^{3,p}(0, T; D(S^{1/2}))} \leq C(T_0)(\| u_0 \|_{D(S^{1/2})} + \| u_1 \|_{D(S^{1/2})} + \| f \|_{W^{1,1}(0, T; D(S'))} + \| f \|_{W^{1,p}(0, T; D(S^{1/2}))} + \| f \|_{W^{1,1}(0, T; D(S''))}).
$$

(2.24)

**Proposition 2.10.** Let $\alpha \in [0, +\infty[$. Consider the function $u$ defined in (2.19) under the assumptions $f \in L^1(0, T; D(S'))$, $u_0 \in D(S^{1/2})$, $u_1 \in D(S')$. Then $u$ belongs to $C^1([0, T]; D(S')) \cap C([0, T]; D(S^{1/2}))$. Moreover, if $f \in L^p(0, T; D(S^{1/2}))$ $(1 \leq p \leq +\infty)$ then $u$ belongs also to $W^{1,p}(0, T; D(S^{1/2}))$; if $f \in C([0, T]; D(S^{1/2}))$, then $u$ belongs also to $C^2([0, T]; D(S^{1/2}))$. Finally, for any $T > 0$ there exists $C(T_0) > 0$ such that, if $0 < T \leq T_0$,

$$
\| u \|_{C^1([0, T]; D(S'))} + \| u \|_{C([0, T]; D(S^{1/2}))} \leq C(T_0)(\| u_0 \|_{D(S^{1/2})} + \| u_1 \|_{D(S')} + \| f \|_{L^1(0, T; D(S'))} + \| f \|_{L^p(0, T; D(S^{1/2}))} + \| f \|_{L^1(0, T; D(S''))} + \| f \|_{L^p(0, T; D(S^{1/2}))}).
$$

(2.25)

and

$$
\| u \|_{W^{1,p}(0, T; D(S^{1/2}))} \leq C(T_0)(\| u_0 \|_{D(S^{1/2})} + \| u_1 \|_{D(S')} + \| f \|_{L^1(0, T; D(S'))} + \| f \|_{L^p(0, T; D(S^{1/2}))} + \| f \|_{L^1(0, T; D(S''))} + \| f \|_{L^p(0, T; D(S^{1/2}))}).
$$

(2.26)

In Section 5 we shall need the following further regularity result:

**Corollary 2.11.** Consider problem (2.13), with $f \in W^{1,p}(0, T; V') \cap C([0, T]; V) \cap L^p(0, T; D(S^{1/2}))$, $u_0 = u_1 = 0$. Then the function $u$ defined in (2.19) belongs to
\[ \text{W}^{3,p}(0, T; V') \cap C^2(0, T; V) \cap C^1([0, T]; D(S^{3/2})). \]

Moreover, if \( T \leq T_0 \), there exist \( C(T_0) > 0 \), such that

\[
\|u\|_{W^{3,p}(0,T;V')} + \|u\|_{C^2(0,T;V)} + \|u\|_{C^1([0,T];D(S^{3/2}))} \\
\leq C(T_0)(\|f\|_{W^{1,p}(0,T;V')} + \|f\|_{C([0,T];V)} + \|f\|_{L^p(0,T;D(S^{3/2}))}).
\]

**Proof.** By Proposition 2.10, with \( \alpha = 3/2 \), \( u \in C^1([0, T]; D(S^{3/2})) \), so that \( Au \in C^1([0, T]; V) \). Again by Proposition 2.10, with \( \alpha = 0 \), \( u \in C^2([0, T]; V') \). As \( u^\alpha = -Au + f \in C([0, T]; V), \ u \in C^2([0, T]; V) \). As \( -Au + f \in W^{1,p}(0, T; V'), \ u \in W^{3,p}(0, T; V') \). Moreover, by Proposition 2.10,

\[
(2.27) \quad \|u\|_{C^1([0,T];D(S^{3/2}))} \leq C(T_0)\|f\|_{L^1(0,T;D(S^{3/2}))} \leq C(T_0)T^{1/p'} \|f\|_{L^p(0,T;D(S^{3/2}))},
\]

so that

\[
\|u\|_{C^1([0,T];V)} = \|D_T^2u\|_{C([0,T];V)} \leq \|Au\|_{C([0,T];V)} + \|f\|_{C([0,T];V)} \\
\leq T\|Au\|_{C^1([0,T];V)} + \|f\|_{C([0,T];V)} \\
\leq CT\|u\|_{C^1([0,T];D(S^{3/2}))} + \|f\|_{C([0,T];V)} \\
\leq T^{2-1/p}C(T_0)\|f\|_{L^p(0,T;D(S^{3/2}))} + \|f\|_{C([0,T];V)}.
\]

Finally,

\[
\|u\|_{W^{3,p}(0,T;V')} = \|D_T^2u\|_{W^{1,p}(0,T;V')} \leq \|Au\|_{W^{1,p}(0,T;V')} + \|f\|_{W^{1,p}(0,T;V')} \\
\leq C\|Au\|_{W^{1,p}(0,T;V')} + \|f\|_{W^{1,p}(0,T;V')} \\
\leq CT^{1/p}\|Au\|_{C^1([0,T];V)} + \|f\|_{W^{1,p}(0,T;V')} \\
\leq C_2(T_0)(\|f\|_{L^p(0,T;D(S^{3/2}))} + \|f\|_{W^{1,p}(0,T;V')}). \quad \square
\]

**Remark 2.12.** Operator \( S \) is self adjoint and positive. So, for any \( t \in \mathbb{R}^* \), \( S^{it} \) is an isometry in \( H \). It follows from Theorem 1.15.3 in [19] that, for any \( \alpha \in ]0, 1[, \ D(S^\alpha) \) coincides with the complex interpolation space \( [H, D(S)]_\alpha \), with equivalent norms.

We apply the previous result to a specific case useful in the sequel. For this purpose we introduce the following condition:

**B1** \( \Omega \) is an open bounded subset of \( \mathbb{R}^n \), lying on one side of its boundary \( \partial \Omega \), which is a submanifold of \( \mathbb{R}^n \) of class \( C^4 \).

Under assumption (B1), we set

\[
(2.28) \quad V := H^1(\Omega), \quad H := L^2(\Omega).
\]
If \( v \) and \( w \) are elements of \( V \), we set

\[
a(v, w) := \int_{\Omega} \nabla v(x) \cdot \nabla w(x) \, dx.
\]

Observe that, for any \( v \in V \),

\[
a(v, v) = \|v\|_V^2 - \|v\|_H^2,
\]

so that (A3) is satisfied. It is well known that, under the assumption (B1),

\[
D(A) = D(S) = \left\{ v \in H^2(\Omega): \frac{\partial v}{\partial v} = 0 \quad \text{in} \quad \partial \Omega \right\}
\]

and

\[
Au = -\Delta u \quad \forall u \in D(A).
\]

Owing to Remark 2.12 and Theorem 4.1 in [17], we have, for any \( \alpha \in [0, 1] \), with \( \alpha \neq 3/4 \),

\[
D(S) = \begin{cases} 
H^{2\alpha}(\Omega) & \text{if } 0 < \alpha < \frac{3}{4}, \\
H^{2\alpha}_B(\Omega) & \text{if } \frac{3}{4} < \alpha < 1,
\end{cases}
\]

where \( H^{2\alpha}_B(\Omega) \) denotes the space defined by (1.6) with \( \mathcal{X} = H^{2\alpha}(\Omega) \).

Owing to the regularity of \( \partial \Omega \) and known results of regularity for solutions of elliptic boundary value problems (see, for example, [9] in case \( p = q = 2 \)), we have also, for any \( \alpha \in [0, 1] \), with \( \alpha \neq 3/4 \),

\[
D(S^{1+\alpha}) = \begin{cases} 
H^{2(1+\alpha)}_B(\Omega) & \text{if } 0 < \alpha < \frac{3}{4}, \\
H^{2(1+\alpha)}_B(\Omega) & \text{if } \frac{3}{4} < \alpha < 1,
\end{cases}
\]

where, if \( \alpha > 3/4 \), \( H^{2(1+\alpha)}_B(\Omega) \) denotes the space defined by (1.7) with \( \mathcal{X} = H^{2(1+\alpha)}(\Omega) \).

3. Parabolic problems

We start with the following result, due to De Simon (see [8]):

**Theorem 3.1.** Let \( B \) be the infinitesimal generator of an analytic semigroup
Then \( (e^{Bt})_{t \geq 0} \) in the Hilbert space \( X \). Let \( T \in \mathbb{R}^+ \), \( p \in ]1, +\infty[ , \ f \in L^p(0, T; X) \). Set, for \( t \in [0, T] \),

\[
v(t) := \int_0^t e^{(t-s)B} f(s) \, ds.
\]

Then \( v \in W^{1,p}(0, T; X) \cap L^p(0, T; D(B)) \).

**Corollary 3.2.** Let \( B \) be the infinitesimal generator of an analytic semigroup \( (e^{Bt})_{t \geq 0} \) in the Hilbert space \( X \). Let \( T \in \mathbb{R}^+ \), \( p \in ]1, +\infty[ , \ f \in L^1(0, T; X) \), \( v_0 \in X \). Then the Cauchy problem

\[
\begin{align*}
    v'(t) &= Bv(t) + f(t), \quad t \in [0, T], \\
    v(0) &= v_0
\end{align*}
\]

has a solution \( v \) in \( W^{1,p}(0, T; X) \cap L^p(0, T; D(B)) \) if and only if \( f \in L^p(0, T; X) \) and \( v_0 \in (X, D(B))_{1/p', p} \). In this case the solution with such regularity is unique and can be represented in the form

\[
v(t) := e^{Bt} v_0 + \int_0^t e^{(t-s)B} f(s) \, ds.
\]

Finally, for any \( T_0 \in \mathbb{R}^+ \), there exists \( C(T_0) > 0 \), such that, if \( 0 < T \leq T_0 \), \( f \in L^p(0, T; X) \) and \( v_0 \in (X, D(B))_{1/p', p} \),

\[
\|v\|_{W^{1,p}(0; T; X)} + \|v\|_{L^p(0; T; D(B))} \leq C(T_0) \|v_0\|_{(X, D(B))_{1/p', p}} + \|f\|_{L^p(0; T; X)}.
\]

Proof. The condition \( f \in L^p(0, T; X) \) is clearly necessary to get a solution with the required regularity. Moreover, \( [v(0) \mid v \in W^{1,p}(0, T; X) \cap L^p(0, T; D(B))] = (X, D(B))_{1/p', p} \) (see [15], Proposition 1.2.10).

On the other hand, assume that \( f \in L^p(0, T; X) \) and \( v_0 \in (X, D(B))_{1/p', p} \). Let \( v \) be the function defined in (3.2). Then, by Theorem 3.1, \( t \to \int_0^t e^{(t-s)B} f(s) \, ds \in W^{1,p}(0, T; X) \cap L^p(0, T; D(B)) \). Moreover, by Proposition 2.2.2 in [15], \( t \to e^{Bt} v_0 \) belongs to \( L^p(0, T; D(B)) \). As its derivative is \( B e^{Bt} v_0 \), we conclude that \( v \in W^{1,p}(0, T; X) \cap L^p(0, T; D(B)) \).

If \( f \in C^\alpha([0, T]; X) \), for some \( \alpha \in \mathbb{R}^+ \), and \( v_0 \in D(B) \), it is well known that \( v \in C^1([0, T]; X) \cap C([0, T]; D(B)) \). Moreover, \( v'(t) = Bv(t) + f(t) \) for all \( t \in [0, T] \). Approximating \( f \) by a sequence \( (f_k)_{k \in \mathbb{N}} \) with values in \( C^1([0, T]; X) \), converging to \( f \) in \( L^p(0, T; X) \), and \( v_0 \) with a sequence \( (v_k)_{k \in \mathbb{N}} \) with values in \( D(B) \), converging to \( v_0 \) in \( (X, D(B))_{1/p', p} \) (which exists, owing to Proposition 1.2.12 in [15]), we conclude that

\[
v'(t) - Bv(t) = f(t)
\]

almost everywhere in \( ]0, T[ \) and in the sense of vector valued distributions.
To show the uniqueness, let \( v \in W^{1,p}(0, T; X) \cap L^p(0, T; D(B)) \) be such that \( v(0) = 0 \) and \( v'(t) = Bv(t) \) almost everywhere in \([0, T] \). Set, for \( t \in [0, T] \),

\[
V(t) := \int_0^t v(s) \, ds.
\]

Then \( V \in C^{1}([0, T]; X) \cap C([0, T]; D(B)) \). Moreover, for all \( t \in [0, T] \),

\[
V'(t) = v(t) = \int_0^t Bu(s) \, ds = BV(t).
\]

Owing to well known properties of semigroups, we conclude that \( V \equiv 0 \), and so \( v = V' \equiv 0 \).

To prove estimate (3.3), one can argue as in the proof of the estimate (2.14), extending \( f \) to the element \( \tilde{f} \) of \( L^p(0, T_0; X) \) such that \( \tilde{f}(t) = 0 \) if \( t \in [T, T_0] \).

\[ \square \]

**Lemma 3.3.** Let \( B \) be the infinitesimal generator of an analytic semigroup \((e^{tB})_{t \geq 0}\) in the Hilbert space \( X \). Let \( T \in \mathbb{R}^+ \), \( p \in ]1, +\infty[ \), \( f \in L^1(0, T; X) \), \( v_0 \in X \). Then:

1. **Cauchy problem (3.1) has a solution** \( v \in W^{2,p}(0, T; X) \cap W^{1,p}(0, T; D(B)) \) if and only if \( f \in W^{1,p}(0, T; X) \), \( v_0 \in D(B) \) and \( v_1 := Bv_0 + f(0) \in (X, D(B))_{1/p', p} \);
2. **Cauchy problem (3.1) has a solution** \( v \in W^{3,p}(0, T; X) \cap W^{2,p}(0, T; D(B)) \) if and only if \( f \in W^{2,p}(0, T; X) \), \( v_0, v_1 \in D(B) \) and \( v_2 := BV_1 + f'(0) \in (X, D(B))_{1/p', p} \).

Moreover, for any \( T_0 \in \mathbb{R}^+ \), there exists \( C(T_0) > 0 \), such that, in case (I) with \( 0 < T \leq T_0 \), \( f \in W^{1,p}(0, T; X) \), \( v_0 \in D(B) \), \( v_1 \in (X, D(B))_{1/p', p} \),

\[
\|v\|_{W^{2,p}(0,T;X)} + \|v\|_{W^{1,p}(0,T;D(B))} \leq C(T_0) \left[ \|v_0\|_{D(B)} + \|v_1\|_{(X,D(B))_{1/p',p}} + \|f\|_{L^1(0,T;X)} \right],
\]

in case (II), with \( 0 < T \leq T_0 \), \( f \in W^{2,p}(0, T; X) \), \( v_0, v_1 \in D(B) \), \( v_2 \in (X, D(B))_{1/p', p} \),

\[
\|v\|_{W^{3,p}(0,T;X)} + \|v\|_{W^{2,p}(0,T;D(B))} \leq C(T_0) \left[ \|v_0\|_{D(B)} + \|v_1\|_{D(B)} + \|v_2\|_{(X,D(B))_{1/p',p}} + \|f\|_{W^{2,p}(0,T;X)} \right].
\]

**Proof.** As \( W^{1,p}(0,T;D(B)) \subseteq C([0,T];D(B)) \), if \( v \in W^{2,p}(0,T;X) \cap W^{1,p}(0,T;D(B)) \) and solves (3.1), then \( v_0 \in D(B) \) and \( f \in W^{1,p}(0, T; X) \). Moreover, \( w := v' \) belongs to \( W^{1,p}(0, T; X) \cap L^p(0, T; D(B)) \) and solves the problem

\[
\begin{cases}
  w'(t) = Bw(t) + f'(t), & t \in [0, T], \\
  w(0) = v_1.
\end{cases}
\]

So, necessarily \( v_1 \in (X, D(B))_{1/p', p} \).
On the other hand, if \( w \in W^{1,p}(0, T; X) \cap L^p(0, T; D(B)) \) and solves (3.6), setting \( v(t) := v_0 + 1 * w \), we get \( v \in W^{2,p}(0, T; X) \cap W^{1,p}(0, T; D(B)) \). Moreover, for any \( t \in [0, T] \),

\[
v'(t) = w(t) = v_1 + \int_0^t (Bw(s) + f'(s)) \, ds
= v_1 + Bv(t) - Bv_0 + f(t) - f(0) = Bv(t) + f(t).
\]

Thus (I) is proved.

(II) can be shown with similar arguments.

The final estimates can be proved applying (3.3) to the derivatives of \( v \).

We consider now operator \( B := -A^2 \), with \( A \) defined in (2.30)–(2.31), under assumption \( (B1) \), in the space \( X = H = L^2(\Omega) \). So, from well known results concerning the regularity of solutions of elliptic problems, its domain is \( H^{1/2}_B(\Omega) \). It is well known that \( B \) is the infinitesimal generator of an analytic semigroup in \( H \). Next, we set \( V := H^1(\Omega) \) and consider the following operator \( \mathcal{B} \) in \( V' \) of domain \( H^{3/2}_B(\Omega) \):

\[
(\mathcal{B}v, w) = \int_\Omega \nabla(\Delta v)(x) \cdot \nabla w(x) \, dx, \quad v \in H^{3/2}_B(\Omega), \ w \in V.
\]

Owing to the isomorphism \( S^{1/2} \), even \( \mathcal{B} \) is the infinitesimal generator of an analytic semigroup in \( V' \). The following result holds:

**Proposition 3.4.** Consider the Cauchy problem

\[
\begin{align*}
\begin{cases}
v'(t) = Bv(t) + f(t), & t \in [0, T], \\
v(0) = v_0.
\end{cases}
\end{align*}
\]

Let \( p \in [1, +\infty[ \). Then the following conditions are necessary and sufficient in order that there exist a unique solution \( v \in W^{3,p}(0, T; V') \cap W^{2,p}(0, T; H^{3}_B(\Omega)) \cap W^{1,p}(0, T; H^{4}_B(\Omega)); \)

(I) \( f \in W^{2,p}(0, T; V') \cap W^{1,p}(0, T; L^2(\Omega)); \)

(II) \( v_0 \in H^{1/2}_B(\Omega)) \);

(III) \( v_1 := Bv_0 + f(0) \in (H^{3}_B(\Omega), H^{4}_B(\Omega))_{1/p',p}; \)

(IV) \( v_2 := Bv_1 + f'(0) \in (V', H^{3/2}_B(\Omega))_{1/p',p}. \)

Moreover, for any \( T_0 \in \mathbb{R}^+ \) there exists \( C(T_0) > 0 \), such that, if \( 0 < T \leq T_0 \) and the conditions (I)–(IV) are satisfied,

\[
\begin{align*}
\|v\|_{W^{1,p}(0,T;V')} + &\ \|v\|_{W^{2,p}(0,T;H^1(\Omega))} + \|v\|_{W^{1,p}(0,T;H^4(\Omega))} \\
\leq C(T_0) \left[ &\|f\|_{W^{2,p}(0,T;V')} + \|f\|_{W^{1,p}(0,T;L^2(\Omega))} + \|v_0\|_{H^1(\Omega)} \\
&\quad + \|v_1\|_{(H^3_B(\Omega), H^4_B(\Omega))_{1/p',p}} + \|v_2\|_{(V', H^{3/2}_B(\Omega))_{1/p',p}} \right].
\end{align*}
\]
Proof. Clearly the only possible solution is

\begin{equation}
(3.10) \quad v(t) = e^{tB}v_0 + \int_0^t e^{(t-s)B} f(s) \, ds = e^{tB}v_0 + \int_0^t e^{(t-s)B} f(s) \, ds.
\end{equation}

Owing to Lemma 3.3, necessary and sufficient conditions for (3.8) to have a solution with the desired regularity are:

(a) \( f \in W^{2,p}(0, T; V') \cap W^{1,p}(0, T; L^2(\Omega)) \);
(b) \( v_0 \in H^{4}_{BB}(\Omega) \);
(c) \( v_1 \in (L^2(\Omega), H^{4}_{BB}(\Omega))_{1/p', p} \cap H^4(\Omega) \);
(d) \( v_2 \in (V', H^{4}_{BB}(\Omega))_{1/p', p} \).

So (I)–(II) and (IV) are necessary. As \( v' \in W^{1,p}(0, T; H^3(\Omega)) \cap L^p(0, T; H^4_{BB}(\Omega)) \) and \( v'(0) = v_1 \), even (III) is necessary, again by [15], Proposition 1.2.10.

On the other hand, (I)–(IV) imply (a)–(d).

(3.9) follows from (3.4) and (3.5). \( \square \)

**Proposition 3.5.** Let \( p \geq 2 \). Then

\begin{equation}
W^{3,p}(0, T; V') \cap W^{2,p}(0, T; H^3(\Omega)) \subseteq C^2([0, T]; H^1(\Omega)).
\end{equation}

In particular, if assumptions (I)–(IV) of Proposition 3.4 are fulfilled, the solution \( v \) of problem (3.8) belongs to \( C^2([0, T]; H^1(\Omega)) \). Moreover, for any \( T_0 \in \mathbb{R}^+ \), there exists \( C(T_0) \in \mathbb{R}^+ \), such that, if \( T \in [0, T_0] \),

\begin{equation}
(3.11) \quad \|v\|_{C^2([0,T];H^1(\Omega))} \leq C(T_0) \left[ \|f\|_{W^{2,p}(0,T;V')} + \|v_0\|_{H^3(\Omega)} + \|v_1\|_{H^3(\Omega)} + \|v_2\|_{(V',H^4_{BB}(\Omega))_{1/p',p}} \right].
\end{equation}

Proof. Let \( v \in W^{3,p}(0, T; V') \cap W^{2,p}(0, T; H^3(\Omega)) \). Then we have that \( D^2_v v \in W^{1,p}(0, T; V') \cap L^p(0, T; H^3(\Omega)) \subseteq W^{1,2}(0, T; V') \cap L^2(0, T; H^3(\Omega)) \). So, by Theorem 3.1 in Chapter 1 of [12], \( D^2_v v \) is continuous with values in the complex interpolation space \( [V', H^3(\Omega)]_{1/2} \), coinciding with \( H^1(\Omega) \). As \( v(0) \) and \( D_t v(0) \) are elements of \( H^3(\Omega), v \in C^2([0, T]; H^1(\Omega)) \).

Let now \( v \) be the solution of (3.8), with \( T \in [0, T_0] \). If the conditions (I)–(IV) are satisfied and \( p \geq 2 \), from the first part of the statement, we have \( v \in C^2([0, T]; H^1(\Omega)) \). Then, employing again the argument used to show estimate (2.14), we obtain estimate (3.11). \( \square \)

**Remark 3.6.** It is well known (see, for example, [10], Theorem 3.5), that

\begin{equation}
(3.12) \quad (H^3_{BB}(\Omega), H^4_{BB}(\Omega))_{1/p', p} = \begin{cases} B^{4-1/p}_{2,p,B}(\Omega) & \text{if } 1 < p < 2, \\ B^{4-1/p}_{2,p,BB}(\Omega) & \text{if } 2 < p < +\infty. \end{cases}
\end{equation}

A more involved characterization is known in case \( p = 2 \) (see [10]).
Proposition 3.7. Under the assumption (B1), we have that

\[
(V', H_B^3(\Omega))_{1/p', p} = \begin{cases} 
S^{1/2}(B_{2,p}^{4/(1-p')}(\Omega)) & \text{if } 1 < p < \frac{8}{5}, \\
B_{2,p}^{3-4/p}(\Omega) & \text{if } \frac{4}{3} < p < \frac{8}{3}, \\
B_{2,p,B}^{3-4/p}(\Omega) & \text{if } \frac{8}{3} < p < +\infty.
\end{cases}
\]

Proof. Owing to Theorem 3.5 in [10], we have

\[
(L^2(\Omega), H_{BB}^4(\Omega))_{1/p', p} = \begin{cases} 
B_{2,p}^{4/p'}(\Omega) & \text{if } \frac{4}{p'} < \frac{3}{2}, \\
B_{2,p,B}^{4/p'}(\Omega) & \text{if } \frac{3}{2} < \frac{4}{p'} < \frac{5}{2}, \\
B_{2,p,BB}^{4/p'}(\Omega) & \text{if } \frac{4}{p'} > \frac{5}{2}.
\end{cases}
\]

As \(H_{BB}^4(\Omega) = D(S^2)\) and \(H_B^3(\Omega) = D(S^{3/2})\) (see (2.33)), \(S^{1/2}\) is an isomorphism between \(H_{BB}^4(\Omega)\) and \(H_B^3(\Omega)\). So, by Lemma 2.2,

\[
(V', H_B^3(\Omega))_{1/p', p} = S^{1/2}((L^2(\Omega), H_{BB}^4(\Omega))_{1/p', p}) = S^{1/2}(B_{2,p}^{4/p'}(\Omega))
\]

if \(1 < p < 8/5\).

Moreover, as

\[
(L^2(\Omega), H_{BB}^4(\Omega))_{1/4, 1} \subseteq H^1(\Omega) \subseteq (L^2(\Omega), H_{BB}^4(\Omega))_{1/4, \infty}
\]

(by Theorem 3.5 and Proposition 1.6 in [10]), using again the isomorphism \(S^{1/2}\), we can say that

\[
(V', H_B^3(\Omega))_{1/4, 1} \subseteq L^2(\Omega) \subseteq (V', H_B^3(\Omega))_{1/4, \infty}.
\]

So, by the reiteration theorem, if \(p > 4/3\) (so that \(1/p' > 1/4\)), we have

\[
(V', H_B^3(\Omega))_{1/p', p} = (L^2(\Omega), H_B^3(\Omega))_{1-4/3p, p}.
\]

So we can get the result applying again Theorem 3.5 in [10].

4. An auxiliary nonlinear operator

In this section we study the nonlinear operator \(V \to S(\chi_0 + 1 * V)V\), where \(S: \mathbb{R} \to \mathbb{R}\) is appropriately smooth, \(V\) is a suitably regular function of domain \([0, T] \times \Omega\) and

\[
(1 * V)(t, x) := \int_0^t V(s, x) \, ds, \quad t \in [0, T].
\]
We introduce the following conditions:

(C1) (B1) holds;
(C2) $n \leq 7$.

**Lemma 4.1.** Under the conditions (C1)–(C2), $H^4(\Omega)$ is continuously embedded in $C(\overline{\Omega})$ and is a space of pointwise multipliers for $H^s(\Omega)$, for any $s \in [0, 4]$.

Proof. The first statement follows from Sobolev embedding theorem.

The embedding of $H^4(\Omega)$ into $C(\overline{\Omega})$ implies also that $H^4(\Omega)$ is a space of pointwise multipliers for $L^2(\Omega)$. By Theorem 5.23 in [1], $H^4(\Omega)$ is also a Banach algebra. So the second statement follows by complex interpolation (see [19], Theorem 2 in Section 4.3.1).

**Lemma 4.2.** Assume that (C1)–(C2) hold. Let $j \in \mathbb{Z}$, $0 \leq j \leq 4$, and $S \in C^j(\mathbb{R})$. Then, for any $u \in H^4(\Omega)$, $S \circ u$ is a pointwise multiplier for $H^j(\Omega)$. Moreover, if $\|u\|_{H^4(\Omega)} \leq R$ and $v \in H^j(\Omega)$,

\begin{equation}
\|S(u)v\|_{H^4(\Omega)} \leq C(R)\|v\|_{H^4(\Omega)}.
\end{equation}

Finally, if $S \in C^{j+1}(\mathbb{R})$, $u_0$, $u_1$ belong to $H^4(\Omega)$, $\max\{\|u_0\|_{H^4(\Omega)}, \|u_1\|_{H^4(\Omega)}\} \leq R$ and $v$ belongs to $H^j(\Omega)$

\begin{equation}
\|S(u_0)v - S(u_1)v\|_{H^4(\Omega)} \leq C(R)\|u_0 - u_1\|_{H^4(\Omega)}\|v\|_{H^4(\Omega)}.
\end{equation}

Proof. First of all, if $u \in H^4(\Omega)$ and $v \in H^j(\Omega)$, then $S(u)v \in H^j(\Omega)$. In fact, it is easily seen that, if $\beta \in \mathbb{N}^n_0$ and $|\beta| \leq j$, $\partial^\beta (S(u)v)$ is a linear combination of terms of the form $S^{(k)}(u)\partial^\beta u \cdots \partial^\beta u \partial^\gamma v$, with $k \leq j$, $|\beta_1| + \cdots + |\beta_k| + |\gamma| \leq j$ (here we use the convention that there are no derivatives of $u$ if $k = 0$). Now, $S^{(k)}(u) \in L^\infty(\Omega)$, while $\partial^\beta u \cdots \partial^\beta u \partial^\gamma v \in L^2(\Omega)$. To verify this fact, observe that, if $|\beta| < 4 - n/2$, $\partial^\beta u \in L^\infty(\Omega)$, if $|\gamma| < j - n/2$, $\partial^\gamma v \in L^\infty(\Omega)$. So it suffices to show that the two following products are in $L^2(\Omega)$:

(I) products of the form $\partial^\beta u \cdots \partial^\beta u$ with $1 \leq k \leq 4$, $|\beta_i| \geq 4 - n/2$ for each $i \in \{1, \ldots, k\}$, $\sum_{i=1}^k |\beta_i| \leq j$;

(II) products of the form $\partial^\beta u \cdots \partial^\beta u \partial^\gamma v$ with $1 \leq k \leq 4$, $|\beta_i| \geq 4 - n/2$ for each $i \in \{1, \ldots, k\}$, $|\gamma| \geq j - n/2$, $\sum_{i=1}^k |\beta_i| + |\gamma| \leq j$.

We consider the case (I). By the Sobolev embedding theorem, we have, if $|\beta_i| > 4 - n/2$, $\partial^\beta u \in L^{2n/(n-2(k-|\beta_i|))}(\Omega)$, while, if $|\beta_i| = 4 - n/2$, $\partial^\beta u \in \bigcap_{1 \leq p < +\infty} L^p(\Omega)$. So, by Hölder’s inequality, we have to show that $\sum_{i=1}^k (n - 2(4 - |\beta_i|))(2n) \leq 1/2$.
and $\sum_{i=1}^{k}(n - 2(4 - |\beta_i|))/(2n) < 1/2$, when $|\beta_i| = 4 - n/2$ for some $i$. Recalling that $n - 8 < 0$, we get

$$\sum_{i=1}^{k}\left(n - \frac{2(4 - |\beta_i|)}{2n}\right) = \frac{k(n - 8) + 2\sum_{i=1}^{k} |\beta_i|}{2n} \leq \frac{n - 8 + 2\sum_{i=1}^{k} |\beta_i|}{2n} \leq \frac{1}{2}.$$ 

We observe, moreover, that we have equality only in case $k = 1$ and $|\beta_1| = 4$. This can occur only when $j = 4$. So (I) is completely treated.

We consider (II). Arguing as in the first case, we have to show that $\sum_{i=1}^{k}(n - 2(4 - |\beta_i|))/(2n) + (n - 2(j - |\gamma|))/(2n) < 1/2$ and $\sum_{i=1}^{k}(n - 2(4 - |\beta_i|))/(2n) + (n - 2(j - |\gamma|))/(2n) < 1/2$, when $|\beta_i| = 4 - n/2$ for some $i$, or $|\gamma| = j - n/2$. We have:

$$\sum_{i=1}^{k}\left(n - \frac{2(4 - |\beta_i|)}{2n}\right) + \left(n - \frac{2(j - |\gamma|)}{2n}\right) = \frac{k(n - 8) + 2(\sum_{i=1}^{k} |\beta_i| + |\gamma|) + n - 2j}{2n} \leq \frac{n - 8 + n}{2n} \leq \frac{1}{2}.$$ 

Estimate (4.2) follows from the previous considerations and Sobolev embedding theorem, implying, for $k \leq j$,

$$\|S^{(k)} \circ u\|_{L^\infty(\Omega)} \leq \sup_{||\xi||_{L^\infty(\Omega)}} |S^{(k)}(\xi)| \leq C(R).$$ 

Finally, estimate (4.3) is a consequence of the fact that, if $S \in C^{j+1}(\mathbb{R})$, $k \leq j$ and max$\{\|u_0\|_{H^j(\Omega)}, \|u_1\|_{H^j(\Omega)}\} \leq R$, then max$\{\|u_0\|_{L^\infty(\Omega)}, \|u_1\|_{L^\infty(\Omega)}\} \leq C_1(R)$, so that

$$\|S^{(k)} \circ u_0 - S^{(k)} \circ u_1\|_{L^\infty(\Omega)} \leq C_2(R)\|u_0 - u_1\|_{L^\infty(\Omega)}.$$ 

In the future we shall need the following simple lemma, the proof of which can be obtained by using Hölder and Young’s inequalities.

**Lemma 4.3.** Let $X$ be a Banach space, $\tau \in \mathbb{R}^+$, $p \in ]1, +\infty[$, $z \in W^{1,p}(0, \tau; X)$, with $z(0) = 0$. Then

$$\|z\|_{L^\infty(0, \tau; X)} \leq \tau^{1/p'} \|z\|_{W^{1,p}(0, \tau; X)}, \quad \text{(4.4)}$$

and

$$\|z\|_{L^p(0, \tau; X)} \leq \tau \|z\|_{W^{1,p}(0, \tau; X)}, \quad \text{(4.5)}$$
Lemma 4.4. Assume that (C1)–(C2) are satisfied, $S \in C^4(\mathbb{R})$, $\chi_0 \in H^4(\Omega)$. Let $R \in \mathbb{R}^*$, $0 < \tau \leq T$, $V_1$ and $V_2$ be elements of $W^{1,p}(0, \tau; H^4(\Omega)) \cap W^{2,p}(0, \tau; L^2(\Omega))$, $V_1(0) = V_2(0)$, $\max_{j \in \{1,2\}} \|V_j\|_{W^{1,p}(0, \tau; H^4(\Omega))} \leq R$, $\chi_0 \in W^{4,p}(\Omega)$. Then

$$
\|S(\chi_0 + 1 \ast V_1)V_1 - S(\chi_0 + 1 \ast V_2)V_2\|_{W^{1,p}(0, \tau; H^4(\Omega))} \leq C(R, T) \tau^{1/(2p)} \left( \|V_1 - V_2\|_{W^{1,p}(0, \tau; H^4(\Omega))} + \|V_1 - V_2\|_{W^{2,p}(0, \tau; L^2(\Omega))} \right).
$$

Proof. We begin with some useful estimates.

First of all,

$$
\|V_j\|_{L^\infty(0, \tau; H^4(\Omega))} \leq C(R, T).
$$

In fact, employing (4.4)

$$
\|V_j\|_{L^\infty(0, \tau; H^4(\Omega))} \leq \|V_j(0)\|_{H^4(\Omega)} + \|1 \ast D_t V_j\|_{L^\infty(0, \tau; H^4(\Omega))}
\leq \|V_j(0)\|_{H^4(\Omega)} + \tau^{1/p} \|1 \ast D_t V_j\|_{L^{1,p}(0, \tau; H^4(\Omega))}
\leq \|V_j(0)\|_{H^4(\Omega)} + \tau^{1/p} \|D_t V_j\|_{L^p(0, \tau; H^4(\Omega))} \leq (1 + T^{1/p}) R.
$$

Next,

$$
\|\chi_0 + 1 \ast V_j\|_{L^\infty(0, \tau; H^4(\Omega))} \leq C(R, T).
$$

In fact,

$$
\|\chi_0 + 1 \ast V_j\|_{L^\infty(0, \tau; H^4(\Omega))} \leq \|\chi_0\|_{H^4(\Omega)} + \|1 \ast V_j\|_{L^\infty(0, \tau; H^4(\Omega))}
\leq \|\chi_0\|_{H^4(\Omega)} + \tau \|V_j\|_{L^\infty(0, \tau; H^4(\Omega))} \leq R + T \|V_j\|_{L^\infty(0, \tau; H^4(\Omega))}.
$$

We show that

$$
\|1 \ast (V_1 - V_2)\|_{L^\infty(0, \tau; H^4(\Omega))} \leq \tau^{1+1/p} \|V_1 - V_2\|_{W^{1,p}(0, \tau; H^4(\Omega))}.
$$

In fact, using (4.4), we have

$$
\|1 \ast (V_1 - V_2)\|_{L^\infty(0, \tau; H^4(\Omega))} \leq \tau \|V_1 - V_2\|_{L^\infty(0, \tau; H^4(\Omega))}
\leq \tau^{1+1/p} \|V_1 - V_2\|_{W^{1,p}(0, \tau; H^4(\Omega))}.
$$

We show that

$$
\|D_t (V_1 - V_2)\|_{L^p(0, \tau; H^4(\Omega))}
\leq C(R, T) \tau^{1/(2p)} \left( \|V_1 - V_2\|_{W^{2,p}(0, \tau; L^2(\Omega))} + \|V_1 - V_2\|_{W^{1,p}(0, \tau; H^4(\Omega))} \right).
$$
In fact, as $H^2(\Omega) \in J_{1/2}(L^2(\Omega), H^4(\Omega))$, by Hölder’s inequality,

\[
\left( \int_0^\tau \| D_t(V_1 - V_2)(t) \|^p_{H^2(\Omega)} dt \right)^{1/p} \leq C \left( \int_0^\tau \| D_t(V_1 - V_2)(t) \|^p_{L^2(\Omega)} \| D_t(V_1 - V_2)(t) \|^p_{H^4(\Omega)} dt \right)^{1/p} \leq C \| D_t(V_1 - V_2) \|_{L^p(0, \tau; L^2(\Omega))} \| D_t(V_1 - V_2) \|_{L^p(0, \tau; H^4(\Omega))}.
\]

Moreover, by Minkowski’s inequality,

\[
\| D_t(V_1 - V_2) \|_{L^p(0, \tau; L^2(\Omega))} \leq \tau^{1/p} \| D_t(V_1 - V_2)(0) \|^2 L^2(\Omega) + \| 1 \ast D_t^2(V_1 - V_2) \|_{L^p(0, \tau; L^2(\Omega))} \leq \tau^{1/p} \| D_t(V_1 - V_2)(0) \|^2 L^2(\Omega) + \tau \| D_t^2(V_1 - V_2) \|_{L^p(0, \tau; L^2(\Omega))} \leq \max \{ 1, T^{1/p} \} \tau^{1/p} \| V_1 - V_2 \|_{W^2; p(0, \tau; L^2(\Omega))},
\]

so that

\[
\| D_t(V_1 - V_2) \|_{L^p(0, \tau; H^4(\Omega))} \leq C(T) \tau^{1/(2p)} \| V_1 - V_2 \|_{W^2; p(0, \tau; L^2(\Omega))} \| D_t(V_1 - V_2) \|_{L^p(0, \tau; H^4(\Omega))} \leq C(T) \tau^{1/(2p)} \| V_1 - V_2 \|_{W^2; p(0, \tau; L^2(\Omega))} + \| V_1 - V_2 \|_{W^1; p(0, \tau; H^4(\Omega))}.
\]

Now we prove the lemma.

As $V_1(0) = V_2(0)$, we have

\[
\| S(\chi_0 + 1 \ast V_1) V_1 - S(\chi_0 + 1 \ast V_2) V_2 \|_{W^1; p(0, \tau; H^2(\Omega))} = \| S(\chi_0 + 1 \ast V_1) V_1^2 + S(\chi_0 + 1 \ast V_1) D_t V_1
\]

\[- S(\chi_0 + 1 \ast V_2) V_2^2 - S(\chi_0 + 1 \ast V_2) D_t V_2 \|_{L^p(0, \tau; H^2(\Omega))}.
\]

For almost every $t \in [0, \tau]$, employing Lemmata 4.1, 4.2, 4.3, (4.7), (4.8), we get

\[
\| S'(\chi_0 + 1 \ast V_1(t)) V_1(t)^2 + S(\chi_0 + 1 \ast V_1(t)) D_t V_1(t)
\]

\[- S'(\chi_0 + 1 \ast V_2(t)) V_2(t)^2 - S(\chi_0 + 1 \ast V_2(t)) D_t V_2(t) \|_{H^2(\Omega)} \leq \| V_1(t)[S'(\chi_0 + 1 \ast V_1(t)) - S'(\chi_0 + 1 \ast V_2(t))] V_1(t) \|_{H^2(\Omega)}
\]

\[+ \| (V_1(t) + V_2(t)) S'\chi_0 + 1 \ast V_2(t)(V_1(t) - V_2(t)) \|_{H^2(\Omega)} + \| S(\chi_0 + 1 \ast V_1(t)) - S(\chi_0 + 1 \ast V_2(t)) D_t V_1(t) \|_{H^2(\Omega)}
\]

\[+ \| S(\chi_0 + 1 \ast V_2(t))[D_t V_1(t) - D_t V_2(t)] \|_{H^2(\Omega)} \leq C(R, T) \| V_1(t) - V_2(t) \|_{H^2(\Omega)} (1 + \| D_t V_1(t) \|_{H^2(\Omega)}) \| V_1(t) - V_2(t) \|_{H^2(\Omega)} + \| D_t V_1(t) - D_t V_2(t) \|_{H^2(\Omega)} \}
\]
We conclude, applying (4.5) and (4.9), that
\[
\frac{C}{AH} V_1(0) \leq C(R, T)[\tau^{1+1/p'} \| V_1 - V_2 \|_{W^{1,r}(0, T; H^4(\Omega))} (1 + \| D_t V_1(t) \|_{H^2(\Omega)}) + \| V_1(t) - V_2(t) \|_{H^2(\Omega)} + \| D_t (V_1 - V_2)(t) \|_{H^2(\Omega)}].
\]

We conclude, applying (4.5) and (4.9), that
\[
\begin{aligned}
&\| S(\chi_0 + 1 * V_1)V_1 - S(\chi_0 + 1 * V_2)V_2 \|_{W^{1,r}(0, T; H^4(\Omega))} \\
\leq &\ C(R, T)[\tau^{1+1/p'} \| V_1 - V_2 \|_{W^{1,r}(0, T; H^4(\Omega))}(\tau^{1/p} + \| D_t V_1 \|_{L^p(0, T; H^4(\Omega))}) + \| V_1 - V_2 \|_{L^p(0, T; H^2(\Omega))} + \| D_t (V_1 - V_2) \|_{L^p(0, T; H^2(\Omega))}] \\
\leq &\ C_1(R, T)\tau^{1/(2p)}(\| V_1 - V_2 \|_{W^{2,p}(0, T; L^2(\Omega))} + \| V_1 - V_2 \|_{W^{1,r}(0, T; H^4(\Omega))}).
\end{aligned}
\]

In the following, we shall use without comment the elementary fact that, if \( 0 < \tau \leq T \) and \( 0 < \alpha \leq \beta \),
\[
\tau^\beta \leq C \tau^\alpha,
\]
with \( C \in \mathbb{R}^+ \), depending only on \( \beta - \alpha \) and \( T \).

**Lemma 4.5.** Assume that (C1)–(C2) are satisfied and \( S \in C^4(\mathbb{R}) \). Let \( R \in \mathbb{R}^+ \), \( 0 < \tau \leq T \), \( V_1 \) and \( V_2 \) be elements of \( W^{1,p}(0, \tau; H^4(\Omega)) \) \( \cap W^{2,p}(0, \tau; H^2(\Omega)) \) \( \cap W^{3,p}(0, \tau; V') \), such that \( V_1(0) = V_2(0) \), \( D_t V_1(0) = D_t V_2(0) \), \( \max_{j \in \{1, 2\}}(\| V_j \|_{W^{j,p}(0, T; H^1(\Omega))} + \| V_j \|_{W^{j,p}(0, T; H^2(\Omega))}) \leq R \). Then
\[
\begin{aligned}
\| S(\chi_0 + 1 * V_1)V_1 - S(\chi_0 + 1 * V_2)V_2 \|_{W^{2,p}(0, T; H^1(\Omega))} \\
\leq &\ C(R)\tau^{1/(2p)} \cdot \tau^{1/(2p)}(\| V_1 - V_2 \|_{W^{1,p}(0, T; H^4(\Omega))} + \| V_1 - V_2 \|_{W^{2,p}(0, T; H^1(\Omega))} + \| V_1 - V_2 \|_{W^{1,p}(0, T; H^4(\Omega))}).
\end{aligned}
\]

**Proof.** We start with a couple of useful estimates. First of all,
\[
(4.10) \quad \| D_t (V_1 - V_2) \|_{L^p(0, T; H^1(\Omega))} \leq \tau \| V_1 - V_2 \|_{W^{2,p}(0, T; H^1(\Omega))}.
\]

In fact, as \( D_t (V_1 - V_2)(0) = 0 \),
\[
\begin{aligned}
\| D_t (V_1 - V_2) \|_{L^p(0, T; H^1(\Omega))} &\leq 1 * D_t^2 (V_1 - V_2) \|_{L^p(0, T; H^1(\Omega))} \\
&\leq \tau \| D_t^2 (V_1 - V_2) \|_{L^p(0, T; H^1(\Omega))} \leq \tau \| V_1 - V_2 \|_{W^{2,p}(0, T; H^1(\Omega))}.
\end{aligned}
\]

Next,
\[
(4.11) \quad \| D_t^2 (V_1 - V_2) \|_{L^p(0, T; H^1(\Omega))} \leq C \tau^{1/(2p)}(\| V_1 - V_2 \|_{W^{3,p}(0, T; V')} + \| V_1 - V_2 \|_{W^{2,p}(0, T; H^1(\Omega))}).
\]

This estimate can be obtained with the same method used to prove (4.9), using the fact that \( H^1(\Omega) \in J^{1/2}(V', H^2(\Omega)) \).
We pass to prove the stated result. As \( V_1(0) = V_2(0) \) and \( D_r V_1(0) = D_r V_2(0) \), we have
\[
\| S(\chi_0 + 1 * V_1) V_1 - S(\chi_0 + 1 * V_2) V_2 \|_{W^{2,p}(0, \tau; H^1(\Omega))} \\
= \| D_r^2 [S(\chi_0 + 1 * V_1) V_1 - S(\chi_0 + 1 * V_2) V_2] \|_{L^p(0, \tau; H^1(\Omega))} \\
= \| S'(\chi_0 + 1 * V_1) V_1^3 - S'(\chi_0 + 1 * V_2) V_2^3 \\\n+ 3[S'(\chi_0 + 1 * V_1) V_1 D_r V_1 - S'(\chi_0 + 1 * V_2) V_2 D_r V_2] \\
+ S(\chi_0 + 1 * V_1) D_r^2 V_1 - S(\chi_0 + 1 * V_2) D_r^2 V_2 \|_{L^p(0, \tau; H^1(\Omega))}.
\]

For almost every \( t \) in \([0, \tau]\) we have, employing Lemma 4.1, Lemma 4.2, (4.6), (4.8), (4.9), (4.10),
\[
\| S'(\chi_0 + 1 * V_1(t)) V_1(t)^3 - S'(\chi_0 + 1 * V_2(t)) V_2(t)^3 \\\n+ 3[S'(\chi_0 + 1 * V_1(t)) V_1(t) D_r V_1(t) - S'(\chi_0 + 1 * V_2(t)) V_2(t) D_r V_2(t)] \\
+ S(\chi_0 + 1 * V_1(t)) D_r^2 V_1(t) - S(\chi_0 + 1 * V_2(t)) D_r^2 V_2(t) \|_{H^1(\Omega)} \\
\leq \| V_1(t)^2 [S'(\chi_0 + 1 * V_1(t)) - S'(\chi_0 + 1 * V_2(t))] V_1(t) \|_{H^1(\Omega)} \\
+ \| (V_1(t)^2 + V_1(t) V_2(t) + V_2(t)^2) S'(\chi_0 + 1 * V_2(t))(V_1(t) - V_2(t)) \|_{H^1(\Omega)} \\
+ 3\| V_1(t)[S'(\chi_0 + 1 * V_1(t)) - S'(\chi_0 + 1 * V_2(t))] D_r V_1(t) \|_{H^1(\Omega)} \\
+ 3\| V_2(t) S'(\chi_0 + 1 * V_2(t)) D_r V_1(t) - V_2(t) \|_{H^1(\Omega)} \\
+ \| [S(\chi_0 + 1 * V_1(t)) - S(\chi_0 + 1 * V_2(t))] D_r^2 V_1(t) \|_{H^1(\Omega)} \\
+ \| S(\chi_0 + 1 * V_2(t)) D_r^2 (V_1 - V_2(t)) \|_{H^1(\Omega)} \\
\leq C(R, T) \| 1 * (V_1 - V_2) \|_{H^1(\Omega)} (1 + \| D_r V_1(t) \|_{H^1(\Omega)} + \| D_r^2 V_1(t) \|_{H^1(\Omega)}) \\
+ \| V_1(t) - V_2(t) \|_{H^1(\Omega)} + \| V_1(t) - V_2(t) \|_{H^1(\Omega)} \| D_r V_1(t) \|_{H^1(\Omega)} \\
+ \| D_r (V_1 - V_2(t)) \|_{H^1(\Omega)} + \| D_r^2 (V_1 - V_2(t)) \|_{H^1(\Omega)} \\
\leq C(R, T) \| V_1 - V_2 \|_{W^{1,p}(0, \tau; H^1(\Omega))} [\tau^{1 + \beta'}(1 + \| D_r V_1(t) \|_{H^1(\Omega)} + \| D_r^2 V_1(t) \|_{H^1(\Omega)}) \\
+ \tau^{1 + \beta'}(1 + \| D_r V_1(t) \|_{H^1(\Omega)}) \\
+ \| D_r (V_1 - V_2(t)) \|_{H^1(\Omega)} + \| D_r^2 (V_1 - V_2(t)) \|_{H^1(\Omega)}].
\]
So, using (4.10)–(4.11), we get
\[
\| S(\chi_0 + 1 * V_1) V_1 - S(\chi_0 + 1 * V_2) V_2 \|_{W^{2,p}(0, \tau; H^1(\Omega))} \\
\leq C_1(R, T) [\tau^{1 + \beta'} \| V_1 - V_2 \|_{W^{1,p}(0, \tau; H^1(\Omega))} + \| D_r (V_1 - V_2(t)) \|_{L^p(0, \tau; H^1(\Omega))} \\
+ \| D_r^2 (V_1 - V_2(t)) \|_{L^p(0, \tau; H^1(\Omega))}].
\]
\[ \leq C_1(R, T)[\tau^{1/2}\|V_1 - V_2\|_{W^{1,p}(0, \tau; H^1(\Omega))} + \tau\|V_1 - V_2\|_{W^{2,p}(0, \tau; H^1(\Omega))} + \tau^{1/2}(\|V_1 - V_2\|_{W^{1,p}(0, \tau; V')} + \|V_1 - V_2\|_{W^{2,p}(0, \tau; H^1(\Omega))})], \]

which implies the conclusion.

5. The inverse problem

In this section we will be concerned with the identification of the kernel \( k \) entering in the boundary value problem \((0.1) - (0.4)\).

We start by introducing some notations, which will be useful in the following. As in the previous sections, we indicate with \( V' \) the dual space of \( H^1(\Omega) \).

Let \( s \in \mathbb{N} \cup \{0\}, p \in [2, +\infty[. \) We set:

\[
X^{s+3,p}(\tau) := W^{s+3,p}(0, \tau; V') \cap C^{s+2}([0, \tau]; H^1(\Omega)) \cap C^{s+1}([0, \tau]; H^2_B(\Omega))
\]

\[
\cap C^s([0, \tau]; H^3_B(\Omega)),
\]

\[
Y^{s+3,p}(\tau) := W^{s+3,p}(0, \tau; V') \cap W^{s+2,p}(0, \tau; H^1_B(\Omega)) \cap W^{s+1,p}(0, \tau; H^4_{BB}(\Omega)),
\]

endowed with their natural norms \( \|\cdot\|_{X^{s+3,p}(\tau)}, \|\cdot\|_{Y^{s+3,p}(\tau)}, \|\cdot\|_{Z^{s+3,p}(\tau)} \) defined by

\[
\|w\|_{X^{s+3,p}(\tau)} := \|w\|_{W^{s+3,p}(0, \tau; V')} + \sum_{j=1}^3 \|w\|_{C^{s+1-j}([0, \tau]; H^1(\Omega))},
\]

\[
\|v\|_{Y^{s+3,p}(\tau)} := \|v\|_{W^{s+3,p}(0, \tau; V')} + \|v\|_{W^{s+2,p}(0, \tau; H^1(\Omega))} + \|v\|_{C^{s+1}([0, \tau]; H^1(\Omega))},
\]

\[
\|(u, v, h)\|_{Z^{s+3,p}(\tau)} := \|u\|_{X^{s+3,p}(\tau)} + \|v\|_{Y^{s+3,p}(\tau)} + \|h\|_{W^{s+1,p}(0, \tau)}.
\]

The norm \((5.5)\) is motivated by the fact that, owing to Proposition 3.5, in the case \( p \geq 2 \), \( Y^{s+3,p}(\tau) \subseteq C^{s+2}([0, \tau]; H^1(\Omega)) \).

Explicitly we will search for a solution \((\theta, \chi, k) \in Z^{4,p}(\tau)\) to the following problem, where \( \tau \in (0, T) \):

\[
\begin{aligned}
D_1(\theta + l\chi)(t, x) - (k \ast \Delta_x \theta)(t, x) &= f(t, x), \quad (t, x) \in [0, \tau] \times \Omega, \\
D_1\chi(t, x) - \Delta_x[-\Delta_x \chi + \beta(\chi) - l\theta](t, x) &= 0, \quad (t, x) \in [0, \tau] \times \Omega, \\
\theta(0, x) = \theta_0(x), \quad \chi(0, x) = \chi_0(x), \quad x \in \Omega, \\
\frac{\partial \theta}{\partial v}(t, x) = \frac{\partial \chi}{\partial v}(t, x) = \frac{\partial \Delta_x \chi}{\partial v}(t, x) &= 0, \quad (t, x) \in [0, \tau] \times \partial \Omega, \\
\int_{\Omega} \psi(x)\theta(t, x) \, dx &= g(t), \quad t \in [0, \tau].
\end{aligned}
\]

As far as the data are concerned, we shall make the following assumptions:
(D1) $\Omega$ is an open bounded subset of $\mathbb{R}^n$, $n \leq 7$, lying on one side of its boundary $\partial \Omega$, which is a submanifold of $\mathbb{R}^n$ of class $C^4$;
(D2) $\beta \in C^5(\mathbb{R})$, $\varphi \in H^1(\Omega)$;
(D3) $f \in W^{3,p}(0, T; H^1(\Omega))$, $g \in W^{4,p}(0, T)$, $T \in \mathbb{R}^+$, $p \in [2, \infty]$;
(D4) $\theta_0 \in H^2(\Omega)$, $\chi_0 \in H^4_B(\Omega);
(D5) v_0 := -\Delta_2^2 \chi_0 + \Delta_1^2 \beta(\chi_0) - l \theta_0 \in H^4_B(\Omega);
(D6) u_0 := f(0, \cdot) - l v_0 \in H^3_B(\Omega);
(D7) u_1 := -\Delta_1^2 v_0 + \Delta_1^2 \beta'(\chi_0)v_0 - lu_0 \in (H^3_B(\Omega), H^4_B(\Omega))_{1/p, p};
(D8) \int_\Omega \varphi(x) \Delta_2 \theta_0(x) \, dx \neq 0;
(D9) k_0 := \left\{ g'(0) + \int_\Omega \varphi(x) [V_1(x) - D_1 f(0, x)] \, dx \right\} \left\{ \int_\Omega \varphi(x) \Delta_2 \theta_0(x) \, dx \right\}^{-1} \in \mathbb{R}^+;
(D10) u_1 := k_0 \Delta_2 \theta_0 + D_1 f(0, \cdot) - l u_1 \in H^3_B(\Omega);
(D11) \int_\Omega \varphi(x) \theta_0(x) \, dx = g(0), \int_\Omega \varphi(x) u_0(x) \, dx = g'(0), \int_\Omega \varphi(x) u_1(x) \, dx = g''(0);
(D12) v_2 := B v_1 + \Delta_1 \beta'(\chi_0)v_0^2 + \beta'(\chi_0)v_1 - l \Delta_1 u_1 \in (V', H^3_B(\Omega))_{1/p', p'}, p' = p/(p - 1).

Remark 5.1. Observe that the more complex boundary conditions (0.4) can be replaced with the simpler ones in (5.7) under the assumption $k(0) > 0$ (cf. (D9) and (5.19). Indeed, since $(\theta, \chi, k) \in Z^{4,p}(\tau)$, the following relations hold:

\begin{align}
\frac{\partial \beta(\chi)}{\partial v} &= \beta'(\chi) \frac{\partial \chi}{\partial v} = 0, \quad \text{on } (0, \tau) \times \partial \Omega.
\end{align}

Consequently, from (5.7), (5.8), (5.9) we easily deduce the simpler boundary conditions in (5.7).

Assume now that a solution $(\theta, \chi, k) \in Z^{4,p}(\tau)$ does exist. Then, differentiating with respect to $t$ the first equation in (5.7), we obtain, for $(t, x) \in [0, \tau] \times \Omega$,

\begin{align}
D_t^2 \theta(t, x) + l D_t^2 \chi(t, x) &= k(0) \Delta x \theta(t, x) + (k' \ast \Delta x \theta)(t, x) + D_1 f(t, x).
\end{align}

Differentiating again (5.10) and the second equation in (5.7) and setting

\begin{align}
u := D_1 \theta, \quad h := D_1 k,
\end{align}

we get

\begin{align}
D_t^2 u(t, x) + l D_t^2 v(t, x) = k(0) \Delta x u(t, x) + h(t) \Delta x \theta_0(x) + (h \ast \Delta x u)(t, x) + D_t^2 f(t, x), \quad (t, x) \in [0, \tau] \times \Omega,
\end{align}

\begin{align}
D_t v(t, x) - \Delta x [-\Delta x v + \beta'(\chi)v - lu](t, x) = 0, \quad (t, x) \in [0, \tau] \times \Omega.
\end{align}
Moreover,

\[ v(0, \cdot) = D_t \chi(0, \cdot) = v_0, \quad u(0, \cdot) = f(0, \cdot) - l D_t \chi(0, \cdot) = u_0, \]

\[ D_t^2 \chi(0, \cdot) = D_t v(0, \cdot) = v_1. \]  

(5.14)

If \( w \in V' \), we set

\[ \Phi[w] := [w, \overline{\varphi}], \]

where \( \overline{\varphi} \) denotes the function conjugate to \( \varphi \). Therefore the last condition in (5.7) can be written in the form

\[ \Phi[\theta(t, \cdot)] = g(t), \quad t \in [0, \tau]. \]

(5.15)

Applying \( \varphi \) to (5.10), we obtain

\begin{align*}
\Phi''(t) + l \Phi[D_t^2 \chi(t, \cdot)] \\
= k(0) \Phi[\Delta_x \theta(t, \cdot)] + \Phi[(h * \Delta_x \theta)(t, \cdot)] + \Phi[D_t f(t, \cdot)], \quad t \in [0, \tau],
\end{align*}

implying

\[ \Phi''(0) + l \Phi[v_1] = k(0) \Phi[\Delta_x \theta_0] + \Phi[D_t f(0, \cdot)]. \]

(5.16)

It follows from (D8) and (D9) that

\[ k(0) = \frac{\Phi''(0) + l \Phi[v_1] - \Phi[D_t f(0, \cdot)]}{\Phi[\Delta_x \theta_0]} = k_0. \]

(5.17)

Next,

\[ D_t u(0, \cdot) = D_t^2 \theta(0, \cdot) = k(0) \Delta_x \theta_0 + D_t f(0, \cdot) - l D_t^2 \chi(0, \cdot) \\
= k_0 \Delta_x \theta_0 + D_t f(0, \cdot) - l v_1 = u_1. \]

(5.18)

Finally,

\[ \frac{\partial u}{\partial v}(t, x) = \frac{\partial v}{\partial v}(t, x) = \frac{\partial \Delta_x v}{\partial v} - (t, x) = 0, \quad (t, x) \in [0, \tau] \times \partial \Omega. \]

(5.19)

From these considerations, if \( (\theta, \chi, k) \in Z^{4,p}(\tau) \) solves (5.7), then triplet \( (u, v, h) \in Z^{3,p}(\tau) \). Moreover, if \( A \) is the operator defined in (2.30)–(2.31), \( B = -A^2 \) and \( S := \beta' \),
then \((u, v, h) \in Z^{3, p}(\tau)\) solves the problem
\[(5.22)\]
\[
\begin{align*}
D_t^2 u(t, \cdot) + l D_t^2 v(t, \cdot) &= -k_0 A u(t, \cdot) - h(t) A \theta_0 & t \in [0, \tau], \\
&= -(h \ast A u)(t, \cdot) + D_t^2 f(t, \cdot), \\
D_t v(t, \cdot) - B v(t, \cdot) + A[S(\chi_0 + 1 \ast v)(t, \cdot)]v(t, \cdot) &= -l A u(t, \cdot) & t \in [0, \tau], \\
&= 0, \\
\end{align*}
\]
\[
\begin{align*}
u(0, \cdot) &= u_0, & D_t u(0, \cdot) &= u_1, & v(0, \cdot) &= v_0, \\
g^{(3)}(t) + l \Phi[D_t^2 v(t, \cdot)] &= -k_0 \Phi[A u(t, \cdot)] - h(t) \Phi[A \theta_0] & t \in [0, \tau], \\
&\quad - \Phi[(h \ast A u)(t, \cdot)] + \Phi[D_t^2 f(t, \cdot)].
\end{align*}
\]

**Lemma 5.2.** Let assumptions (D1)–(D12) be satisfied. Let \((u, v, h) \in Z^{3, p}(\tau)\) solve system (5.22) and set \(\theta := \theta_0 + 1 \ast u, \quad \chi := \chi_0 + 1 \ast v, \quad k := k_0 + 1 \ast h\). Then \((\theta, \chi, k) \in Z^{4, p}(\tau)\) and solves problem (5.7).

**Proof.** Since \(\partial u / \partial v = 0\) and \(\partial v / \partial v = \partial \Delta v / \partial v = 0\) on \(\partial \Omega\), we deduce that also \(\theta\) and \(\chi\) satisfy such boundary conditions according to (D4). This implies that \((\theta, \chi, k) \in Z^{4, p}(\tau)\) according to definitions (5.1)–(5.3). Moreover, it is easy to check that the initial conditions \(\theta(0, \cdot) = \theta_0, \chi(0, \cdot) = \chi_0\) in (5.7) are satisfied.

Since the second equation in (5.22) can be rewritten in the form
\[
D_t \{D_t \chi(t, x) - \Delta_x[\Delta_x \chi + \beta(\chi) - l \theta](t, x)\} = 0,
\]
by virtue of (D5), the second equation in (5.7) is satisfied.

Next, we have
\[(5.23)\]
\[
D_t^2 (k \ast \Delta_x \theta) = D_t (k_0 \Delta_x \theta + h \ast \Delta_x \theta) = k_0 \Delta_x u + h \Delta_x \theta_0 + h \ast \Delta_x u.
\]
Hence, the first equation in (5.22) can be rewritten in the form
\[
D_t^2 \{D_t (\theta + l \chi) - (k \ast \Delta_x \theta)(t, x)\} = D_t^2 f.
\]
Owing to (D6), (D7) and (D10), we get
\[
D_t \{D_t (\theta + l \chi) - (k \ast \Delta_x \theta)(0, \cdot)\} = D_t u(0, \cdot) + l D_t v(0, \cdot) - k_0 \Delta_x \theta_0
\]
\[
\quad = u_1 + l v_1 - k_0 \Delta_x \theta_0 = D_t f(0, \cdot),
\]
i.e. even the first equation in (5.7) is satisfied.

Finally, applying \(\Phi\) to the first equation in (5.22) and comparing the result with the final equation, we get, for all \(t \in [0, T]\),
\[
\Phi[D_t^2 \theta(t, \cdot)] = \Phi[D_t^2 u(t, \cdot)] = g^{(3)}(t).
\]
Thus the final equation in (5.7) follows from (D11).
Remark 5.2. If \((u, v, h)\) is a solution of the system, from the last equation in (5.22) we get
\[
(5.25) \quad h(0) = h_0 := \frac{\Phi[-lv_2 - k_0Au_0 + D^2f(0, \cdot)] - g^{(3)}(0)}{\Phi[A\theta_0]}.
\]

Lemma 5.3. Let \(X\) be a Banach space and let \(\tau \in \mathbb{R}^+\), \(p \in [1, +\infty]\), \(h \in W^{1,p}(0, \tau), \ z \in C([0, \tau]; X)\). Then \(h * z \in W^{1,p}(0, \tau; X)\) and
\[
(5.26) \quad \|h * z\|_{W^{1,p}(0,\tau;X)} \leq (\tau^{1/p} + \tau) \|h\|_{W^{1,p}(0,\tau)} \|z\|_{C([0,\tau];X)}.
\]

Proof. As \((h * z)(0) = 0\) and
\[
\|h' * z\|_{L^p(0,\tau;X)} \leq \|h'\|_{L^p(0,\tau)} \|z\|_{L^1(0,\tau;X)},
\]
we get
\[
(5.27) \quad \|h * z\|_{W^{1,p}(0,\tau;X)} = \|(h * z)'\|_{L^p(0,\tau;X)} = \|h(0)z + h' * z\|_{L^p(0,\tau;X)}
\leq \|h(0)\|_{L^p(0,\tau;X)} + \|h'\|_{L^p(0,\tau)} \|z\|_{L^1(0,\tau;X)}
\leq (\tau^{1/p} \|h(0)\| + \tau \|h'\|_{L^p(0,\tau)}) \|z\|_{C([0,\tau];X)}
\leq (\tau^{1/p} + \tau) \|h\|_{W^{1,p}(0,\tau)} \|z\|_{C([0,\tau];X)}.
\]

Lemma 5.4. Let assumptions (D1)–(D12) be satisfied and let \(U\) be the solution to the Cauchy problem
\[
(5.28) \quad \begin{cases}
D^2U(t, \cdot) + k_0AU(t, \cdot) = 0, & t \in [0, T], \\
U(0, \cdot) = u_0, \quad D_1U(0, \cdot) = u_1.
\end{cases}
\]
Then \(U \in \bigcap_{j=0}^3 C^{3-j}([0, T]; H^j(\Omega))\).

Proof. It follows from Proposition 2.9, with \(\alpha = 1/2\), \(p = +\infty\). \(\square\)

Lemma 5.5. Let assumption (D1) be satisfied. Let \(v_0 \in H^{4}_{BB}(\Omega), \ v_1 \in (H^{3}_{B}(\Omega), H^{4}_{BB}(\Omega))_{1/p',p}, \ v_2 \in (V', H^{3}_{B}(\Omega))_{1/p',p}\). Then there exists \(V \in Y^{3,p}(T)\) (cf. (5.2)) such that \(V(0) = v_0, \ D_1V(0) = v_1, \ D^2_1V(0) = v_2\).

Proof. As \(v_2 = Bv_1 \in (V', L^{2}(\Omega))_{1-1/p,p'}\), by virtue of Proposition 1.2.10 in [15] there exists \(g \in W^{1,p}(0, T; V') \cap L^{p}(0, T; L^{2}(\Omega))\), such that \(g(0) = v_2 - Bv_1\). Then we set
\[
f := v_1 - Bv_0 + 1 * g
\]
and consider the solution $V$ to problem (3.8). It is easily seen that all conditions (I)–(IV) in Proposition 3.4 are fulfilled. So $V \in Y^{3,p}(T)$ and it is easily seen that $D_t V(0) = v_1$, $D_t^2 V(0) = v_2$.

Now we are able to state and prove the first of the main results of our paper.

**Theorem 5.6.** Let assumptions (D1)–(D12) be fulfilled. Then there exists $\tau \in [0, T]$ such that the problem (5.7) has a solution $(\theta, \chi, k) \in Z^{4,p}(\tau)$.

Proof. We define

$$
\hat{Z}^{3,p}(\tau) := \{(u, v, h) \in X^{3,p}(\tau) \times Y^{3,p}(\tau) \times W^{1,p}(0, \tau) : \quad (5.29)
$$

$$
\begin{align*}
  u(0) &= u_0, \quad D_t u(0) = u_1, \quad v(0) = v_0, \quad D_t v(0) = v_1, \quad D_t^2 v(0) = v_2, \quad h(0) = h_0.
\end{align*}
$$

Observe first that, owing to Lemmata 5.4 and 5.5, $\hat{Z}^{3,p}(\tau)$ is a nonempty closed subset of $Z^{3,p}(\tau)$.

Then, for any fixed $(U, V, H) \in \hat{Z}^{3,p}(\tau)$ we consider the problem

$$
(5.30) \quad \begin{cases}
  D_t^2 u(t, \cdot) + k_0 A u(t, \cdot) = D_t^2 f(t, \cdot) - H(t) A \theta_0 \\
  \quad \quad - (H * A U)(t, \cdot) - l D_t^2 V(t, \cdot), \\
  D_t v(t, \cdot) - B v(t, \cdot) = l A U(t, \cdot) - A [S(\chi_0 + 1 \ast V)(t, \cdot)] V(t, \cdot), \\
  u(0, \cdot) = u_0, \quad D_t u(0, \cdot) = u_1, \quad v(0, \cdot) = v_0, \\
  h(t) \Phi[A \theta_0] = -g^{(3)}(t) + \Phi[D_t^2 f(t, \cdot)] - k_0 \Phi[A U(t, \cdot)] \\
  \quad - \Phi[(H * A U)(t, \cdot)] - l \Phi[D_t^2 V(t, \cdot)], \\
  t \in [0, \tau].
\end{cases}
$$

It is easily seen that, for any fixed $(U, V, H) \in \hat{Z}^{3,p}(\tau)$, problem (5.30) has a unique solution $(u, v, h) \in \hat{Z}^{3,p}(\tau)$. In fact, owing to (D3), (D4) and Lemma 5.3, $D_t^2 f(t, \cdot) - H(\cdot) A \theta_0 - H * A U \in W^{1,p}(0, \tau; H^1(\Omega))$. So, by virtue of Proposition 2.9, with $\alpha = 1/2$, the problem

$$
(5.31) \quad \begin{cases}
  D_t^2 z(t, \cdot) + k_0 A z(t, \cdot) = D_t^2 f(t, \cdot) - H(t) A \theta_0 \\
  \quad \quad - (H * A U)(t, \cdot), \\
  z(0, \cdot) = u_0, \quad D_t z(0, \cdot) = u_1 \\
  t \in [0, \tau],
\end{cases}
$$

has a unique solution $z \in C^2([0, \tau]; H^1(\Omega)) \cap C^1([0, \tau]; H^2_B(\Omega)) \cap C([0, \tau]; L^2(\Omega)) \cap W^{3,p}(0, \tau; L^2(\Omega))$. Moreover, by Proposition 3.5 and Corollary 2.11, the problem

$$
(5.32) \quad \begin{cases}
  D_t^2 \eta(t, \cdot) + k_0 A \eta(t, \cdot) = -l D_t^2 V(t, \cdot), \\
  \eta(0, \cdot) = 0, \quad D_t \eta(0, \cdot) = 0 \\
  t \in [0, \tau],
\end{cases}
$$

has a unique solution $\eta$ belonging to $W^{3,p}(0, \tau; V^\prime) \cap C^2([0, \tau]; H^1(\Omega)) \cap C^1([0, \tau]; H^2_B(\Omega))$. Moreover, $l A U \in C^2([0, \tau]; V^\prime) \cap C^1([0, \tau]; L^2(\Omega))$, so that $l A U - A [S(\chi_0 + 1 \ast V)] V(t, \cdot) \in W^{3,p}(0, \tau; V^\prime)$.
$W^{2,p}(0, \tau; V') \cap W^{1,p}(0, \tau; L^2(\Omega))$ due to Lemmata 4.4 and 4.5. So, owing to assumptions (D5), (D7) and (D12), Proposition 3.4 allows to conclude that the second equation in (5.30) has a unique solution $v \in Y^{3,p}(\tau)$. Finally, as $\varphi \in H^1(\Omega)$ and $AU \in C^1([0, \tau]; V')$, $-g^{(3)} + \Phi[D^2_f] - k_0 \Phi[AU] - \Phi[H * AU] - l \Phi[D^2_V] \in W^{1,p}(0, \tau)$, owing to (D3) and Lemma 5.3. So problem (5.30) has a unique solution in $Z^{3,p}(\tau)$. It is not difficult to check that it belongs, in fact, to $\tilde{Z}^{3,p}(\tau)$. We denote this solution by

$$S(U, V, H) = (S_1(U, V, H), S_2(U, V), S_3(U, V, H)),$$

and stress that $S_2$ is independent of $H$. We observe that $S$ is a (nonlinear) operator from $\tilde{Z}^{3,p}(\tau)$ into itself. Clearly, to solve our identification problem (5.22) we have to look for a fixed point of $S$.

Let $R \in \mathbb{R}^+$ and $(U_j, V_j, H_j) \in \tilde{Z}^{3,p}(\tau)$, $j \in \{1, 2\}$ and $0 < \tau \leq T$, be such that

$$\max_{j \in \{1, 2\}} \| (U_j, V_j, H_j) \|_{Z^{3,p}(\tau)} \leq R. \tag{5.33}$$

Taking Proposition 2.9, Corollary 2.11 and Lemma 5.3 into account, we get

\begin{align*}
\| S_1(U_1, V_1, H_1) - S_2(U_2, V_2, H_2) \|_{X^{3,p}(\tau)} & \\
& \leq C(\| (H_1 - H_2) A \theta_0 \|_{W^{1,p}(0, \tau; H^1(\Omega))} + \| H_1 * A(U_1 - U_2) \|_{W^{1,p}(0, \tau; H^1(\Omega))}) \\
& \quad + \| (H_1 - H_2) * AU_2 \|_{W^{1,p}(0, \tau; H^1(\Omega))} + \| D^2_f(V_1 - V_2) \|_{L^p(0, \tau; H^1(\Omega))} \\
& \quad + \| D^2_f(V_1 - V_2) \|_{W^{1,p}(0, \tau; V')} + \| D^2_f(V_1 - V_2) \|_{C([0, \tau]; H^1(\Omega))} \\
& \leq C_1(R) \tau^{1/2p} (\| U_1 - U_2 \|_{X^{3,p}(\tau)} + \| H_1 - H_2 \|_{W^{1,p}(0, \tau)}) \\
& \quad + C_1(\| V_1 - V_2 \|_{X^{3,p}(\tau)} + \| H_1 - H_2 \|_{W^{1,p}(0, \tau)}). \tag{5.34}
\end{align*}

Next, from Propositions 3.4 and 3.5, Lemmata 4.4 and 4.5 we obtain

\begin{align*}
\| S_2(U_1, V_1) - S_2(U_2, V_2) \|_{X^{3,p}(\tau)} & \\
& \leq C(\| U_1 - U_2 \|_{W^{2,p}(0, \tau; H^1(\Omega))} + \| U_1 - U_2 \|_{W^{1,p}(0, \tau; H^1(\Omega))}) \\
& \quad + \| S(\chi_0 + 1 * V_1) V_1 - S(\chi_0 + 1 * V_2) V_2 \|_{W^{2,p}(0, \tau; H^1(\Omega))} \\
& \quad + \| S(\chi_0 + 1 * V_1) V_1 - S(\chi_0 + 1 * V_2) V_2 \|_{W^{1,p}(0, \tau; H^1(\Omega))} \\
& \leq C_2(\| D^2_f(U_1 - U_2) \|_{L^p(0, \tau; H^1(\Omega))} + \| D_f(U_1 - U_2) \|_{L^p(0, \tau; H^1(\Omega))}) \\
& \quad + C_2(R) \tau^{1/2p} \| V_1 - V_2 \|_{Y^{3,p}(\tau)} \\
& \leq C_2 \tau^{1/p} \| U_1 - U_2 \|_{X^{3,p}(\tau)} + C_2(R) \tau^{1/2p} \| V_1 - V_2 \|_{Y^{3,p}(\tau)}.
\end{align*}
Finally, as $\varphi \in H^1(\Omega)$, using again Lemma 5.3, we get
\[
\|S_3(U_1, V_1, H_1) - S_3(U_2, V_2, H_2)\|_{W^{1,p}(0, T)} \\
\leq C_3(\|A(U_1 - U_2)\|_{W^{1,p}(0, T)} + \|H_1 * AU_1 - H_2 * AU_2\|_{W^{1,p}(0, T,V')}) \\
+ \|V_1 - V_2\|_{W^{1,p}(0, T,V')} \\
\leq C_4(\|U_1 - U_2\|_{W^{1,p}(0, T,H^1(\Omega))} + \|H_1 * A(U_1 - U_2)\|_{W^{1,p}(0, T,V')}) \\
+ \|(H_1 - H_2) * AU_2\|_{W^{1,p}(0, T,V')} + \|V_1 - V_2\|_{L^p(0, T)} \\
\leq C_3(R) \|U_1 - U_2\|_{L^r(0, T)} + \|H_1 - H_2\|_{W^{1,p}(0, T)} + C_4\|V_1 - V_2\|_{L^p(0, T)}.
\]

Now we set
\[
\mathcal{N}_1(U, V, H) = S_1(U, S_2(U, V), S_3(U, S_2(U, V), H)), \\
\mathcal{N}_2(U, V) = S_2(U, V), \\
\mathcal{N}_3(U, V, H) = S_3(U, S_2(U, V), H), \\
\mathcal{N}(U, V, H) = (\mathcal{N}_1(U, V, H), \mathcal{N}_2(U, V), \mathcal{N}_3(U, V, H)).
\]

It is straightforward to check that a fixed point of $\mathcal{N}$ in $\tilde{Z}^{3,p}(\tau)$ is also a fixed point of $\mathcal{S}$. From (5.34), (5.35), (5.36), we easily deduce that, for any $R \in \mathbb{R}^+$ there exists $C(R) > 0$ such that
\[
\|\mathcal{N}(U_1, V_1, H_1) - \mathcal{N}(U_2, V_2, H_2)\|_{Z^{3,p}(\tau)} \\
\leq C(R) \|U_1 - U_2\|_{Z^{3,p}(\tau)} + \|V_1 - V_2\|_{L^p(0, T)}
\]
for all $\tau \in (0, T]$ and all $(U_1, V_1, H_1), (U_2, V_2, H_2) \in \tilde{Z}^{3,p}(\tau)$ with
\[
\max_{j \in \{1, 2\}} \|(U_j, V_j, H_j)\|_{Z^{3,p}(\tau)} \leq R.
\]

Fix now $(U^*, V^*, H^*)$ in $\tilde{Z}^{3,p}(T)$ and set (\hat{U}, \hat{V}, \hat{H}) := \mathcal{N}(U^*, V^*, H^*)$. Let $\rho \in \mathbb{R}^+$, $\tau \in (0, T]$. Then, if $(U_j, V_j, H_j) \in \tilde{Z}^{3,p}(\tau)$, $j \in \{1, 2\}$, and
\[
\max_{j \in \{1, 2\}} \|(U_j, V_j, H_j) - (\hat{U}, \hat{V}, \hat{H})\|_{Z^{3,p}(\tau)} \leq \rho,
\]
we obtain
\[
\|\mathcal{N}(U_1, V_1, H_1) - \mathcal{N}(U_2, V_2, H_2)\|_{Z^{3,p}(\tau)} \\
\leq C(R(\rho)) \|U_1 - U_2\|_{Z^{3,p}(\tau)} + \|V_1 - V_2\|_{L^p(0, T)} + \|H_1 - H_2\|_{Z^{3,p}(\tau)}
\]
with
\[
R(\rho) := \|(\hat{U}, \hat{V}, \hat{H})\|_{Z^{3,p}(T)} + \rho.
\]
Moreover, if
\[
R_2(\rho) := \max\{R_1(\rho), \|(U^*, V^*, H^*)\|_{Z^{3,p}(T)}\},
\]
we have
\[
\|N(U_1, V_1, H_1) - (\bar{U}, \bar{V}, \bar{H})\|_{Z^{3,p}(T)} \\
\leq C(R_2(\rho))^{1/(2p)}\|(U_1, V_1, H_1) - (U^*, V^*, H^*)\|_{Z^{3,p}(T)} \\
\leq C(R_2(\rho))^{1/(2p)}(\rho + \|(\bar{U}, \bar{V}, \bar{H}) - (U^*, V^*, H^*)\|_{Z^{3,p}(T)}).
\]

Choose now \(\tau \in (0, \tau(\rho))\), where \(\tau(\rho)\) satisfies the inequalities
\[
C(R_1(\rho))\tau (\rho)^{1/(2p)} \leq \frac{1}{2},
\]
\[
C(R_2(\rho))\tau (\rho)^{1/(2p)}(\rho + \|(\bar{U}, \bar{V}, \bar{H}) - (U^*, V^*, H^*)\|_{Z^{3,p}(T)}) \leq \rho.
\]

Then, from the contraction mapping theorem we deduce that \(N\) has a unique fixed point in \(\{(U, V, H) \in \tilde{Z}^{3,p}(\tau) : \|(U, V, H) - (\bar{U}, \bar{V}, \bar{H})\|_{Z^{3,p}(T)} \leq \rho\}\).

We conclude our paper with a result of global uniqueness.

**Theorem 5.7.** Let \(\tau \in (0, T)\), \((\theta, \chi, k)\) and \((\tilde{\theta}, \tilde{\chi}, \tilde{k})\) be solutions of (5.7) in \(Z^{3,p}(\tau)\). Then \((\theta, \chi, k) = (\tilde{\theta}, \tilde{\chi}, \tilde{k})\).

**Proof.** Set
\[
h := D_t k, \quad u := D_t \theta, \quad v := D_t \chi, \quad \tilde{h} := D_t \tilde{k}, \quad \tilde{u} := D_t \tilde{\theta}, \quad \tilde{v} := D_t \tilde{\chi}.
\]

Then \((u, v, h)\) and \((\tilde{u}, \tilde{v}, \tilde{h})\) belong to \(Z^{3,p}(\tau)\). Moreover, \((u, v, h)\) and \((\tilde{u}, \tilde{v}, \tilde{h})\) are both solutions of (5.22). We assume, by contradiction, that they do not coincide in \([0, T]\). Consequently, we set
\[
\tau_1 := \inf\{t \in [0, \tau] : \|u(t, \cdot) - \tilde{u}(t, \cdot)\|_{L^2(\Omega)} + \|v(t, \cdot) - \tilde{v}(t, \cdot)\|_{L^2(\Omega)} + |h(t) - \tilde{h}(t)| > 0\}.
\]

Of course, \(0 \leq \tau_1 < \tau\) and \(u(t, \cdot) = \tilde{u}(t, \cdot), \ v(t, \cdot) = \tilde{v}(t, \cdot), \ h(t) = \tilde{h}(t)\) for all \(t \in [0, \tau_1]\).

We set now, for \(t \in [0, \tau - \tau_1]\),
\[
\eta(t, \cdot) := u(t_1 + t, \cdot) - \tilde{u}(t_1 + t, \cdot),
\]
\[
\zeta(t, \cdot) := v(t_1 + t, \cdot) - \tilde{v}(t_1 + t, \cdot),
\]
\[
\iota(t) := h(t_1 + t) - \tilde{h}(t_1 + t).
\]

From
\[
h \ast Au - \tilde{h} \ast A\tilde{u} = h \ast (u - \tilde{u}) + (h - \tilde{h}) \ast A\tilde{u}
\]
we get, for all \( t \in [0, \tau - \tau_1] \),

\[
[h \ast A(u - \hat{u})](\tau_1 + t, \cdot) = \int_{\tau_1}^{\tau_1 + t} h(\tau_1 + t - s)A(u - \hat{u})(s) \, ds
\]

(5.54)

\[
= \int_0^t h(t - s)A\eta(s) \, ds = (h \ast A\eta)(t, \cdot).
\]

Analogously,

\[
[(h - \tilde{h}) \ast \hat{u}](\tau_1 + t, \cdot) = \int_0^t [(h(\tau_1 + t - s) - \tilde{h}(\tau_1 + t - s)]A\hat{u}(s, \cdot) \, ds
\]

(5.55)

\[
= (i \ast A\hat{u})(t, \cdot).
\]

So, the triplet \((\eta, \zeta, i)\) solves the problem

(5.56)

\[
\begin{aligned}
D_t^2\eta(t, \cdot) + lD_t^2\zeta(t, \cdot) &= -k_0A\eta(t, \cdot) - i(t)A\theta_0 \\
D_t\zeta(t, \cdot) - B\zeta(t, \cdot) + A[S((\chi_1 + 1 \ast \tilde{v}(\cdot + \tau_1, \cdot))(t, \cdot))\tilde{v}(t + \tau_1, \cdot)] - lA\eta(t, \cdot) &= 0,
\end{aligned}
\]

\[
\eta(0, \cdot) = 0, \quad D_t\eta(0, \cdot) = 0,
\]

(5.58)

\[
\Phi[D_t^2\zeta(t, \cdot)] = -k_0\Phi[A\eta(t, \cdot)] - i(t)\Phi[A\theta_0]
\]

\[
- \Phi((h \ast A\eta)(t, \cdot) + (i \ast A\hat{u})(t, \cdot)),
\]

with

\[
\chi_1 := \chi_0 + \int_0^{\tau_1} v(t, \cdot) \, dt = \chi_0 + \int_0^{\tau_1} \tilde{v}(t, \cdot) \, dt.
\]

From the last equation in (5.56), using Lemma 5.3, we obtain, for \( \sigma \in (0, \tau - \tau_1) \),

\[
\|\eta\|_{W^{1,p}(0,\sigma)} \leq C_1(\|\zeta\|_{W^{1,p}(0,\sigma;V')} + \|\eta\|_{W^{1,p}(0,\sigma;H^1(\Omega))} + \|h \ast A\eta\|_{W^{1,p}(0,\sigma;H^1(\Omega))})
\]

\[
+ \|i \ast \hat{u}\|_{W^{1,p}(0,\sigma;H^1(\Omega))}
\]

(5.57)

\[
\leq C_1(\|\zeta\|_{W^{1,p}(0,\sigma;V')} + \|\eta\|_{W^{1,p}(0,\sigma;H^1(\Omega))} + (\sigma^{1/p} \vee \sigma)\|h\|_{W^{1,p}(0,\sigma)}
\]

\[
\times \|\eta\|_{C([0,\sigma];H^1(\Omega))} + (\sigma^{1/p} \vee \sigma)\|i\|_{W^{1,p}(0,\sigma)}\|\hat{u}\|_{C([0,\sigma];H^1(\Omega))}].
\]

Set now

(5.58)

\[
\rho := \max\{\|h\|_{W^{1,p}(0,\tau)}, \|\hat{u}\|_{X^{1,p}(T)}, \|v\|_{Y^{1,p}(T)}, \|\tilde{v}\|_{Y^{1,p}(T)}\},
\]

and choose, from now on, \( \sigma \) satisfying

(5.59)

\[
C_1\rho(\sigma^{1/p} \vee \sigma) \leq \frac{1}{2}.
\]
Then, since \( \eta(0, \cdot) = D_t \eta(0, \cdot) = 0 \), from (5.57) we obtain

\[
\|i\|_{W^{1,p}(0,\sigma)} \leq C_2(\|\xi\|_{W^{\lambda,p}(0,\sigma;V')} + \|\eta\|_{W^{1,p}(0,\sigma;H^1(\Omega))})
\]

\[
\leq C_3(\|\xi\|_{W^{\lambda,p}(0,\sigma;V')} + \sigma^{1+1/p}\|\eta\|_{X^{\lambda,p}(\sigma)}),
\]

for suitable positive constants \( C_2 \) and \( C_3 \) independent of \( \sigma \leq \tau - \tau_1 \).

Moreover, from Proposition 2.9, Corollary 2.11, Lemma 5.3, for some constant \( C_4 \in \mathbb{R}^+ \) independent of \( \sigma \leq \tau - \tau_1 \), we get

\[
\|\eta\|_{X^{\lambda,p}(\sigma)} \leq C_4(\|h*\mathcal{A}\eta\|_{W^{1,p}(0,\sigma;H^1(\Omega))} + \|i*\mathcal{A}\tilde{u}\|_{W^{1,p}(0,\sigma;H^1(\Omega))} + \|i\|_{W^{1,p}(0,\sigma)})
\]

\[
+ D_2^2\xi\|_{W^{1,p}(0,\sigma;V')} + D_2^2\xi\|_{C^0(0,\sigma;H^1(\Omega))} + (\rho + 1)\|\|\|_{W^{1,p}(0,\sigma)} + \|\xi\|_{Y^{\lambda,p}(\sigma)}),
\]

If \( \sigma \leq \sigma_1 := (2C_5\rho)^{-p} \) and (5.59) holds, we get

\[
\|\eta\|_{X^{\lambda,p}(\sigma)} \leq C_6(\rho + 1)(\|\xi\|_{Y^{\lambda,p}(\sigma)} + \sigma^{1+1/p}\|\eta\|_{X^{\lambda,p}(\sigma)}),
\]

implying

\[
\|\eta\|_{X^{\lambda,p}(\sigma)} \leq C_7(\rho + 1)\|\xi\|_{Y^{\lambda,p}(\sigma)}, \quad \text{if} \quad C_6(\rho + 1)\sigma^{1+1/p} \leq \frac{1}{2}.
\]

Finally, as

\[
\|A\eta\|_{W^{2,p}(0,\sigma;V')} + \|A\eta\|_{W^{1,p}(0,\sigma;L^2(\Omega))} \leq C_7(\|\eta\|_{W^{2,p}(0,\sigma;H^1(\Omega))} + \|\eta\|_{W^{1,p}(0,\sigma;H^2(\Omega))})
\]

\[
\leq C_8\sigma^{1/p}\|\eta\|_{X^{\lambda,p}(\sigma)},
\]

from Proposition 3.4 and 3.5 and Lemmata 4.4 and 4.5, for \( \sigma \leq \sigma(\rho) \), we obtain

\[
\|\xi\|_{Y^{\lambda,p}(\sigma)} \leq C(\rho)\sigma^{1/p}\|\eta\|_{X^{\lambda,p}(\sigma)}.
\]

Hence

\[
\|\eta\|_{X^{\lambda,p}(\sigma)} \leq C_9(\rho + 1)\sigma^{1/p}\|\eta\|_{X^{\lambda,p}(\sigma)},
\]

implying that \( \eta \) vanishes in some right neighbourhood of 0. From (5.65) and (5.60), we obtain also that \( \xi \) and \( i \) vanish in some right neighbourhood of 0. So, \( u \equiv \tilde{u}, \ v \equiv \tilde{v} \) and \( h \equiv \tilde{h} \) in some right neighbourhood of \( \tau_1 \), contrarily to the definition of \( \tau_1 \). Therefore we conclude that \( u \equiv \tilde{u}, \ v \equiv \tilde{v} \) and \( h \equiv \tilde{h} \), implying \( \theta \equiv \tilde{\theta}, \ \chi \equiv \tilde{\chi} \) and \( k \equiv \tilde{k} \). \( \square \)
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